
STOCHASTIC DIFFERENTIAL EQUATIONS

IN A DIFFERENTIABLE MANIFOLD

KIYOSI ITO

The theory of stochastic differential equations in a differentiate manifold

has been established by many authors from different view-points, especially by

R Levy [2] J), F. Perrin [11 A. Kolmogoroff [1] [2] and K. Yosida [1] [2]. It

is the purpose of the present paper to discuss it by making use of stochastic

integra]s.2)

In § 1 v/e shall state some properties of stochastic integrals for the later

use. We shall discuss stochastic differential equations in the r-dimensional

Euclidean space in § 2 and in a differentiate manifold in § 3.

1. Some properties of stochastic integrals. Throughout this note we fix

an r-dimensional Brownian motion^:

(1.1) β(t9ω)^(βi{t9ω)f β2{t,ω),. . .,^{t,ω)), - oo < t < oo ,

ω (^Ω) being the probability parameter with the probability law Pand t being

the time parameter. We assume that any function of t and ω appearing in this

note satisfies the following two conditions:

(1.2) it is measurable in (t,ω),

(1.3) the value it takes at t = t0 is a B-measurable function4) of the joint vari-

able (β(t,ω), τ ί= to) for any to.

If it holds

(1.4) ξ(s,ω) -ξ{t,ω) = ) Σ t
i-lJi

u lύs^t ^v, ω e £,(E Ω) ,

Received March 10, 1950.
J) The numbers in [ ] denote those of the references at the end of this paper.
2> K. Itό [1], [3],
3> By an /-dimensional Brownian motion we understand an r-dimensional random process

whose components are all one dimensional Brownian motion (Cf. P. Levy [1] p. l€6r
§52, J. L. Doob [1] Theorem 3.9) independent of each other.

4) A mapping / from RA into R is called to be B-measurable if the inverse image of any
Bore! subset of R by / is also a Borel subset of RA, that is an element of the least
completely additive class that contains ail rectangular subsets of RA,
A random variable £(ω) is called to be a B-measurable function of the joint variable
(ίtf(ω), a& A) if and only if there exists a ^-measurable mapping / from RA into R
such that ξ(ω) =/(? β (ω), α ε Λ ) for every ω. Cf. Kβ Itό [3] § 1.

5> The sense of this integral is to be understood as a stochastic integral introduced by the
author. Cf. K. Itό [1], [3] §7, §8.
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then we shall express this relation in the differential form as follows :

(1. 5) dξ{t, ω) = a(t,.ω)dt + Σ */(*» ω)dβ*{t9 ω) , w ^ ί ^ ι;, ω ε Λj.

THEOREM l 1. #

(1.6) rf£f'(f, α>) = a\t,ω)dt + Σ*/(*» ω)dβJ\t9ω) , * = 1,2, . . . , wι, * ^
J

ωEz Ωi, and if

(1.7) *(*,ω) =/(?(*,ω)), £(*,©) = (f 1^,©),?(',«), . . .

/ 6ι/ftg Λ real-valued function of C2-cfass6) defined on an open subset of Rm which

contains all the points ξ(t, ω), u ^t ^v9 ω ε f t , then we have

(1.8) <fyβ ») = (ΣΛ(f(ί, ω) )aKt, ω) + ~

where

fi{x\ . . . ,

We shall here mention only the outline of the proof.7) First we shall state

a lemma.

LEMMA. Λ ( ^

J * , ω ) j"c(tf,ω)dβ'\ύ9ω)dβt\τ9ω)

/, ω) jj&(r, ω)dβ\τ, ω)dβ'\σ9 ω) (ί«7 - Kronecker's delta).

We can prove this lemma first by considering the special case that both

b(τ,ω) and c(τ,ω) are uniformly stepwiseS) in (s,t) and next by taking the limit

in the general case.

In order to prove (1.8) we need only to compute the following expression :

y{s,ω) - i(t9ω) =i}to(β<*\ω) - *(*<£„*)), Pf = / + ~ (s - /) ,

6> A function is called to be of Grclass if its partial derivatives of the second order are
all continuous.

?} The author will publish the proof in details in another note.
8> ό(r, ω) is called to be uniformly stepwise in (s, 2) if there exist a division of the inter-

val (s,t): s = *o<*i < . . . < / n = * independent of ω such that 6(r, ω) 6(ί/-i, ω), /*-,
^ r ^ / * , / = 1,2,. . . ,«. Cf. K. Itό [1], [3] §7.
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by making use of the above lemma and to take the limit as n -> oo.

THEOREM 1.2. The functions a(t9ω), bi{t,ω), I = 1,2,. . . ,r, tfre uniquely

determined by ξ{t,ω) in the sense that

dξ(t, ω) = a(t, ω)dt + Σ fc(f, ω) d&{t9 ω)
i ^

= ά(t9 ω)dt -f Σ M*> ω)dβ*{t, ω), u ^ f ^v , ωGi2j,
implies

a(t,ω) ~ά(t,ω), bi(t,ω) = ? , (ί,ω), i = 1,2, . . . , r ,

/or almost all (t,ω), u ^ t *£ v, ω e i?j -

Proof. It suffices to show that

£ ( f , ω ) = 0 , u ^ t ώ v , ω&Ωi,
implies

β( f ,ω)=0, */(*,ω)=0, ί = l,2, . . . , r ,

for almost all (£, ω), u ^t ^ v, ω G i?j.

By Theorem 1 we have

(f(s,fl>) - f(ί,α;))2 = f {2(f(r,ω) - f (s,ω))β(r,ω) + Σ &(*»<»)'}&•

+ Σ f2(!(r, ω) - f (s,ω))bi(τ,ω)dβ (τ,w),
i Js

from which it follows that

u i

in probability. But the left side is always equal to 0 by the assumption and so

we obtain

for almost all ω in i2J? which completes the proof,

We have already obtained the following inequalityϋ)

(rω)d0'"(rω)|i?α} ^ Γ(1.9) Pr { sup

= O(^— «) (as v -* u).

The following theorem gives us a more precise evaluation in the case that b{t, ω)

is uniformly bounded.

THEOREM 1. 3. In the case:

(1.10) \b{f9ώ)\^

we have

b{τ,ω)dβ'(τ, ω)\=±a) * β_«_i» J ί L
„. II U

#) 2 (as ^

Cf. K. Itό [1] Th. 8, [3].
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Proof. By Theorem 1.1 we have

ί,ω))2= ^b(t,ωYdt -f 2

But (1.10) implies

fy(t,ωydt*= ~-.

Therefore the left side of (1.11) is less than

Pr { sup I \Λb{t,ω)Cb(τ,ω)dβ>Xτ,ω)dβ>Xt,ω)\ ^ ~

on account of (1.9).

2. Stochastic differential equation on the r-dimensional Euclidean space.

In this paragraph we shall treat a stochastic differential equation:

(2.1) d?(t,ω) - β f ( ^ ( ^ ) ) ^ + Σ V f t ? ( ^ ) ) ^ ( ^ ) ,

ξ{t,ω) = {ξ\t,ω)9 . . . ,Γ(ί,ω)),10> ί = l,2, . . . , r , u έ t έ υ ,

with the initial condition

(2.2) e'(«,ω) = ^ ' ( ω ) , f = 1,2,. . . , r ,

where cz'(ω), ί = 1,2, . . . , r are immeasurable functions of (β(τ,ω)9 τ ^ u).

This stochastic differential equation is equivalent to a stochastic integral equation :

(2.3)
f •'(*, ω) = c'(ω) + a\τ, ξ (r, ω) )rfr + Σ V'(τ, f (r, ω))dβ'(τ, ω), uάt^v.

*) u j J u

THEOREM 2,1. Under the following four assumptions n ) :

(2.4) ΊlW{t,x) -a\t9y)\

ψb/(t9x) - V(f,*)l2

(2.5) a{{t9x)9 b/(t,x) are all continuous in t for any x.

(2.6) Σ l β U * ) ! 2 ^ ^ ,

(2.7) ^ ( ! ^ " ( ω ) ! 2 ) ^ C , ι = l , 2 , . . . 9r,

(A, £, Aj, Bj, C to'w^ constants independent of (t,x)), there exists one and only

one solution of the equation (2.3).

Io> The /-component of r-dimensional vectors x, y, c{ω), k{t,ω)y η(t,ω) etc. are denoted by
xi,yi, c*'(ω), ξ^t^ω), v^t^o) etc. respectively.

J1) It is possible to show this theorem without any use of the assumption (2/6), (2.7) by
the method the author has used in one-dimensional case (K. Itό [1], [3] Th. 11) but
it is unnecessary for our present purpose to do so.
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Proof of the existence. We shall make use of the successive approximation
method to find a solution of (2.3). We define f»(ί,ω), n = 1,2,. . . , recurively
as follows:

(2.8) ξo*(t,ω) = <*(ω), i = 1,2, . . . , r ,

(2.9) f n ^ ω ) = ̂ (ω) -f (V(r, f«-,(r, ω))A -f S f V ( ^ f«-i(r,ω))rf/9>(r,α>) .

Then we have

Σ (
i lJu

j jV(T, |o(τ,

(2.10)

(Σ
u ij

in making use of (2.6). In the same manner we obtain

(2.11) E{\\ξn{t,ω) -ξn.i(t,ω)ψ)

by virtue of (2.4), From (2.10) and (2.11) it follows that

K being a constant determined by Al9 Bh A, B, u and υ.

Since

we see, by Borel-Cantelli's theorem, that there exists a function ξ{t, ω) such that

EQ\ξ(t,ω) - ίn(ί,ω)||2) -> 0 for each t.

ξ*(t, ω), i = 1,2, . . . , r, are clearly -B-measurable functions of (£(τ, ω), r ^ t) for

each ί. But we have further

t,ω) - ξn(t,ω)ψ)dt -> 0 (W,Λ-»OO),

from which we see that ξ{{t9ω)9 i = 1?2? . . . , r 3 are all measurable in (ί,ω).

Taking the limit of (2.9) as n -» oo? we see that f(f,ω) satisfies (2.3).

Proof of the uniqueness. Let ζ{t9ω) and ξ(t,ω) satisfies (2.3). In the same

manner as (2.12) we have
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E(\\(ξ(t9ω) - ξ{t,ω)ψ) ^ K"(V~ M) - 0,

which completes the proof.

THEOREM 2.2. Assume (2.4), (2.5), (2.6), (2.7) and

(2.13) β*(f,x), b/(t9x)=

and

(2.14)

U being an open subset of Rr. Then the solution ξ{t,ω) of (2.3) satisfies

(2.15) ξ(t,ω)GU9 u^t^v%

for almost all ω.

Proof. It suffices to prove that the totality Ώι of ω for which ξ(t,ω) φ U

for some t has P-measure 0. Assume that P(X?j) > 0. Since ξ(t,ω) is continu-

ous in t for each ω9 there exist t and s (u ̂  t ^ s ^ v) such that

(2.16) ξ(τ, ω)φUίort^τ^s9 ζ(t9 ω) * £(s, α>)

on an ω-set i?2(E Ωi) with positive P-measure. From (2.13), (2.14), and (2.16)

it follows that

a*(T, ξ{τ, ω)) = 0, b/{τ9 ζ{τ9 ω)) = 0, s *ϋ r ^ t9 ω G i?2,

and so we have

£*(s, ω) = ^(ί, ω) + JV(r, f(r, ω))A + JV(r, ξ(τ, ω))dβ*(τ9 ω) = f*(ί, α>) .

almost everywhere on Ql9 which contradicts with (2.16).

3. Stochastic differential equation in a differentiable manifold.

Given any r-dimensional differentiable manifold of C2-classJ2) Λf. By a con-

tinuous random motion in M we understand an M-valued function π(t9ω) of /

and ω which is measurable in ω for each t and continuous in t for each ω. Here-

after we assume that

(3.1) π{t9ω) is a J3-measurable function of (β{τ9ω), τ ̂  t).

Let ξ(t9ω) = (fJ(f,ω), J2(ί,ft)),. . . 9ξ
r(t9ω)) be any local coordinate of π{t9ω).

If. we define ξ(t9ω) = 0 in case 7r(ί, ω) is outsides of the coordinate neighbour-

hood, ζ\t,ω) proves to be a immeasurable function of β(τ,ω)9 τ ̂  t9 on account

of (3.1). We can easily see that £*'(*> ω) is measurable in {t9ω).

We shall consider a stochastic differential equation:

12) By definition an r-dimensional differentiable manifold of C2-class is a Hausdorff space
with the second countability axiom and with coordinate neighbourhoods, each homeo-
morphic to the interior of a sphere of r-dimensional Euclidean space and such that the
coordinate relationships between the coordinates of the two intersecting neighbourhoods
are of Qrclass.
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(3. 2) rf?'(ί,«) = a\t, ξ{t, ω))dt + J±b/(t, ξ(t, ω))dβ'(t, ω) ,
j

which means that

(3.2) &(t,a>) - ef"(s,ω) = (V(r,£(r,ω))rfr + Σ ίV(r,f (τ9ω))dβ*(τ9ω)

for any ω such that 7r(r, ω) is contained in the coordinate neighbourhood for

s is τ *=t.

The functions βf'(f,#) and b/(t,x), (x = (Λ;1,*2, . . . ,* r)) depend upon the

special choice of the local coordinate. We assume that they are transformed

between two local coordinates x and x in the following manner:

(3.3)

Now we shall explain the reason why we choose such a transformation law.

Let x = (x\ x-, . . . , xr) and x = (#J, ̂ 2, . . . , xr) be two local coordinates defined

on a neighbourhood U in M such that

(3.4) ** =/••(*', *s,. . . , * 0 , i = l , 2 , . . . , r ,

and let f(i,co)(f(^o))) denote the # (^-coordinate of π{t,ω). Then we have

(3.2) and

(3. 20 d£' (f, ω) = δ' (ί,f (ί, ω) )rfί + Σ * / ( ί , ?(f, ω) )rf^(/, ω) ,

(3.5) ί f ( ί , ω ) =/*(€ '(*,«) , f * ( ί ,ω) , . . . , f ( ί , ω ) ) , i = l , 2 , . . . , f .

In making use of Theorem 1.1 we deduce from (3.2) and (3.5)

(3.6) dψ(t,ω) = {:ry»'(f(f,ω))β*α £(*,<»))

+ "2- Σ/ί/(ί(ί, ω))b/{t, ξ(t, ω) )bj\t, ξ(t, ω)))dt

+ ΣΣΛ''(f(ί.ω))bjk{t,ξ{t,ω))dβ>\t,ω) ,

whenever π{t, ω) is contained in U. By Theorem 1.2 it follows from (3.2') and

(3.6) that

Σ
k

\ ί(t,ω))b*{t, ξ(t, ω))b/{t,ξ{t, o))) ,

b/(t,ξ{t,ω)) = ΈΛi{S(f,ω))b/'(t,i(t,ω)) .
k

In order to express a sufficient condition for the equation (3.2) to have a

unique solution, we define the boundedness of a\t,x) and bj^t.x) as follows.

DEFINITION. By a canonical coordinate around p we understand any local

coordinate which maps a neighbourhood of p onto the interior of the unit sphere
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in the r-dimensional Euclidean space Rr and especially transforms p to the centre

of the sphere.

By a canonical coordinate system on M we understand a collection of cano-

nical coordinates such that, for any point of M9 there exists a canonical coordi-

nate around the point in the collection.

a1 (t, x), bf(t, x) 9 i, j = 1,2,. . . , r are called to be bounded if and only if there

exists a canonical coordinate system and a constant K such that we have always

(3.7) |α(*,*) | , |6(*,*)|<1Γ, i,j = 1,2,. . . , r , t t έ t έ t ? , * e = S ,

for any coordinate of the system.

THEOREM 3.1. We assume that a{(t, x), b/ (t, x), i, j = 1,2,. . . , r , 0 έ * έ 1,

(3.8) bounded in the sense of the above definition,

(3.9) continuous in t for each x,

and

(3.10) of Crdass in x for each t.

Then there exists one and only one solution of the stochastic differential equa-

tion (3.2) with the initial condition:

τ:(«,ω) =p{ω) ,

where p(ω) is an M-valued B-measurabte function of (β(r, ω), r ^ t).

Proof of the existence. We shall denote by {χp = {xp

ι . . . χp

r): p&M) a

canonical coordinate system which satisfies (3.7) and by S(ShS2) the interior

of the sphere with the centre at the origin 0 and with the redius 1(1/3,2/3),,

and by Up{Up

r) the totality of all the points of M whose ΛT -̂coordinate lies in

S(Si). Since M satisfies the second countability axiom, we obtain a sequence

in M: {pn} for which {UPn'} covers the whole space M. We denote xPn, UPιtt

and UpJ respectively by xn = (xn\ . . . ,xn

r), Un and £/«'. We define Vn by

Vn=Un'-\JUf (n^2), V^Uί.

It is clear that

Now we shall define a random motion 7rm(ί?ω) which satisfies the equation

(3.2) on an ίo-set (&mt) whose F-measure tends to 1 as m -> oo.

We define a function ^(x) on & by

J S ) In this paper we denote the sum of disjoint sets by
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ί 1 (IN] ^ 2/3)

= { 0 (\\x\\ ^ 5/6)

[ 5 - 6[W| (2/3 < ||xj|< 5/6)

and a'(t,x) and Ί>/(t,x) by

Then a\ί,x) and Ί>/(t,x) satisfies the assumptions in Theorem 2.1 and

£ ' ' ( * , * ) = ( ) , ?/(*,*) = 0 , 2,i = 1,2, . . . ,r, x $ S .

We devide the time-interval {u, z;) into wi equal subintervals with

it = ^ 0 < W j < M2 <; . . . <; W m = v.

We define CWJ(co) = (C^(ω) ? . . . ,Cr

m(ω)) by

( the ΛΓn-coordinate of p(ω) if β(ω) ££ VnCm(ω) = I
( O Ξ ( 0 , 0 , . . . , 0 ) ilp{ω)&Vn,

and consider a stochastic integral equation:

ςn\t,ω) - CiΛω) + f e'Xr^nir,©))* + Σ f ^(r?ίw(r?α;))J/3>(τ-? ω) ,

i = 1 , 2 , . . . 9 r , Wo ^ ί ^ ^J .

By Theorem 2.1 and Theorem 2.2 we can see that this equation has a unique

solution such that
ξn(t,ω) e S , UQ^t^Ui,

for almost all ω.
We define πm(t,ω), u0 ^ t ^ ui9 in the following way :

(3.11) πm{t, ω) = the point in M with the ^-coordinate ςΛ(ί, ω) when i>(ω) e VM

πm{t,o))9 Uo ̂  t ^Uι, is clearly determined up to P-measure 0.

Next we consider a stochastic differential equation:

£„'"(*, ω) =C'Λ l(ω) + Γ 5-|,f"(^f»(i-,w))rfr + l ] Γ ?J Λ(r, fΛ(r,ω))rf^(r, ω)

i = 1,2, . . . , r , u,^t ^ih,

w h e r e

( the ^ - c o o r d i n a t e of rrM( ?̂c/j») if πm(Ui,ω) G F «
C«(co) -

( 0 = (0,0, . . . ,0) if πm{ul9ω) φ Vn.

In making use of Theorem 2.1 and Theorem 2.2 again we see that this equa-

tion has a unique solution such that

for almost all ω We define τrOT(ί,ω), Uι ̂  t ^ u2 by (3,11) again. By continuing
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this procedure we define πm(t,ω), u ^ t ^ v. Now we define Ωk

nl by

Ωk

nl = {ω;πm(m-i9ω)& Vn, πm{uk, ω) G Vι,ξ»{τ,ω) e S2 for «*-, ̂  r

and put

We shall prove that

(3.12) πm(t,ω) satisfies (3.2) almost everywhere on Ωm)

and that

(3.13) P(ώ<«>)-»1 asw->oo,

Let x be any local coordinate defined on U, and πm(t, ω) lie in £7 for 11 ̂  r

^ ί2 and ω e i?*(E ώ ί w )) In order to show (3.12) it is sufficient to prove that

the ^-coordinate ξ(t,ω) of πm{t,ω) satisfies

(3.14) dξi(t,ω)=ai{t,ξ(it,ω))dt+jy>/(t9ξ(t9ω))dβί{t9ω)f U^t^U, ω t Ξ Ω K
i

In case ω e O^n&n* SS^tJ** w e h a v e

and so

(3.15) rf^j (/, co) = ^

since f Λ J t . j ( ί ,ω)ε& by the definition of Ωnk-.mk.

By Theorem 1.1 and the transformation law (3.3) we can deduce (3.14)

from (3.15), which proves (3.12).

In order to prove (3.3) it suffices to show

(3.16) P{Ω^Hι . . . &nt_lHt3nt} fe(l- G(l/my-)P(Ω'notti . . . £*,_,„,),

k = 1,2,. . . ,

where Ωnic = *ΣΩnkn and G is a constant which depends neither on m nor on.
n = j

k but only on i ζ u and #; in fact it follows from (3.16) that

Let ωj and ω2 denote the joint variables

(β(τ,ω), τ ̂  Uk) and (β(τ,ω) - β(uk,ω), Uk ̂  r ^ v)

respectively. Then ξnk{t,ω) and Cί

Wfcife+J(ω) are expressible as ξnk(t,ωl9ω2) and
j) By the above procedure by which we have defined πm(t9ω) we have
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ξnk(t,ωl9ω2) = C<, f c Λ + J(ω,) J

Since the stochastic integral appearing in the above expression is a J3-mesur-

able function of 'hί

nkj(t,ξnk(t9ωl9ω2)) and α>j is independent of ω2, we see, by

Fubini's theorem in Lebesgue integral, that

Γ «yr,iWA(r,<ft)2))i/r
J llk

f f „

for almost all ω except possibly for ωf of P^-measure 0, Pwι being the proba-

bility law of ωi.

^nnn Ωl. n, ®km n and π are expressed in the form:

{ω; ωj e Eι}9 {ω; πm(t9ω) e FΛjfc, sup \\ξf77t:(t,ω)\\ < 2/3} ,

Eι being a subset of #[-*»**], and the latter ω-set includes the ω-set

{ω; ^ _sup^ lξnk(t9 ω) - Cnkk+i(ω)\\ < 1/3} ,

as Cnkk+i(ω) e S j . Therefore the left side of (3.16) is greater than

Pr{ω G ί , M s u p ^ \\ξnh{t9 ω) - Cnkk+ι(ω)\\ < 1/3}

= Pr{(ύ\ £ Eι , SUp | | f Mfc(ί> 0)i9 0)2) — CW 7 cfc.fj(cθj)| | <C 1/3}

= 1 Pr\ SUp lî Wfc(̂ > ^ J U J ̂ 2 ) ~~ C?tjck + i{(Oι )|i *\

(by the independence of OJJ and ω2)

^ f (1 - G(l/τ7ί) 2)Pω J(^, 0) (by Theorem 1.3)

which proves (3.16).

In order to obtain a solution of (3.2) we need only to put

( 7Ti(t9ω) for ω GΞ Ώ{1)

7Γ2(ί, ώ); l o r ω t n iώ ' — iώv , YYl = Z, o , , . .

As to the uniqueness, by making use of the uniqueness of the solution of

(2.3), we can easily prove that any solution of (3.2) is coincident with the so-

lution above obtained, which completes the proof of our theorem.

Example 1. If M is a closed manifold, the condition (3.8) follows from

<3.10) and so we can do without this condition (3.8).
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Example 2. Let Mbe a Lie group. If al(t, x) and b/(t9 x) are left (or right)-

invariant with regard to the group operation, then the condition (3.8) follows

from (3.10). In considering this fact we can define Brownian motions on the

Lie group.

A relation between the process we have defined above by the stochastic dif-

ferential equation (3.2) and the Fokker-Pίanck equation is given by the follow-

ing theorem.

THEOREM 3.2. The solution of (3.2) is a simple Markoff process on M and

the transition probability law F{t,p,s,E)- the conditional probability law of

π(sfoj) under the condition that π(t,ω) = p is coincident with the probability

law of the solution π(s,ω) {s^t) of (3.2) with the initial condition:

(3.17) π(t,ω) =p

If f(P) is a bounded function of Ci-class defined on M, then we have, as

s +t,

A s9 dq) -

£? γ Σ fe'tt *)**'(*, x)

x being a local coordinate of p.

Proof. The first part can be easily proved in the same way as the proof

of (3.16). We shall prove the second part. We fix a local coordinate x around

p for which a\t, x)9 b/(t,x) are all bounded and we denote by U the coordinate

neighbourhood of x. We shall denote the solution of (3.2) with the initial con-

dition: 7r(f,ω) = p by the same notation π{t9ω) and the ^-coordinate of π(t, ω}

with ξ(t,ω)9 where we define ξ(t,ω) = 0 if π(t,ω) φ U.

Whenever π{s9ω) lies in U, we have

(3.19) ξi(s,ω) = * / + Γβ/(r,f(r,ω))rfr+ Σ fVO, f(r, ω))dβJ(τ, ω)

and so, by Theorem 1.1,

(3. 20) f(ξ(s,ω)) - f(x) = £ { Σ β'(r, ξ(r,ω))/i(f (r, ω))

Σ
ijk

+ Σ f*Σ*/(r.ί(r,

In making use of Theorem 1. 3 we can easily see that

P r { π ( τ , ω ) φ U f o r s o m e τ, t ^ τ ^ s } = O ( s - t ) \

Thus we see that f\π{s,ω)) - f(p) coincides with the right side of (3.20) ex-



STOCHASTIC DIFFERENTIAL EQUATIONS 47

cept possibly on an co-set of P-measure O(s - t)\ Since f(p) is bounded on M
by the assumption, we have

which proves (3.18).
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