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THE DUNKL-WILLIAMS CONSTANT OF
SYMMETRIC OCTAGONAL NORMS ON R2 II

HIROYASU MIZUGUCHI

Abstract. Recently, the author and two other researchers constructed a calcula-

tion method for the Dunkl-Williams constant DW (X) of a normed linear space X.

Using the method, we determined the constant of R2 with symmetric octagonal

norms. In this paper, we calculate the Dunkl-Williams constant of its dual space.

As the result, the space R2 with symmetric octagonal norm becomes an example

for which the Dunkl-Williams constant of the own space and the dual space have

same value.

1. Introduction and preliminaries

This paper is a continuation of [18]. A norm ∥ · ∥ on R2 is said to be absolute if

∥(a, b)∥ = ∥(|a|, |b|)∥ for all (a, b) ∈ R2, and normalized if ∥(1, 0)∥ = ∥(0, 1)∥ = 1.

Let AN2 be the family of all absolute normalized norms on R2, and let Ψ2 be the

set of all continuous convex functions on [0, 1] satisfying max{1 − t, t} ≤ ψ(t) ≤ 1

for t ∈ [0, 1]. According to [3], AN2 and Ψ2 are in a one-to-one correspondence with

ψ(t) = ∥(1− t, t)∥ for t ∈ [0, 1] and

∥(a, b)∥ψ =

 (|a|+ |b|)ψ
(
|b|

|a|+ |b|

)
if (a, b) ̸= (0, 0),

0 if (a, b) = (0, 0)

(see also [20]).
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For each β ∈ (1/2, 1), let ψβ(t) = max{1 − t, t, β}. Then, ψβ ∈ Ψ2. The norm

∥ · ∥ψβ associated with ψβ is given by

∥(a, b)∥ψβ = max{|a|, |b|, β(|a|+ |b|)}

=



|a|
(
|b| ≤ 1− β

β
|a|

)
,

β(|a|+ |b|)
(
1− β
β
|a| ≤ |b| ≤ β

1− β
|a|

)
,

|b|
(

β

1− β
|a| ≤ |b|

)
.

Remark that the unit sphere of (R2, ∥ · ∥ψβ) is an octagon, and that the norm ∥ · ∥ψβ
is symmetric, that is, ∥(a, b)∥ψβ = ∥(b, a)∥ψβ for all (a, b) ∈ R2.

Throughout this paper, the term “normed linear space” always means a real

normed linear space which has two or more dimension. Let X be a normed linear

space, and let BX and SX denote the unit ball and the unit sphere of X, respec-

tively. In [12], the Dunkl-Williams constant DW (X) of a normed linear space X

was introduced:

DW (X) = sup

{
∥x∥+ ∥y∥
∥x− y∥

∥∥∥∥ x

∥x∥
− y

∥y∥

∥∥∥∥ : x, y ∈ X \ {0}, x ̸= y

}
.

We collect some basic properties of the Dunkl-Williams constant:

(i) 2 ≤ DW (X) ≤ 4 for any normed linear space X ([5]).

(ii) X is an inner product space if and only if DW (X) = 2 ([5, 14]).

(iii) X is uniformly non-square if and only if DW (X) < 4 ([1, 12]).

However, it is very hard to calculate the Dunkl-Williams constant. It is not known

for almost all normed linear spaces.

In [18], we determined the Dunkl-Williams constant of R2 with ∥ · ∥ψβ for all

β ∈ (1/2, 1):

DW ((R2, ∥ · ∥ψβ)) =


2

β2

{
(1− β)2 + β2

}
(1/2 < β ≤ 1/

√
2),

4 {(1− β)2 + β2} (1/
√
2 ≤ β < 1).

Our aim in this paper is to calculate the Dunkl-Williams constant of its dual

space. Finally, we obtain that the Dunkl-Williams constant of R2 with ∥·∥ψβ always

coincide with that of its dual space.
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2. The dual norm of ∥ · ∥ψβ

For ψ ∈ Ψ2, a function ψ∗ on [0, 1] is defined by

ψ∗(s) = sup

{
(1− t)(1− s) + ts

ψ(t)
: t ∈ [0, 1]

}
for s ∈ [0, 1]. It was proved that ψ∗ ∈ Ψ2 and that ∥ · ∥ψ∗ ∈ AN2 is the dual norm

of ∥ · ∥ψ, that is, (R2, ∥ · ∥ψ)∗ is identified with (R2, ∥ · ∥ψ∗) (cf. [15, 16, 17]). A

norming functional f of x = (x1, x2) ∈ (R2, ∥ · ∥ψ) is identified with an element

(α1, α2) ∈ (R2, ∥ · ∥ψ∗) such that

∥(α1, α2)∥∗ψ = 1 and ⟨(x1, x2), (α1, α2)⟩ = ∥(x1, x2)∥ψ. (1)

We denote by D((R2, ∥·∥ψ), x) the set of all elements (α1, α2) ∈ (R2, ∥·∥∗ψ) satisfying
the condition (1).

For β ∈ (1/2, 1), we determine the convex function ψ∗
β ∈ Ψ2 and the dual norm

∥ · ∥ψ∗
β
of ∥ · ∥ψβ .

Proposition 2.1. Let β ∈ (1/2, 1). Then

ψ∗
β(s) =


1− 2β − 1

β
s (0 ≤ s ≤ 1/2),

1− β
β

+
2β − 1

β
s (1/2 ≤ s ≤ 1).

Proof. Fix s ∈ [0, 1]. We define the function fs from [0, 1] into R by

fs(t) =
(1− t)(1− s) + ts

ψβ(t)
.

We note that ψ∗
β(s) = max{fs(t) : 0 ≤ t ≤ 1} and calculate the maximum of fs on

[0, 1]. By the definition of ψβ, we have

fs(t) =



1− s+ st

1− t
(0 ≤ t ≤ 1− β),

1− s− (1− 2s)t

β
(1− β ≤ t ≤ β),

s+
(1− s)(1− t)

t
(β ≤ t ≤ 1).

If 0 ≤ s ≤ 1/2, then the function fs(t) is increasing on [0, 1−β] and is decreasing

on [1− β, 1]. Hence we have

ψ∗
β(s) = fs(1− β) = 1− 2β − 1

β
s.
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Suppose that 1/2 ≤ s ≤ 1. Then the function fs(t) is increasing on [0, β] and is

decreasing on [β, 1]. Hence we have

ψ∗
β(s) = fs(β) =

1− β
β

+
2β − 1

β
s.

Thus we obtain this proposition. □

From this result, we easily obtain the following

Proposition 2.2. Let β ∈ (1/2, 1). Then

∥(a, b)∥ψ∗
β
=


|a|+ 1− β

β
|b| (|a| ≥ |b|),

1− β
β
|a|+ |b| (|a| ≤ |b|).

The Dunkl-Williams constant of (R, ∥ · ∥ψβ)∗ coincides with that of (R2, ∥ · ∥ψ∗
β
)

and so we calculate DW ((R2, ∥ · ∥ψ∗
β
)) in the following sections.

3. The calculation method

In [19], we obtain a calculation method of the Dunkl-Williams constant. When

we make use of the calculation method, the notion of Birkhoff orthogonality plays

an important role. We recall that x ∈ X is said to be Birkhoff orthogonal to y ∈ X,

denoted by x ⊥B y, if ∥x∥ ≤ ∥x + λy∥ for all λ ∈ R. This notion has been studied

in [2, 6, 7, 9, 10, 11] and so on.

To construct a calculation method, we introduced some notations related to

Birkhoff orthogonality (cf. [18, 19]): For each x ∈ SX , we define the subset V (x) of

X by V (x) = {y ∈ X : x ⊥B y}. For each x ∈ SX and each y ∈ V (x), we put

Γ(x, y) =

{
λ+ µ

2
: λ ≤ 0 ≤ µ, ∥x+ λy∥ = ∥x+ µy∥

}
and m(x, y) = sup{∥x+γy∥ : γ ∈ Γ(x, y)}. We define the positive number M(x) by

M(x) = sup{m(x, y) : y ∈ V (x)}.

Using these notions, we obtained a calculation method for the Dunkl-Williams

constant.

Proposition 3.1 ([19]). Let X be a normed linear space. Then,

DW (X) = 2 sup{M(x) : x ∈ SX}.

For two-dimensional spaces, Proposition 3.1 has the following improvement.
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Proposition 3.2 ([19]). Let X be a two-dimensional normed linear space. Then,

DW (X) = 2 sup{M(x) : x ∈ ext(BX)},

where ext(BX) denotes the set of all extreme points of BX .

From Proposition 3.2 and [18, Proposition 2.5], we obtain the following result

concerning (R2, ∥ · ∥ψ∗
β
).

Proposition 3.3. Let β ∈ (1/2, 1). Then

DW ((R2, ∥ · ∥ψ∗
β
)) = 2max{M((1, 0)),M((β, β))}.

Proof. It is easy to see that ext(B(R2,∥·∥ψ∗
β
)) is the set of all vertices of the octagon

S(R2,∥·∥ψ∗
β
), that is,

ext(B(R2,∥·∥ψ∗
β
)) = {(±1, 0), (0,±1)} ∪ {(ε1β, ε2β) : |ε1| = |ε2| = 1}

Since ∥ · ∥ψ∗
β
is a symmetric absolute normalized norm on R2, the map (x1, x2) 7→

(−x2, x1) is an isometric isomorphism from (R2, ∥ · ∥ψ∗
β
) onto itself. Hence, by [18,

Proposition 2.5], we have

M((0, 1)) =M((−1, 0)) =M((0,−1)) =M((1, 0))

and

M((ε1β, ε2β)) =M((β, β)).

Thus, we obtain

DW ((R2, ∥ · ∥ψ∗
β
)) = 2 sup{M(x) : x ∈ ext(B(R2,∥·∥ψ∗

β
))}

= 2max{M((1, 0)),M((β, β))}

by Proposition 3.2. □

For simplicity, we write ∥ · ∥∗β for ∥ · ∥ψ∗
β
and let X∗

β = (R2, ∥ · ∥∗β). In addition,

we put e1 = (1, 0) and xβ = (β, β). Then, by the preceding lemma, we have

DW (X∗
β) = 2max{M(e1),M(xβ)}. To determine DW (X∗

β), we calculate M(e1)

and estimate M(xβ).

4. The calculation of M(e1)

In this section, we calculate M(e1) under the assumption 1/2 < β ≤ 1/
√
2. We

first determine the set V (e1).

The following is an important characterization of Birkhoff orthogonality.

Lemma 4.1 (James, 1947 [11]). Let X be a normed linear space, and let x and y

be two elements of X. Then, x ⊥B y if and only if there exists a norming functional

f of x such that f(y) = 0.
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From this lemma, one can easily have that

V (e1) = {(y1, y2) : ⟨(y1, y2), (α1, α2)⟩ = 0 for some (α1, α2) ∈ D(X∗
β, e1)}.

Henceforth, let kβ = 1−β
β
. Then

√
2 − 1 ≤ kβ < 1 since 1/2 < β ≤ 1/

√
2, and

β = (1 + kβ)
−1.

Lemma 4.2. V (e1) = {α(c(1 + s), 1) : s ∈ [−1,−(1− kβ)], |c| = 1, α ∈ R}.

Proof. It is easy to see that (ψ∗
β)

′
R(0) = −(1 − kβ), where (ψ∗

β)
′
R(0) is the right

derivative of ψ∗
β at t = 0. According to [3, 16], we have

D(X∗
β, e1) = {(1, c(1 + s)) : s ∈ [−1,−(1− kβ)], |c| = 1}.

Thus we have

V (e1) = {(y1, y2) : ⟨(y1, y2), (α1, α2)⟩ = 0 for some (α1, α2) ∈ D(X∗
β, e1)}

= {α(−c(1 + s), 1) : s ∈ [−1,−(1− kβ)], |c| = 1, α ∈ R}
= {α(c(1 + s), 1) : s ∈ [−1,−(1− kβ)], |c| = 1, α ∈ R},

as desired. □

To reduce the amount of calculation, we make use of some results used in [18] (cf.

[19]). We note that

2 + kβ =
1 + β

β
≥ β

1− β
= k−1

β

since 1/2 < β ≤ 1/
√
2.

Lemma 4.3. M(e1) = sup{m(e1, (1,−t)) : t ∈ (k−1
β ,∞) \ {2 + kβ}}.

Proof. By the preceding lemma, {α(c(1+s), 1) : s ∈ (−1,−(1−kβ)), |c| = 1, α ∈ R}
is a dense subset of V (e1). On the other hand,

{α(c(1 + s), 1) : s ∈ (−1,−(1− kβ)), |c| = 1, α ∈ R}

=

{
α

(
1,

c

1 + s

)
: s ∈ (−1,−(1− kβ)), |c| = 1, α ∈ R

}
.

Since the function s 7→ 1/(1+s) is continuous and decreasing, it maps (−1,−(1−kβ))
onto (k−1

β ,∞). Thus one can have that{
α

(
1,

c

1 + s

)
: s ∈ (−1,−(1− kβ)), |c| = 1, α ∈ R

}
= {α(1, ct) : t ∈ (k−1

β ,∞), |c| = 1, α ∈ R}.

From this, it follows that {α(1, ct) : t ∈ (k−1
β ,∞) \ {2 + kβ}, |c| = 1, α ∈ R} is

also a dense subset of V (e1). Since the map (x1, x2) 7→ (x1,−x2) is an isometric

isomorphism from X∗
β onto itself, we have

M(e1) = sup{m(e1, α(1,−t)) : t ∈ (k−1
β ,∞) \ {2 + kβ}, α ∈ R}
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by [18, Proposition 2.5 and Lemma 2.7]. Finally, applying [18, Lemma 2.4], we

obtain M(e1) = sup{m(e1, (1,−t)) : t ∈ (k−1
β ,∞) \ {2 + kβ}}. □

For each t ∈ R, put yt = (1,−t). We give the formula of ∥e1 + λyt∥∗β for all

t ∈ (k−1
β ,∞) and all λ ∈ R.

Lemma 4.4. Let t ∈ (k−1
β ,∞), and let

at =
1

t− 1
and bt = −

1

t+ 1
.

Then

∥e1 + λyt∥∗β =



−kβ − (t+ kβ)λ (λ ≤ −1),

kβ − (t− kβ)λ (−1 ≤ λ ≤ bt),

1− (kβt− 1)λ (bt ≤ λ ≤ 0),

1 + (kβt+ 1)λ (0 ≤ λ ≤ at),

kβ + (t+ kβ)λ (at ≤ λ).

Proof. First we note that e1 + λyt = (1 + λ,−tλ) and that

−1 < − 1

t+ 1
= bt < 0 <

1

t− 1
= at.

By the definition of ∥ · ∥∗β, we have

∥e1 + λyt∥∗β =

{
|1 + λ|+ kβ| − tλ| (|1 + λ| ≥ | − tλ|),
kβ|1 + λ|+ | − tλ| (|1 + λ| ≤ | − tλ|).

On the other hand, one has

(1 + λ)2 − (−tλ)2 = −(t+ 1)(t− 1)(λ− at)(λ− bt).

Thus, we obtain this lemma. □

By the preceding lemma, we immediately have the following

Lemma 4.5. Let t ∈ (k−1
β ,∞). Then the function λ 7→ ∥e1 + λyt∥∗β is strictly

decreasing on (−∞, 0] and strictly increasing on [0,∞).

We consider the relationship among ∥e1 + atyt∥∗β, ∥e1 + btyt∥∗β and ∥e1 − yt∥∗β.

Lemma 4.6. Let t ∈ (k−1
β ,∞) \ {2 + kβ}. Then the following hold:

(i) If t ∈ (k−1
β , 2 + kβ), then ∥e1 + btyt∥∗β < ∥e1 − yt∥∗β < ∥e1 + atyt∥∗β.

(ii) If t ∈ (2 + kβ,∞), then ∥e1 + btyt∥∗β < ∥e1 + atyt∥∗β < ∥e1 − yt∥∗β.
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Proof. By Lemma 4.4, we have

∥e1 − yt∥∗β = t and ∥e1 + atyt∥∗β = 1 +
kβt+ 1

t− 1

which implies that

∥e1 − yt∥∗β − ∥e1 + atyt∥∗β = t− 1− kβt+ 1

t− 1
=

t

t− 1
{t− (2 + kβ)}.

Thus, ∥e1 + atyt∥∗β > ∥e1 − yt∥∗β if t < 2 + kβ, and ∥e1 + atyt∥∗β < ∥e1 − yt∥∗β if

t > 2 + kβ.

Suppose that t ∈ (k−1
β , 2+kβ). Then, as was mentioned above, ∥e1−yt∥∗β < ∥e1+

atyt∥∗β. Moreover, since−1 < bt < 0, by Lemma 4.5, we have ∥e1+btyt∥∗β < ∥e1−yt∥∗β.
Next we assume that t ∈ (2 + kβ,∞). Then we have ∥e1 + atyt∥∗β < ∥e1 − yt∥∗β.

Further, by Lemma 4.4, we obtain

∥e1 + btyt∥∗β = 1 +
kβt− 1

t+ 1
< 1 +

kβt+ 1

t− 1
= ∥e1 + atyt∥∗β.

This shows (ii). □

Let t ∈ (k−1
β ,∞)\{2+kβ}. Then, the intermediate value theorem guarantees that

the function λ 7→ ∥e1+λyt∥∗β maps (−∞, 0] onto [1,∞) and [0,∞) onto [1,∞). Thus,

for any µ ∈ [0,∞), there exists λ ∈ (−∞, 0] such that ∥e1 + λyt∥∗β = ∥e1 + µyt∥∗β.
Furthermore, by Lemma 4.5, this gives a one-to-one correspondence between [0,∞)

and (−∞, 0]. Let pt, qt, rt be real numbers such that pt < 0 < qt, rt, ∥e1 + atyt∥∗β =

∥e1 + ptyt∥∗β, ∥e1 + btyt∥∗β = ∥e1 + qtyt∥∗β, and ∥e1 − yt∥∗β = ∥e1 + rtyt∥∗β. Then we

have the following

Lemma 4.7. Let t ∈ (k−1
β ,∞) \ {2 + kβ}. Then the following hold:

(i) If t ∈ (k−1
β , 2 + kβ), then pt < −1 < bt < 0 < qt < rt < at and

pt = −at −
2kβ
kβ + t

, qt = −
kβt− 1

kβt+ 1
bt, and rt =

t− 1

kβt+ 1
.

(ii) If t ∈ (2 + kβ,∞), then −1 < pt < bt < 0 < qt < at < rt and

pt = −
t+ kβ
t− kβ

at, qt = −
kβt− 1

kβt+ 1
bt, and rt =

t− kβ
t+ kβ

.

Proof. Suppose that t ∈ (k−1
β , 2 + kβ). Then we clearly have −1 < bt < 0 < at.

Using Lemma 4.6 (i), we have the following diagram:

+ : ∥e1 + qtyt∥β < ∥e1 + rtyt∥β < ∥e1 + atyt∥β

= = =

− : ∥e1 + btyt∥β < ∥e1 − yt∥β < ∥e1 + ptyt∥β.
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Thus, by Lemma 4.5, it follows that pt < −1 < bt < 0 < qt < rt < at. Then we have

−kβ − (t+ kβ)pt = ∥e1 + ptyt∥∗β = ∥e1 + atyt∥∗β = kβ + (t+ kβ)at,

1 + (kβt+ 1)qt = ∥e1 + qtyt∥∗β = ∥e1 + btyt∥∗β = 1− (kβt− 1)bt and

1 + (kβt+ 1)rt = ∥e1 + rtyt∥∗β = ∥e1 − yt∥∗β = t.

Thus one can obtain (i). One can show (ii) similarly, so we omit the proof. □

Next, we consider the set Γ(e1, yt). As was mentioned, for each µ ∈ [0,∞) there

exists a unique λµ ∈ (−∞, 0] such that ∥e1 + λµyt∥∗β = ∥e1 + µyt∥∗β. Then it follows

that

Γ(e1, yt) =

{
λµ + µ

2
: µ ∈ [0,∞)

}
.

Lemma 4.8. Let t ∈ (k−1
β , 2 + kβ). Then,

Γ(e1, yt) =

[
−1 + rt

2
, 0

]
.

Proof. By Lemma 4.7 (i), we have pt < −1 < bt < 0 < qt < rt < at.

Suppose that 0 ≤ µ ≤ qt. Then bt ≤ λµ ≤ 0, and so we have

1− (kβt− 1)λµ = ∥e1 + λµyt∥∗β = ∥e1 + µyt∥∗β = 1 + (kβt+ 1)µ.

Thus we have

λµ = −kβt+ 1

kβt− 1
µ

and
λµ + µ

2
= − µ

kβt− 1
.

Since t ∈ (k−1
β , 2+ kβ), the function µ 7→ λµ+µ

2
is decreasing on [0, qt]. Thus we have{

λµ + µ

2
: µ ∈ [0, qt]

}
=

[
bt + qt

2
, 0

]
.

Next, we suppose that qt ≤ µ ≤ rt. Then −1 ≤ λµ ≤ bt, and so we have

kβ − (t− kβ)λµ = ∥e1 + λµyt∥∗β = ∥e1 + µyt∥∗β = 1 + (kβt+ 1)µ.

From this we have

λµ = −1− kβ
t− kβ

− kβt+ 1

t− kβ
µ

and
λµ + µ

2
= − 1− kβ

2(t− kβ)
+

(1− kβ)t− (1 + kβ)

2(t− kβ)
µ.
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Since t ∈ (k−1
β , 2 + kβ), we have (1 − kβ)t − (1 + kβ) < 0 and hence the function

µ 7→ λµ+µ

2
is decreasing on [qt, rt], and hence{

λµ + µ

2
: µ ∈ [qt, rt]

}
=

[
−1 + rt

2
,
bt + qt

2

]
.

In the case of rt ≤ µ ≤ at, we have pt ≤ λt ≤ −1. Then we have

−kβ − (t+ kβ)λµ = ∥e1 + λµyt∥∗β = ∥e1 + µyt∥∗β = 1 + (kβt+ 1)µ.

It follows that

λµ = −1 + kβ
t+ kβ

− kβt+ 1

t+ kβ
µ

and
λµ + µ

2
= − 1 + kβ

2(t+ kβ)
+

(1− kβ)(t− 1)

2(t+ kβ)
µ.

Since 1 < k−1
β < t, the function µ 7→ λµ+µ

2
is increasing on [rt, at]. Thus we have{

λµ + µ

2
: µ ∈ [rt, at]

}
=

[
−1 + rt

2
,
at + pt

2

]
.

Finally, we assume at ≤ µ. Then λµ ≤ pt and hence

−kβ − (t+ kβ)λµ = ∥e1 + λµyt∥∗β = ∥e1 + µyt∥∗β = kβ + (t+ kβ)µ.

Thus we have
λµ + µ

2
= − kβ

t+ kβ
=
at + pt

2
.

Since the function µ 7→ λµ+µ

2
is continuous, one has that

Γ(e1, yt) =

{
λµ + µ

2
: µ ∈ [0,∞)

}

=

[
bt + qt

2
, 0

]
∪
[
−1 + rt

2
,
bt + qt

2

]
∪
[
−1 + rt

2
,
at + pt

2

]

=

[
−1 + rt

2
, 0

]
.

□

We remark that

2 + kβ =
1 + β

β
≤ 1

2β − 1
=

1 + kβ
1− kβ

since 1/2 < β ≤ 1/
√
2.

Lemma 4.9. Let t ∈ (2 + kβ,∞). Then

Γ(e1, yt) =

[
−1 + rt

2
, 0

]
.
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Proof. By Lemma 4.7 (ii), we have −1 < pt < bt < 0 < qt < at < rt. Suppose that

0 ≤ µ ≤ qt. Then bt ≤ λµ ≤ 0 and so

1− (kβt− 1)λµ = ∥e1 + λµyt∥∗β = ∥e1 + µyt∥∗β = 1 + (kβt+ 1)µ.

As in the proof of the preceding lemma, we have

λµ + µ

2
= − µ

kβt− 1
,

which implies that the function µ 7→ λµ+µ

2
is decreasing on [0, qt]. Thus we obtain{

λµ + µ

2
: µ ∈ [0, qt]

}
=

[
bt + qt

2
, 0

]
.

In the case of qt ≤ µ ≤ at, we have pt ≤ λµ ≤ bt and hence

kβ − (t− kβ)λµ = ∥e1 + λµyt∥∗β = ∥e1 + µyt∥∗β = 1 + (kβt+ 1)µ.

Thus, we have

λµ + µ

2
= − 1− kβ

2(t− kβ)
+

(1− kβ)t− (1 + kβ)

2(t− kβ)
µ.

This implies that the function µ 7→ λµ+µ

2
is decreasing on [qt, at] if t ≤ (1+ kβ)/(1−

kβ), and is increasing if t ≥ (1 + kβ)/(1− kβ). Hence we have

{
λµ + µ

2
: µ ∈ [qt, at]

}
=


[
at + pt

2
,
bt + qt

2

] (
2 + kβ < t ≤ 1 + kβ

1− kβ

)
,[

bt + qt
2

,
at + pt

2

] (
1 + kβ
1− kβ

≤ t <∞
)
.

Assume that at ≤ µ ≤ rt. Then we have −1 ≤ λµ ≤ pt and so

kβ − (t− kβ)λµ = ∥e1 + λµyt∥∗β = ∥e1 + µyt∥∗β = kβ + (t+ kβ)µ.

Thus, we obtain

λµ = − t+ kβ
t− kβ

µ

and
λµ + µ

2
= − kβ

t− kβ
µ.

It follows that the function µ 7→ λµ+µ

2
is decreasing on [at, rt], and hence{

λµ + µ

2
: µ ∈ [at, rt]

}
=

[
−1 + rt

2
,
at + pt

2

]
.

In the case of rt ≤ µ, we have λµ ≤ −1. Thus we have

−kβ − (t+ kβ)λµ = ∥e1 + λµyt∥∗β = ∥e1 + µyt∥∗β = kβ + (t+ kβ)µ
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and
λµ + µ

2
= − kβ

t+ kβ
=
−1 + rt

2
.

Finally, if 2 + kβ < t ≤ (1 + kβ)/(1− kβ), then

Γ(e1, yt) =

{
λµ + µ

2
: µ ∈ [0,∞)

}

=

[
bt + qt

2
, 0

]
∪
[
at + pt

2
,
bt + qt

2

]
∪
[
−1 + rt

2
,
at + pt

2

]

=

[
−1 + rt

2
, 0

]
.

On the other hand, if (1 + kβ)/(1− kβ) ≤ t <∞, then

Γ(e1, yt) =

{
λµ + µ

2
: µ ∈ [0,∞)

}

=

[
bt + qt

2
, 0

]
∪
[
bt + qt

2
,
at + pt

2

]
∪
[
−1 + rt

2
,
at + pt

2

]

=

[
min

{
bt + qt

2
,
−1 + rt

2

}
,max

{
0,
at + pt

2

}]
.

However, we have
at + pt

2
= − kβ

t− kβ
at < 0

and

bt + qt
2
− −1 + rt

2
=
t{k2βt+ kβ(1 + kβ)− 1}
(t+ kβ)(kβt− 1)(t+ 1)

>
t(k2β + 2kβ − 1)

(t+ kβ)(kβt− 1)(t+ 1)
≥ 0

since k−1
β ≤ 2 + kβ < t and

√
2− 1 ≤ kβ < 1. Thus we obtain this lemma. □

Now, we calculate M(e1). We note that the formulas of −1+rt
2

in Lemmas 4.8 and

4.9 are not the same.

Proposition 4.10. M(e1) = 1 + k2β.

Proof. By Lemma 4.3, M(e1) = sup{m(e1, yt) : t ∈ (k−1
β ,∞)\{2+kβ}}. In the case

of t ∈ (k−1
β , 2 + kβ), we have bt <

−1+rt
2

< 0. Indeed, one has

0 >
−1 + rt

2
=
−2 + (1− kβ)t

2(kβt+ 1)
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and
−1 + rt

2
− bt =

(1− kβ)t− 2

2(kβt+ 1)
+

1

1 + t
=

(1− kβ)(t− 1)t

2(kβt+ 1)(1 + t)
> 0.

It follows from 1 < k−1
β < t that∥∥∥∥e1 + −1 + τt

2
yt

∥∥∥∥∗

β

= 1 +
(kβt− 1){−(1− kβ)t+ 2}

2(kβt+ 1)

< 1 +
(kβt− 1)(1 + kβ)

2(kβt+ 1)
.

Since the function t 7→ (kβt− 1)/(1 + kβt) is strictly increasing,

(kβt− 1)(1 + kβ)

2(kβt+ 1)
<
{kβ(2 + kβ)− 1}(1 + kβ)

2{1 + kβ(2 + kβ)}
=
k2β + 2kβ − 1

2(1 + kβ)
.

On the other hand, we have

k2β −
k2β + 2kβ − 1

2(1 + kβ)
=

2k3β + (1− kβ)2

2(1 + kβ)
> 0.

Thus we obtain ∥∥∥∥e1 + −1 + τt
2

yt

∥∥∥∥∗

β

< 1 + k2β,

and hence

m(e1, yt) = max

{∥∥∥∥e1 + −1 + rt
2

yt

∥∥∥∥∗

β

, ∥e1∥∗β

}
< 1 + k2β

by [18, Lemma 2.6].

Let t ∈ (2 + kβ,∞). Since kβ < 1, we have

bt = −
1

t+ 1
< − kβ

t+ kβ
=
−1 + rt

2
< 0,

and so ∥∥∥∥e1 + −1 + rt
2

yt

∥∥∥∥∗

β

= 1 +
kβ(kβt− 1)

t+ kβ
.

From the fact that the function t 7→ (kβt−1)/(t+kβ) is strictly increasing, it follows

that
kβ(kβt− 1)

t+ kβ
< k2β.

Hence, by [18, Lemma 2.6], we have

m(e1, yt) = max

{∥∥∥∥e1 + −1 + rt
2

yt

∥∥∥∥∗

β

, ∥e1∥∗β

}
< 1 + k2β.

Thus, by Lemma 4.3, we obtain M(e1) ≤ 1 + k2β.
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Finally, since

M(e1) ≥ 1 +
kβ(kβt− 1)

t+ kβ
for each t ∈ (2 + kβ,∞), we have M(e1) ≥ 1 + k2β. This implies that M(e1) =

1 + k2β. □

5. The estimation of M(xβ)

As in the above section, we suppose that 1/2 < β ≤ 1/
√
2. We prove M(xβ) ≤

1 + k2β. To do this, we start with determining the set V (xβ).

Lemma 5.1. V (xβ) = {αyt : t ∈ [kβ, k
−1
β ], α ∈ R}.

Proof. First we note that

xβ = (β, β) =
1

ψ∗
β(1/2)

(
1

2
,
1

2

)
.

One can have (ψ∗
β)

′
L(1/2) = −(1−kβ) and (ψ∗

β)
′
R(1/2) = 1−kβ, where (ψ∗

β)
′
L(1/2) and

(ψ∗
β)

′
R(1/2) are respectively the left and right derivative of ψ∗

β at t = 1/2. According

to [3, 16], we have

D(X∗
β, xβ) =

{
1

2
(1 + kβ − s, 1 + kβ + s) : s ∈ [−(1− kβ), 1− kβ]

}
.

Thus,

V (xβ) = {α(1 + kβ + s,−(1 + kβ − s)) : s ∈ [−(1− kβ), 1− kβ], α ∈ R}

=

{
α

(
1,−1 + kβ − s

1 + kβ + s

)
: s ∈ [−(1− kβ), 1− kβ], α ∈ R

}
.

Since the function s 7→ (1 + kβ − s)/(1 + kβ + s) is continuous and decreasing, it

maps [−(1−kβ), 1−kβ] onto [kβ, k
−1
β ]. Therefore one can obtain V (xβ) = {αyt : t ∈

[kβ, k
−1
β ], α ∈ R}. □

As in Lemma 4.3, we reduce the amount of calculation.

Lemma 5.2. M(xβ) = sup{m(xβ, yt) : t ∈ (1, k−1
β )}

Proof. By Lemma 5.1, it is clear that {αyt : t ∈ (kβ, k
−1
β ) \ {1}, α ∈ R} is the dense

subset of V (xβ). Since an isometric isomorphism (x1, x2) 7→ (x2, x1) maps αyt to

α(−t, 1) = −αty1/t, we have

M(xβ) = sup{m(xβ, αyt) : t ∈ (1, k−1
β ), α ∈ R}

by [18, Proposition 2.5 and Lemma 2.7]. Thus we obtain

M(xβ) = sup{m(xβ, yt) : t ∈ (1, k−1
β )}
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by [18, Lemma 2.4]. □

Next we give the formula of ∥xβ + λyt∥∗β for all t ∈ (1, k−1
β ) and all λ ∈ R.

Lemma 5.3. Let t ∈ (1, k−1
β ), and let

ct =
1

(1 + kβ)t
and dt =

2

(1 + kβ)(t− 1)
.

Then

∥xβ + λyt∥∗β =



1− kβ
1 + kβ

− (kβ + t)λ (λ ≤ −(1 + kβ)
−1),

1− (t− kβ)λ (−(1 + kβ)
−1 ≤ λ ≤ 0),

1 + (1− kβt)λ (0 ≤ λ ≤ ct),

1− kβ
1 + kβ

+ (1 + kβt)λ (ct ≤ λ ≤ dt),

−1− kβ
1 + kβ

+ (kβ + t)λ (dt ≤ λ).

Proof. First we note that

xβ + λyt =
(
(1 + kβ)

−1 + λ, (1 + kβ)
−1 − tλ

)
and that

−(1 + kβ)
−1 < 0 < ct =

1

(1 + kβ)t
<

2

(1 + kβ)(t− 1)
= dt.

It follows from the definition of ∥ · ∥∗β that

∥xβ + λyt∥∗β =



|(1 + kβ)
−1 + λ|+ kβ|(1 + kβ)

−1 − tλ|

(|(1 + kβ)
−1 + λ| ≥ |(1 + kβ)

−1 − tλ|),

kβ|(1 + kβ)
−1 + λ|+ |(1 + kβ)

−1 − tλ|

(|(1 + kβ)
−1 + λ| ≤ |(1 + kβ)

−1 − tλ|).
On the other hand, we have{

(1 + kβ)
−1 + λ

}2 −
{
(1 + kβ)

−1 − tλ
}2

= (t+ 1)(t− 1)(dt − λ)λ.

From this, one can obtain this lemma. □

The following lemma is an easy consequence of Lemma 5.3.

Lemma 5.4. Let t ∈ (1, k−1
β ). Then the function λ 7→ ∥xβ + λyt∥∗β is strictly

decreasing on (−∞, 0] and strictly increasing on [0,∞).

We clarify the relationship among ∥xβ + ctyt∥∗β ,∥xβ + dtyt∥∗β and ∥xβ − (1 +

kβ)
−1yt∥∗β.
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Lemma 5.5. Let t ∈ (1, k−1
β ). Then

∥xβ + ctyt∥∗β < ∥xβ − (1 + kβ)
−1yt∥∗β < ∥xβ + dtyt∥∗β.

Proof. By Lemma 5.3, we have

∥xβ + ctyt∥∗β =
1 + t

(1 + kβ)t
and ∥xβ − (1 + kβ)

−1yt∥∗β =
1 + t

1 + kβ
.

Since t > 1, we have ∥xβ + ctyt∥∗β < ∥xβ − (1 + kβ)
−1yt∥∗β. Moreover,

∥xβ + dtyt∥∗β =
1

1 + kβ

{
1− kβ +

2(1 + kβt)

t− 1

}
and so

∥xβ + dtyt∥∗β − ∥xβ − (1 + kβ)
−1yt∥∗β =

1

1 + kβ

{
−(kβ + t) +

2(1 + kβt)

t− 1

}

=
(2 + kβ − t)(t+ 1)

(1 + kβ)(t− 1)
.

On the other hand, since t < k−1
β , we have

2 + kβ − t > 2 + kβ − k−1
β ≥ 0.

Thus we obtain ∥xβ − (1 + kβ)
−1yt∥∗β < ∥xβ + dtyt∥∗β. □

Let t ∈ (1, k−1
β ). Then, the function λ 7→ ∥xβ + λyt∥∗β maps (−∞, 0] onto [1,∞)

and [0,∞) onto [1,∞). Thus by Lemma 5.4, for any µ ∈ [0,∞), there exists a

unique λ ∈ (−∞, 0] such that ∥xβ + λyt∥∗β = ∥xβ + µyt∥∗β. Now, let ρt, σt, τt be real

numbers such that ρt, τt < 0 < σt, ∥xβ+ctyt∥∗β = ∥xβ+ρtyt∥∗β, ∥xβ−(1+kβ)−1yt∥∗β =

∥xβ + σtyt∥∗β, and ∥xβ + dtyt∥∗β = ∥xβ + τtyt∥∗β. Then, we have the following lemma.

The proof is similar to that of Lemma 4.7 (i) and so we omit it.

Lemma 5.6. Let t ∈ (1, k−1
β ). Then τt < −(1 + kβ)

−1 < ρt < 0 < ct < σt < dt and

ρt = −
1− kβt
t− kβ

ct, σt =
kβ + t

(1 + kβt)(1 + kβ)
, and τt =

2(1− kβ)
(1 + kβ)(kβ + t)

− dt.

We consider the set Γ(xβ, yt). As was mentioned, for each µ ∈ [0,∞) there exists

a unique λµ ∈ (−∞, 0] such that ∥xβ + λµyt∥∗β = ∥xβ + µyt∥∗β. Then it follows that

Γ(xβ, yt) =

{
λµ + µ

2
: µ ∈ [0,∞)

}
.

We remark that

1 <
kβ(1 + kβ)

3kβ − 1
=

1− β
β(3− 4β)

≤ β

1− β
= k−1

β

since 1/2 < β ≤ 1/
√
2.
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Lemma 5.7. Let t ∈ (1, k−1
β ). Then

Γ(xβ, yt) =


[
0,
dt + τt

2

] (
1 < t ≤ kβ(1 + kβ)

3kβ − 1

)
,[

0,
ct + ρt

2

] (
kβ(1 + kβ)

3kβ − 1
≤ t < k−1

β

)
.

Proof. By Lemma 5.6, we have τt < −(1 + kβ)
−1 < ρt < 0 < ct < σt < dt. Suppose

that 0 ≤ µ ≤ ct. Then Lemma 5.4 guarantees that ρt ≤ λµ ≤ 0, and so

1− (t− kβ)λµ = ∥xβ + λµyt∥∗β = ∥xβ + µyt∥∗β = 1 + (1− kβt)µ.

Hence we have

λµ = −1− kβt
t− kβ

µ,

which implies that
λµ + µ

2
=

(1 + kβ)(t− 1)

2(t− kβ)
µ.

Since t ∈ (1, k−1
β ), the function µ 7→ λµ+µ

2
is increasing on [0, ct], and hence{

λµ + µ

2
: µ ∈ [0, ct]

}
=

[
0,
ct + ρt

2

]
.

Next, we suppose that ct ≤ µ ≤ σt. Then we have −(1 + kβ)
−1 ≤ λµ ≤ ρt, and so

1− (t− kβ)λµ = ∥xβ + λµyt∥∗β = ∥xβ + µyt∥∗β =
1− kβ
1 + kβ

+ (1 + kβt)µ.

From this, we have

λµ =
2kβ

(1 + kβ)(t− kβ)
− 1 + kβt

t− kβ
µ

and
λµ + µ

2
=

kβ
(1 + kβ)(t− kβ)

+
(1− kβ)t− (1 + kβ)

2(t− kβ)
µ.

Since t ∈ (1, k−1
β ), (1 − kβ)t − (1 + kβ) < 0 and hence the function µ 7→ λµ+µ

2
is

decreasing on [ct, σt]. Thus we have{
λµ + µ

2
: µ ∈ [ct, σt]

}
=

[
−(1 + kβ)

−1 + σt
2

,
ct + ρt

2

]
.

In the case of σt ≤ µ ≤ dt, we have τt ≤ λµ ≤ −(1 + kβ)
−1. Then we have

1− kβ
1 + kβ

− (kβ + t)λµ = ∥xβ + λµyt∥∗β = ∥xβ + µyt∥∗β =
1− kβ
1 + kβ

+ (1 + kβt)µ.

It follows that

λµ = −1 + kβt

kβ + t
µ
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and
λµ + µ

2
=

(1− kβ)(t− 1)

2(kβ + t)
µ.

This shows that the function µ 7→ λµ+µ

2
is increasing on [σt, dt], and hence{

λµ + µ

2
: µ ∈ [σt, dt]

}
=

[
−(1 + kβ)

−1 + σt
2

,
dt + τt

2

]
.

Finally, we assume that dt ≤ µ. Then it follows from λµ ≤ τt that

1− kβ
1 + kβ

− (kβ + t)λµ = ∥xβ + λµyt∥∗β = ∥xβ + µyt∥∗β = −1− kβ
1 + kβ

+ (kβ + t)µ.

Thus we have
λµ + µ

2
=

1− kβ
(1 + kβ)(kβ + t)

=
dt + τt

2
.

Since the function µ 7→ λµ+µ

2
is continuous, we obtain

Γ(xβ, yt) =

{
λµ + µ

2
: µ ∈ [0,∞)

}

=

[
0,
ct + ρt

2

]
∪
[
−(1 + kβ)

−1 + σt
2

,
ct + ρt

2

]

∪
[
−(1 + kβ)

−1 + σt
2

,
dt + τt

2

]

=

[
min

{
0,
−(1 + kβ)

−1 + σt
2

}
,max

{
ct + ρt

2
,
dt + τt

2

}]
.

However, one has

−(1 + kβ)
−1 + σt

2
=

(1− kβ)(t− 1)

2(kβ + t)
σt > 0

and
dt + τt

2
− ct + ρt

2
=

(1 + t)(3kβ − 1)

2t(1 + kβ)(t+ kβ)(t− kβ)

{
kβ(1 + kβ)

3kβ − 1
− t

}
.

Thus, we have this lemma. □

Now we estimate M(xβ).

Proposition 5.8. M(xβ) ≤ 1 + k2β.

Proof. By Lemma 5.2, we have M(xβ) = sup{m(xβ, yt) : t ∈ (1, k−1
β )}.

First we suppose that t ∈ (1, kβ(1 + kβ)/(3kβ − 1)]. Since

dt + τt
2

=
1− kβ

(1 + kβ)(kβ + t)
<

1

(1 + kβ)t
= ct,
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we have 0 < dt+τt
2

< ct. Hence we obtain∥∥∥∥xβ + dt + τt
2

yt

∥∥∥∥∗

β

= 1 +
(1− kβ)(1− kβt)
(1 + kβ)(kβ + t)

.

From the fact that the function t 7→ (1−kβt)/(kβ+t) is strictly decreasing, it follows

that
(1− kβ)(1− kβt)
(1 + kβ)(kβ + t)

<
(1− kβ)2

(1 + kβ)2
,

which implies ∥∥∥∥xβ + dt + τt
2

yt

∥∥∥∥∗

β

< 1 +
(1− kβ)2

(1 + kβ)2
< 1 + k2β

since (1− kβ)/(1 + kβ) < kβ. Thus for each t ∈ (1, kβ(1 + kβ)/(3kβ − 1)], we have

m(xβ, yt) = max

{
∥xβ∥∗β,

∥∥∥∥xβ + dt + τt
2

yt

∥∥∥∥∗

β

}
< 1 + k2β

by [18, Lemma 2.6].

Let t ∈ [kβ(1 + kβ)/(3kβ − 1), k−1
β ). Then we obtain

0 <
ct + ρt

2
=

t− 1

2t(t− kβ)
<

1

2t
<

1

(1 + kβ)t
= ct.

By Lemma 5.4, we obtain∥∥∥∥xβ + ct + ρt
2

yt

∥∥∥∥∗

β

<

∥∥∥∥xβ + 1

2t
yt

∥∥∥∥∗

β

= 1 +
1− kβt

2t

< 1 +
1− k2β(1 + kβ)(3kβ − 1)−1

2kβ(1 + kβ)(3kβ − 1)−1

= 1 +
(1− kβ)(k2β + 2kβ − 1)

2kβ(1 + kβ)
.

Since
√
2− 1 ≤ kβ < 1, we have

k2β −
(1− kβ)(k2β + 2kβ − 1)

2kβ(1 + kβ)
=

2k2β(k
2
β + 2kβ − 1) + (1− kβ)3

2kβ(1 + kβ)
> 0,

and so ∥∥∥∥xβ + ct + ρt
2

yt

∥∥∥∥∗

β

< 1 + k2β.
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Hence, by [18, Lemma 2.6], we have

m(xβ, yt) = max

{
∥xβ∥∗β,

∥∥∥∥xβ + ct + ρt
2

yt

∥∥∥∥∗

β

}
< 1 + k2β.

Thus we obtain M(xβ) ≤ 1 + k2β. □

6. The Dunkl-Williams constant of (R2, ∥ · ∥ψβ
)∗

As was mentioned in Section 2, the equalityDW ((R2, ∥·∥ψβ)∗) = DW ((R2, ∥·∥ψ∗
β
))

holds for all β ∈ (1/2, 1). From this fact, we obtain the main result.

Theorem 6.1. Let β ∈ (1/2, 1). Then the following hold:

(i) If β ∈ (1/2, 1/
√
2], then

DW ((R2, ∥ · ∥ψβ)∗) = DW ((R2, ∥ · ∥ψ∗
β
)) =

2

β2

{
(1− β)2 + β2

}
.

(ii) If β ∈ [1/
√
2, 1), then

DW ((R2, ∥ · ∥ψβ)∗) = DW ((R2, ∥ · ∥ψ∗
β
)) = 4

{
(1− β)2 + β2

}
.

Proof. As in the above sections, we write X∗
β for (R2, ∥ · ∥ψ∗

β
).

(i) Suppose β ∈ (1/2, 1/
√
2]. Then by Proposition 3.3, we have

DW (X∗
β) = 2max{M(xβ),M(e1)}.

Thus, by Propositions 4.10 and 5.8, we obtain

DW ((R2, ∥ · ∥ψβ)∗) = DW (X∗
β) = 2(1 + k2β) =

2

β2

{
(1− β)2 + β2

}
,

as desired.

(ii) For each β ∈ (1/2, 1), it is easy to check that X∗
β is isometrically isomorphic

to X∗
1/2β under the identification

X∗
β ∋ (x1, x2)←→

1

2β
(x1 + x2, x1 − x2) ∈ X∗

1/2β

since max{|x1 + x2|, |x1− x2|} = |x1|+ |x2| for all x1, x2 ∈ R. If β ∈ [1/
√
2, 1), then

1/2β ∈ (1/2, 1/
√
2] and hence by (i)

DW ((R2, ∥ · ∥ψβ)∗) = DW (X∗
β) = DW (X∗

1/2β)

=
2

(1/2β)2
{
(1− (1/2β))2 + (1/2β)2

}
= 4

{
(1− β)2 + β2

}
.

Therefore we obtain this theorem. □
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Remark 6.2. From Theorem 6.1 and [18, Theorem 3.1], DW ((R2, ∥ ·∥ψβ)) coincide
with DW ((R2, ∥ · ∥ψβ)∗) for all β ∈ (1/2, 1).

Let X∗ denote the dual space of a Banach space X. It is known that CNJ(X) =

CNJ(X
∗), where CNJ(X) is the von Neumann-Jordan constant of X [4, 13]. On

the other hand, the equality J(X) = J(X∗) does not necessarily hold for the James

constant J(X) [8, 21]. It will be interesting to wonder if the equality DW (X) =

DW (X∗) holds for any Banach space X.
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[12] A. Jiménez-Melado, E. Llorens-Fuster and E. M. Mazcuñán-Navarro, The
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