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Abstract: Using a duality between the space of particles and the space of fields,
we show how one can compute form factors directly in the space of fields. This
introduces the notion of vertex operators, and form factors are vacuum expectation
values of such vertex operators in the space of fields. The vertex operators can be
constructed explicitly in radial quantization. Furthermore, these vertex operators can
be exactly bosonized in momentum space. We develop these ideas by studying the
free-fermion point of the sine-Gordon theory, and use this scheme to compute some
form-factors of some non-free fields in the sine-Gordon theory. This work further
clarifies earlier work of one of the authors, and extends it to include the periodic
sector.

1. Introduction

For relativistic quantum field theories with a massive particle spectrum, the main
dynamical properties one is interested in are the S-matrix, the form factors of all
local fields, and the Green’s functions of these fields. For the integrable quantum
field theories in 2 space-time dimensions, some of these properties have been com-
puted exactly. The algebraic structures that characterize the S-matrices are well-
known [1], and have been used to compute them for a wide variety of models.
Bootstrap axioms satisfied by the form factors have been formulated [2,3]. Impor-
tant progress in solving the bootstrap for the multiparticle form factors was made
by Smirnov [4,3], where he computed exactly the form factors of certain basic
fields, such as the energy-momentum tensor and global conserved currents in the
sine-Gordon (SG) model, SU(N) Thirring model, and O(3) non-linear sigma model.

It is of interest to develop a more algebraic framework for the computation of
form factors, with the aim of constructing the solutions for the complete set of
fields in an efficient manner. A deeper understanding of such algebraic structures is
likely to facilitate generalizations to other models, and could lead to some much-
needed new approaches to the problem of computing Green’s functions. In the works
[5,6,7] two new approaches to the computation of form factors were proposed. In



532 C. Efthimiou, A. LeClair

[5], structures in radial quantization were used to construct form factors explicitly as
vacuum expectations of vertex operators in momentum space. The ideas underlying
the construction were developed at the free fermion point of the sine-Gordon theory.
This case is not completely trivial, since there are fields in the sine-Gordon theory,
such as exp(+i¢/2), with non-trivial form factors and Green’s functions since these
fields are non-local in terms of the fermion fields.

In Lukyanov’s approach [6,7], (see also [8]) the form factors are constucted as
traces over auxiliary Fock-modules. The original motivation behind his construction
came from the work [9], where the necessary mathematical properties of these traces
were understood in the context of lattice models.

Though the constructions in [5] and [6] are similar in spirit, the detailed aspects
of the constructions are quite different: as mentioned above, in [5] the form factors
are vacuum expectation values of vertex operators whereas in [6] they are traces
over infinite dimensional modules of products of vertex operators. Namely, in [6]
the n-particle form factors of a field @ are represented as

Trg (™ V(0))--- V(0,)0a) , (1.1)

where & is an infinite dimensional auxiliary Fock space, V(0) are vertex opera-
tors depending on the rapidity 6,L is the generator of Euclidean rotations (Lorentz
boost), and Oy is an operator that encodes the data of the field ®.

A completely satisfactory understanding of the origins of these differences is
lacking; indeed, the specialization of the results in [6] to the free-fermion point has
not been carried out, and furthermore is not an easy exercise. Nevertheless, the main
differences in the constructions may be understood heuristically as arising from the
distinction between radial and angular quantization. Let us clarify this point. Define
the usual Euclidean light-cone and polar coordinates as follows

z=(+ix)/2= —;exp(i(p), Z=(—-ix)2= %exp(~iq)). (1.2)

The work [5] was carried out in radial quantization, where » is declared as the
“time.” It was possible to perform this quantization explicitly at the free-fermion
point, and the vertex operators were constructed out of operators that arise in the
radial quantization. In angular quantization, ¢ is declared as the “time.” By con-
sidering the free-boson limit of the sine-Gordon theory, where an explicit angular
quantization may be performed, it was shown in [7] how the main features of the
algebraic constructions in [6] arise. In particular, the factor exp 2niL in the trace
was interpreted as a density matrix along the lines developed in [10].

The origin of the traces in angular quantization can also be understood heuris-
tically as follows. In angular quantization, since the Lorentz boost operator L gen-
erates shifts in ¢, it is the Hamiltonian. Consider now the functional integral for-
mulation of such a quantization scheme. To do this, one must cut the spacetime
plane with a semi-infinite line from the origin to infinity. Equal time contours are
circles surrounding the origin, where the initial and final times correspond to the
two sides of the above semi-infinite line. From the standard correspondence between
path integrals and quantum matrix elements, when one identifies the states on each
side of the semi-infinite line and sums over them, one obtains:

_ [D®e™S0  Tr(e*0)
~ [D@e=S  Tr(e?il)

(0 0]0) (13)
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The 27i constant in the factor exp(2mniL) is fixed by the 27 length of the “time” ¢.
In [9, 6], the latter constant was fixed by imposing the right symmetry properties of
the form factors expressed as these traces.

In this paper, we elaborate further on the construction in [5]. We explain quite
generally how the computation of form factors can be carried out in the space of
fields, and how this is dual to the usual computation in the space of particles. This
leads to a precise notion of vertex operators and their utility for computing form
factors. We continue to study the free fermion point of the sine-Gordon theory, since
our interests at this stage are mainly to understand more completely the physical
features that make this new approach possible. With this understanding, we treat
also the periodic sector, which was not done in [5].

2. Particle-Field Duality and Form-Factors

In a quantum field theory with a spectrum of massive particles, one deals with
the space of multiparticle states #,. In the context of the integrable theories in
2 dimensions, we can describe #, as follows. Introduce the so-called Faddeev—
Zamolodchikov operators ZJ(0), Z¢(0), where 0 is the rapidity parameterizing the
energy-momentum (E = mcosh 8, P = msinh #), and ¢ is an isotopic index, satis-

fying:
Z7(01)22(0) = 8“2(912)252(92)28 (01),

z} 01z} (0,) = slsz(elz)ZT(Qz)ZT (0))
Z9(01)Z1 (02) — S 82'(921)Z*<92>Zﬁ<0)—5 3(0; — 67). (2.1)

Above, S is the S-matrix, and 0, = 0; — 0,. Define particle states as follows:
101+ B0)ey e = Z1 (01) -+~ Z] (6,)]0) ,
(0, - - 0p] = (01Z71(01) - - - Z7(0n) - (22)
The space #» and its dual ), are spanned by the above states:
Hp = {Bul01 - On)ey o }
Hly = {@, (0 0]}
In this space one has the completeness relation
1= Z|H 0 | = Z {Zfd@l d0,001 - 0n)sye, ™ Oy, 01 (23)

Next consider the space of fields #%. Let & denote the complete space of
fields, and define |®;) = @,(0)|0). ®;(x) € F. The space ## is defined as follows:

Hy 0} 24)

Form factors are matrix elements of fields in the space of states #». The basic
form factors 1% (0, - - - 0,|®), from which the more general matrix elements may




534 C. Efthimiou, A. LeClair

be obtained by crossing symmetry, are inner products of states in #z with states
in . The completeness relation (2.3) allows us to map states in Sz to states
in #p, ie. to view |®) € Hp:
—
|®:) =10 ){0 |2:) . (25)
0
The intuitive simplicity of the space # is responsible for this conventional way
of thinking about form factors.
We give now a dual description of the same form factors. Let us suppose that
one can define a dual to the space of fields % with inner product and completeness
relation:

(@]2)) = 3.
L= Sje) (@] (26)

-

Then one can map a state |0) € 5#» into #». The dual statement is

CI‘.-g,,(el‘_.Gnl — Z 51"'5n<61...0n|¢i><(pil c f;— (27)
b, eF

In order to work the above simple remarks into an efficient means of comput-
ing form factors, one must work explicitly with the space #z. The space H#z
diagonalizes the Lorentz boost operator L, thus it can be understood as the space
of radial quantization [11,5]. In radial quantization, the space 7 is associated
with r = 0, whereas the dual space #°% is associated with = co. We remark that
in conformal field theory [12] one deals precisely with the space of fields, and it
was argued in [5] that for many massive quantum field theories, the space #% is
identical to its description in the ultraviolet conformal field theory.

In order to use these ideas to compute form factors, we need to introduce the
notion of vertex operators. The formula (2.7) implies that one can map states in
A, to states in 5. We call this map the “particle-field map.” We construct this
map explicitly by defining vertex operators V*(0) as follows:

G0, = (QVH(B)) - V(6,) € K, (238)

where (Q| is a fixed “vacuum” state, which will be characterized completely in
Sect. 4. The vertex operators are distinguished from the Faddeev—Zamolodchikov
operators Z(6) since they act on completely different spaces. However the basic
algebraic relations satisfied by the Z operators continue to be satisfied by the V'
operators. The vertex operators V*(f) operate in the space #z:

VEO): Hy — K. (29)

In the sequel we will describe how to construct these vertex operators explicitly
using radial quantization. Once the vertex operators are constructed, the form factors
éreen(@ - .- 0,|®;) are computed directly in the discrete space #’z using (2.8).
We close this section with some remarks on Green’s functions. One way to
define Green’s functions is to insert the identity (2.3) between fields in the matrix
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element, leading to an infinite integral representation. Just as for form factors, one
can instead insert the identity in #%. The fundamental object of interest is the
following matrix element:

Cij(x) = (9¥](x)|®;) (2.10)
These are equivalent to the operator product coefficients:
®;(x)®;(0) = zkjc{;(xypk(()). (2.11)

Defining @y = 1, one sees that C?j(x) = (0]|®;(x)®;(0)|0) are the 2-point functions.

Multipoint functions can be expressed in terms of the above coefficients. Manifest
translation invariance is lost in the resulting expressions, as one would expect from
radial quantization. Though these structures provide a different point of view on the
correlation functions, by themselves they do not appear to simplify the problem.

3. Radial Quantization

We will consider the sine-Gordon theory, defined by the action
S= L fa: (a $o=¢ + 47 cos(ﬁcp)) (3.1)
47_[ z V4 bl .

at the free fermion point, which occurs at ﬁ = 1[13]. The free Dirac fermion fields
wi,wi carry U(1) charge +1, and their dynamics is governed by the action

S = —217—: [dxdi (J‘@W Yot + im Y~ Eﬂ/ﬁ)) . (32)
with the equations of motion
U =imyE, oyF = —imy . (3.3)

In conventional temporal quantization, the expansion of the fermion fields in
terms of momentum space operators is as follows:

Yt t) = Vm [ dfe'? (z+(9)e-"!’<9>°x - Zi((?)eip(e)"‘) ,

U (nt) = —ivm [ dfe "2 (z+(9)e—'1’<0>”‘+Zi(0)e'ﬂ<")'X) . (34)
—00
with ¥~ = (LY =@, and (2°)! = Z].
Consider now radial quantization of the free-fermion theory [11, 14, 15]. Define
the usual polar coordinates as in (1.2). One can define two distinct sectors, the
periodic (p) and anti-periodic (@), with expansions

—+
a, —t—(a,p)
ql(ia,p) = <$i> = Z l:bojjlp(—(f:llﬂ +bww—w—-l/2] > (35)

(0]
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where for the periodic sector w € Z + 1/2, and for the anti-periodic sector w € Z.
The basis spinors can be found as solutions to the equations of motion (3.3) in
radial coordinates:
o1
ie’279[, (mr)
1/2 7—®
T(a) 2 — I"(% _ (U)mw+ / ( 2 ,

e Hot+s )(p[_w_ % (mr)

s w)(/’]_%_w(mr) )

?_ _ =I(l —w mw+1/2 '
e = FG =™ o,
i—w

(3.6)
ol —o)e
gl 2mot2 e 1 Koymr)y o 1/2
—w—1/2 1-'(_;_ +CO) e—l(a)+§)(ﬂKw+%(mr) =
o 2me+1/2 ei(%+“’)"’Kw+%(mr) w=1/2
2T o) ie’(“’“%)"’Kw_%(m’”) - (3.7)

and ‘I’(fz)_, /2,?(_12,_1/2 for w < —1/2 have the same expression as in the anti-
periodic sector.
In the quantum theory these modes satisfy simple anti-commutation relations:

_ = -
{b;,bw,} = {bw’bw’} = 6(»,—0}'9 {bwabw’} =0. (38)
These modes diagonalize the Lorentz boost operator:
[L,6E] = —obd,  [Lb,] =ob, . (3.9)

The space of radial quantization consists of Fock modules built from these oscilla-
tors. In the periodic sector, the vacuum is defined to satisfy

bEOY =5 10) =0, o = 1/2. (3.10)

The vacuum |0) is the physical one. One constructs Fock modules for the periodic
sector as follows:

—w; 7w

Wﬁ - {b&—lwlbg—zwg |0y}, %I; = {1‘,81 52 ...|0)} , (3.11)

where w; € Z + 1/2,w; = 1/2.

In the anti-periodic sector, due to the existence of the zero modes, the “vacuum”
states are doubly degenerate. These vacua | + %) L and |+ %) r are characterized as
follows:

byl F =1+ byl =0 bf|+1)=0, n

v

L,

—+ —t —+
by | Fhr=1£Dr byl E£Hr=0, b, |£1r=0,

S
I\

1. (3.12)
The dual vacua (i%l are defined by the inner products

LF £ D) = p(FL £ D=1, (3.13)
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The anti-periodic Fock spaces are defined as

-6 TE
Hoay =202, oo | £}, A, ={b1, 62, [+ e}, (314)
forn,eZ =z 1.
The space of radial quantization corresponds precisely to the space of fields #»
described in the last section. Namely, in the periodic sector %’(;) = ,}’fﬁ, ® %”f,, and

in the anti-periodic sector #5 = #L @ AR, where HLR = #LR @ #LR. What
is remarkable about this result is that the structure of the space of fields is identical
to that in the massless conformal limit. One finds that in the limit » — 0, the Bessel
functions in the expansions (3.5) behave in such a way that the mass-dependent
terms in the expression @(r)|0) disappear. Arguments explaining this phenomenon
were given in [5].

We present some simple examples that we will use later. The U(1) current J,
has corlnponents J=yTy k= WLE_. Also of interest is the energy-momentum
tensor:

L= 500t — 00y, Tz= (o ~ o 0') .
Tz = %(l//‘aab* —Y), Tn= % (E‘aﬂ* ~ aﬂ‘%*) . (3.15)

Using the expansions (3.5), the asymptotic expansions of the Bessel functions as
r — 0, and the properties of the vacuum (3.10), one finds

EYE0)[0) =nibE,0), T (0)[0) = ntbT, 1 0),
2

(0)[0) = 57,57, 10), F0)]0) =B 45" 4[0).

1/ .
TA0))0) = 5 (b‘%bf% - b_%bf%> 10),
1 /—— _— —
1200/0) = 5 (524573 ~ 52355, ) [0y,

T2(0)]0) = T5(0)|0) = —— (b:ﬁ_; ~b_1b* ) 0).  (3.16)

The anti-periodic sector is more interesting, since here one can access fields in
the sine-Gordon theory which are not simply expressed in terms of the fermion
fields. By studying the operator product expansion, the following identification was
made in [5]:

eF0O210) = (em) (| £ 1), @ | F L)r) = (em)] £ 1), (3.17)

where ¢(z,Z) is the local SG field, and ¢ is an undetermined dimensionless constant.
The mass dimension of 1/4 on the RHS is fixed by the known scaling dimension

! We normalize conserved currents such that Q = ﬁ f dx (J; +Jz) is the properly normalized
conserved charge.
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of the fields exp(%i¢/2), which is the same as in the conformal limit. (The con-
stant ¢ can be fixed by specifying the 1-point functions of these fields: see below.)
The fields exp(+i¢/2) are non-trivial terms of the fermions, since the bosoniza-

tion relation is cos(¢) = (\//"WL — ¥ yt). All other states in Jf(;) correspond to
regularized products of fermion fields and their derivatives with the basic fields

exp(Li¢/2).

4. Particle-Field Maps

The basic property that allows us to construct explicitly the particle-field maps of
the form (2.8) is the fact that the space of radial quantization can be obtained from
the usual space of temporal quantization by appropriate analytic continuation in
momentum space. Since the situation in the periodic versus the anti-periodic sector
is quite different, we treat them separately.

4.1. Periodic Sector. Let us combine the creation and annihilation operators of
temporal quantization into a single operator as follows. Define the momentum space
variable u as

u=e’, 4.1)

and define operators Bi(u) as
bru)=2n 2" (0), b (u)=2mZI(0) foru >0,
bHu)=2mi ZT(0 —in), b (u)=2mi Z~(0—in) foru<0. (42)
Then the temporal quantization expansion (3.4) may be written as
wE— (V) =+ g VIL) gmatmije 43
(3 ) =2va L (15 43)

Let us now define the following prescription for analytic continuation of the
u-integral in (4.3):
u

) § 2 (b +BEw) |
€

2miu
<

> du
JZni]ul

0 du
J 27i|u)

—0o0

~ du -+
B0 = [ g (P20 4B ) (44)

where the contour ¥ . is defined to be a closed contour on the unit circle in the
complex u-plane, whereas €~ runs from 0 to oo along a ray at an angle ¢ above
the negative x-axis in the u plane. The operators on the RHS are defined to have
the following expansions: ‘

bEw)y=+i 3 I'(}—0) m®byu”,

w=-1/2

_1\w+1/2
b:';(u)———i 3 M

: m®bEu®,
wz1p [(o+3)
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Ei(u) =+ Y I(}-w) m“’B:u_“’ s
w<—-1/2

_ 271(—1 w—1/2 _

Fruy=+i o 2D 7 oo (45)

wzip T'(o+73)

One can show, using well-known integral representations for the Bessel functions,
that the analytic continuation (4.4),(4.5) of (4.3) yields the expansion (3.5) of
radial quantization. (See [5].)

Now, consider the states

= 1
" Qi)

R CIR) OB (e ™ uy) - - - b"(e ™u,), u, <0.  (4.6)

Using the analytic continuation (4.4), one can map the above state into the space
of radial quantization. Bearing in mind that #; < 0 in (4.6), one uses the second
formula in (4.4) to obtain Eq. (2.8), where the vacuum and vertex operators are:

(=10,
1 I
Vo) = 5 (b’;(e—’”u) n b>(e""u)) . (4.7)

One can easily check the validity of (4.7) by verifying that it gives the correct
form factors in some simple cases. As explained above, any field @ in the periodic

sector corresponds to a state |®@) in the space %’f;) described in Sect. 3, and the
form-factor is computed as

Qo (f) 0, P) = (0[V(0))--- V(0,)|P) . (4.8)

Note that since only the radial annihilation operators appear in (4.7), all of the form
factors in the periodic sector have the “free field” property: for a given field, the
n-particle form factors are all zero except for n = ny, where ny is the number of
free fermion fields needed to construct the field. Using (4.8), (4.7), and (3.16) one
finds

(O F(0)]0) = £v/mu, (O[T (0)]0) = +ir/m/u,
- <01’62'JZ(0)I0> = _"m(uluZ)l/z’ +—<01, gzl-]f(O)'O) = m(u1u2)”‘/2,

2
+7(0,,0,|T..(0)]0) = m; ()" () — (u )y (w2)'?) |

m?

2

12 12
(0 IT0)0) = ((”—‘) - (ﬂ) > . (49)
us Uy

All the higher multiparticle form factors are zero for these fields, since they are all
fermion bilinears. These form factors agree with expressions derived by the standard
methods in the space of particles 5.

(01,0, T=(0)[0) = —- ()™ (w2)™"? = ()™ P(wa) )
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4.2. Anti-Periodic Sector. In this sector, the analytic continuation of (4.3) that
reproduces the radial expansion (3.5) is the following:

Y du A:i: du + du —t
B - A 4.1
_j;o 2ni|u|b () %fLZniub (u)+(g,; 2m’ub @] (4.10)
@ (4

where ¢ g, ‘gf; are contours depending on the angular direction ¢ of the cut displayed
in Figs. 1,2, and

bru)=+i 3 I'(4 — 0)m® bt u®,
weZ

B uw=+ Y I'(l—o)ym®b, u=® . (4.11)
weZ

The most significant difference between the anti-periodic and periodic sectors
is that here the analytic continuation (4.10) does not separate the radial creation
operators from the annihilation operators, unlike in (4.4). This simple fact is what
is responsible for the non-free properties of the form factors in this sector.

1IN

N\

Fig. 1. The contour (65. The cut (wavy line) is oriented at an angle ¢ from the negative y-axis.
The circle is at |u| = 1.

™~

A

-

Fig.2. The contour féﬁ. The cut is oriented at an angle ¢ from the positive y-axis. The circle is
at Jul = 1.
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Repeating the reasoning given above for the periodic sector, we propose that
again the formula (2.8) is valid, where now

(@ = (1 + (=4I,
Vi) = —— (bs(e_i”u) +58(e“i"u)) : (4.12)
V2ni
The normalization of the vertex operators was chosen to satisfy the residue property
1
VI OW = (0+p+in)~ — , (4.13)
inf

which leads to the proper residue axiom for the multiparticle form factors. From
(3.17), one sees that the choice (4.12) for (Q| is equivalent to the following vacuum
expectation values:

(0] #0210y = (em)"* (Q| £ 1) = (em)"* . (4.14)

One can use the above construction to compute the form factors of the fields
exp(tig/2)[5]. For these fields, all of the form factors with a U(1) neutral combi-
nation of an even number of particles is non-zero. The result is

e (01,0,,..., 02n|ei’d’(0)/2|0)
= (em) " (FHV ) V)V (1) -V (u2n)| £ 1)

(£1Y n +1/2
= (em) s (G (H( ) )

o - i L 415
8 (i<l;1§n(u uj)) <n+11;1i<j(u Y ) (rl———lls I;!H ur+uS> ( )

The above computation can be done using the Wick theorem with the 2-point func-

tions
!

L4167 @b~ (W] + D =a(+ 4B B ()]~ =
LD @h @) = B =a( = 4B WE ()] +4e = —m—r . (416)

However the computation is more easily done using the bosonization techniques of
the next section. After some algebraic manipulation, one can see that these expres-
sions agree with the known results, though they were originally computed using
rather different methods [16, 3].2

2 The overall numerical factors in (4.15) differ from the ones in [3] however they agree with
results implicit in [16]. Here the correct normalization is fixed by the residue property (4.13).
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5. Bosonization in Momentum Space

Bosonization is a well-known construction in position space, and finds its most
precise statement in conformal field theory. In this section, we will construct an
exact bosonization in momentum space for the massive theory we are considering.

Though position space conformal bosonization is not physically relevant here,
we review it in order to simply present a mathematical result that will facilitate
understanding of the results presented below. Given a set of fermionic oscillators
satisfying {c;,c_;} = 0 4ar 0, define a bosonic operator as follows:

pn=m"> el o (5.1)

(0]

These operators satisfy an infinite Heisenberg algebra:

(o, Pw] = n5n+n’,0 . (5:2)
Bosonization amounts to using the p, to construct a generating function for the ¢

as follows. Define a field

Z—n

—ip(z) = ¥ pu— — polog(z) — fy , (5.3)
nk0 1
where p, is defined to satisfy
[po, Pl =1. (5.4)
Then one has
F@) =tz = et (5.5)

w

In conformal field theory, the above statements correspond to the exact bosonization
of a free massless fermion, where z is the left-moving light-cone coordinate. (See
e.g. [17].) We now turn to the massive theory.

5.1. Anti-Periodic Sector. As shown in [5], in the massive theory one can use the
constants of motion to formulate an exact bosonization. We review this here in
order to compare with the periodic sector. In radial quantization, define the inner

product of two spinors 4 = (2) , B= (2) as
1 7 4 -
(4,B) = o [ rde(e?ab+e ?ab) . (5.6)

The conserved charges constructed in [18, 5] can all be expressed using the above
inner product:

0%, = J(PE, aryE), OF = (¥E, o),
0y = (=)(PH, W), o =(=): (¥, &aY):, (5.7)
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where # = 0 is an integer, and for QF, n is odd. The operators {QF,,,m even}
generate a twisted affine s/(2) algebra at level £ = 0, and the «, for n odd are the
usual infinity of integrals of motion at odd integer Lorentz spin. In radial quantiza-
tion, using Wronskian identities for the Bessel functions, one finds that the above
conserved charges split into Left and Right pieces:

Of =0 +05F, w=db+df, (5.8)

Both the L and the R pieces of the SI/(E) algebra separately satisfy a level £ =1
algebra in the anti-periodic sector, and a level k£ = 0 algebra in the periodic sector
[5]. Here we are mainly interested in the a® which have the explicit expressions:

F(%+a)—n)_b+ b=

L _ _|n|+n
&, =1m Z F(%-{-(L)) cYn—o%w o

wGS,(,a’p )

(5.9)

where the sums over o run over S’ )(S,Ea)) for the periodic (anti-periodic) sector,
and

SO =27 Vn SP={wecZ+1/2:|w—n/2] > |n|/2}. (5.10)

Identical expressions apply to of with b — E:.

In the anti-periodic sector, since al-® satisfy two separate Heisenberg algebras,

they can be used to construct a bosonization. Define
pn — m_lfllaf;, ﬁn — m_lnlaf .

satisfying (5.2) and [p,,p,/] = nd, 4o, and define the momentum space fields (re-
call u = e%):
. u" N
—ip(u) = Y pn— + polog(u) — py ,
n+0 n
— _u "t _ ~
~ip(u) = ¥ p,"— ~ Polog(u) — 7y (5.11)

n+0

where one also has [ﬁo,ﬁo] = 1. We further define an auxiliary vacuum satisfying
o |0) = o |0) =0, n20; &l0), &5/0)+0. (5.12)

This vacuum |@) is not to be confused with the physical vacuum |0) which resides
in the periodic sector. One has the following expectation values:

lp(u)p(u')|0) = —log(1/u —1/u"),

(O1p(w)p(u)]0) = —log(u —u') (5.13)
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(O] TT &™) (0) = TT(1us — 1%

i<j

(DT e™P10) = TT(us = )" . (5.14)

i<j

. . —+
The bosonized expressions for the operators b*(u), b (u) and the states | + 1y fol-
low from the basic commutation relations

[og; - 6* ()] = (D)™ m" b  (w)
[f B ()] = (E1 B () (5.15)
and the 2-point functions (4.16). The commutation relations (5.15) are fundamen-

tal in the sense that they describe how the conserved charges are represented on
asymptotic multiparticle states. One finds

+ . +1 - —
Vo b = e ) = e s (s16)

where —u = e ™y, and
e =5 T [ = TR 0,
(£l = 1irr})u_[/4(®| ceFPR 0 (1 = lim w0 eEPW2 . (517)
u— U— 00

One can easily check that this construction reproduces the form factors (4.15).

The above bosonization is mathematically identical to the one described in
(5.1)(5.5). One can see this explicitly by making the canonical transformation
(by “canonical,” we mean one that preserves the commutation relations):

G + 4 (FD)”
¢, = NG I'(} — w) b, cw——ﬁ

I'(s — )b, . (5.18)

5.2. Periodic Sector. In the periodic sector, one cannot use the constants of the
motion ak-® to construct a bosonization, due to the fact that in this sector: [af,ak] =

[«®, k] = 0. This can be traced to the gaps in the sets S, As explained in [5],
this had to be the case for the following reason: the physical vacuum |0) is only
invariant with respect to the conserved charges a, if o and o separately commute.

One can still construct a bosonization in this sector modeled after the formulas
(5.1)—~(5.5). Namely define the canonical transformation

I —w) . T —w) -+ 1
+ 2 + + 2

el = —=—"ph> - =—=—"Dh forw < —=,
©T Vam T Vm = 2
" V2n + —x V2 o+ 1

= = > = 1
c., F(%—l—(z))b“” . F(l—a))b“’ forcu_z, (5.19)

2
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and define p,,p, as in (5.1), and p(u), p(u) as in (5.11). Then one has the bosoniza-
tion formulas

__1__ by — i + _. ,Eip(u) .
j:\/z_n(\/—ub>( u) — ivub=(u)) =:e 0,

LI N I~ . ip) .
i\/z_n<\/__ub>( u) ﬁb<(u)) L EW) (5.20)

6. Conclusions

Though we have limited ourselves to perhaps the simplest possible case of the
free-fermion point of the sine-Gordon theory, we believe the ideas presented here
can lead to a new framework for computing form factors in massive integrable
quantum field theory. In this approach, since a complete description of the space
of fields ## is provided from the outset via radial quantization, the complete set
of solutions to the form factor bootstrap is automatically yielded. In/gw bosonized
construction in Sect. 5, an important role was played by the affine 5/(2) symmetry.
Since away from the free-fermion point this symmetry is deformed to a %q(sf(i))
symmetry [19], with ¢ = exp(—2mi/f?), this quantum affine symmetry is expected
to be important for the general construction. The results contained in [20,21,22]
should prove useful.

Readers with some familiarity with conformal field theory will doubtless see
the strong parallels of this subject with the work presented here. For the example
we have developed, we have shown that in radial quantization form factors can
be computed as correlation functions in momentum space, and these correlation
functions are very similar in structure to conformal spacetime correlation functions.
Furthermore, for the purposes of computing form factors, one can describe the space
of fields in the same way as is done in the ultraviolet conformal field theory. In
a definite sense, we have shown that starting from a description of the space of
fields in a conformal field theory and the basic operators from which one constructs

. - :t _j:
this space (in our case, we mean the operators b, b, ), then one can reconstruct
a massive theory and its form factors by constructing the vertex operators. It is
important to understand if this is possible more generally.
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