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Abstract. We provide the basis for a rigorous construction of the Schwinger functions
of the pure SU(2) Yang-Mills field theory in four dimensions (in the trivial topological
sector) with a fixed infrared cutoff but no ultraviolet cutoff, in a regularized axial
gauge. The construction exploits the positivity of the axial gauge at large field. For
small fields, a different gauge, more suited to perturbative computations is used;
this gauge and the corresponding propagator depends on large background fields
of lower momenta. The crucial point is to control (in a non-perturbative way) the
combined effect of the functional integrals over small field regions associated to a
large background field and of the counterterms which restore the gauge invariance
broken by the cutoff. We prove that this combined effect is stabilizing if we use cutoffs
of a certain type in momentum space. We check the validity of the construction by
showing that Slavnov identities (which express infinitesimal gauge invariance) do
hold non-perturbatively.

I. Introduction and Outline

Non-abelian gauge theories form the core of modern high energy physics, and in the
recent years they have been very important in pure mathematics too. Perhaps the main
reason for this success lies in the discovery that these theories (at the perturbative
level) are renormalizable and asymptotically free. Therefore most physicists are
convinced that the ultraviolet problem in non-abelian gauge theories is well understood
and void of any surprises. However it remains to substantiate this belief rigorously
beyond perturbation theory.

The first rigorous program of study of this problem is the one of Balaban [B]. This
program defines a sequence of block-spin transformations for the pure Yang-Mills
theory in a finite volume on the lattice and shows that, as the lattice spacing tends to
0 and these transformations are iterated many times, the resulting effective action on
the unit lattice remains bounded. From this result the existence of an ultraviolet limit
for gauge invariant observables such as “smoothed Wilson loops” should follow, at
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least through a compactness argument using a subsequence of approximations; but
the limit is not necessarily unique. Clearly this is a point which requires further work.
Although very impressive, Balaban’s work is not easily accessible, partly because the
use of the lattice regularization is the source of many technical complications and
partly because the results are scattered over many publications; hence to check the
consistency of all the arguments is very difficult. Also it does not address the problem
of constructing the expectation values of products of the field operators in a particular
gauge (the Schwinger functions), because these are not gauge invariant observables.
It is true that physical quantities should be gauge invariant. Nevertheless the gauge
fixed framework is obviously the most convenient for perturbative computations, and
one can consider in fact that the ultraviolet problem for the Yang-Mills field theory
is not yet understood until this point is clarified.

A related program was also undertaken by Federbush [F].

In this paper we provide another approach to the same problem, by constructing
the Schwinger functions of the pure SU(2) Yang-Mills field in the axial gauge, with
an infrared cutoff such as a finite volume box. We outline the construction in a single
self-contained paper, but it remains admittedly still very complicated and technical.
It certainly requires some knowledge of constructive theory; we assume familiarity
of the reader with a reference on the construction of just renormalizable models such
as [R]. We do not repeat most of the arguments which are already contained there.
We do not claim to provide here the proofs of convergence of our expansion in all
detail. However we think that this paper, which summarizes many years of efforts and
trials on this problem, both provides a detailed outline of these proofs and remains
relatively short and (hopefully!) readable.

Beside these remarks our program has in fact a lot in common with the one of
Balaban. We are indebted to him because his pioneering efforts encouraged us to
attack this problem; we did not take our technical tools directly in his works, but
meeting similar difficulties we think we found often very similar solutions. We do not
use the lattice cutoff but a momentum cutoff of a certain type which breaks gauge
invariance and requires gauge restoring counterterms which stabilize the field at sizes
of order A~!. We think that the role of this stabilizing cutoff is quite similar to the role
played by compactness of integration over the gauge group in Balaban: it provides
us with the initial information that the field variables in the Lie algebra are of order
at most A~!. This information by itself is not enough to start perturbation theory,
but we have found that if we combine it with the positivity of the axial gauge, then
the field variables in the Lie algebra become of order roughly A~'/2. The fact that
the field is of order roughly A~!/2 is however true only in probability. To exploit
this fact we have to make a division of the phase space for the field into small field
regions and large field regions, and expect that the large field regions are so rare that
they can be resummed and controlled. This makes an explicit change of the gauge
possible in the small field regions, and in turn this change of gauge allows the use
of perturbation theory there (remember that in the axial gauge alone, perturbation
theory is sick). However because not all couplings between high and low momenta
are of a form which can be dominated in the technical constructive sense, we have to
use a background dependent gauge and a background dependent propagator for the
analysis of the small field perturbative region. The background field at a given scale
and position is roughly speaking made of all the large fields of lower frequencies
located at this position.



Construction of Y M, with Infrared Cutoff 327

The use of these background dependent gauge and propagator is a source of
technical complications for the cluster expansions of constructive theory and it is
also the source of a new difficulty with the evaluation of the large field regions;
their functional integral is “renormalized” or “dressed” by their coupling to higher
momenta small field regions. As could be understood quite intuitively, this coupling
results in a determinant which reflects the difference in normalization between the
Gaussian measure with a given background field, and the ordinary Gaussian measure
when this background field is 0. One of the main points of this paper is to prove
that this determinant can be controlled; it turns out that this is true in the case of the
stabilizing cutoffs that we use.

As a justification that our construction is correct we show that the Schwinger
functions that we construct satisfy the Slavnov identities which are the remnant
of gauge invariance under small gauge transformations at the level of Schwinger
functions. This is our main result, formulated at the end of Sect. VIIL.

The drawbacks of our approach are that for the moment it is limited to the axial
gauge (Feynman gauge or similar ones which are Euclidean invariant and convenient
for perturbative computations, and which we use in the small field regions, cannot be
used directly at the beginning because of their lack of positivity). Also the stability
property that we require for our ultraviolet cutoff allows many different cutoffs but
certainly for the moment rules out many others. It would be nice to understand in a
deeper way why some cutoffs stabilize the theory and others do not.

We do not investigate invariance under large gauge transformations and non-trivial
topological effects such as instantons; also we do not try to remove the infrared cutoff,
since this would lead to large values of the coupling constant, and presumably to so-
called non-perturbative effects corresponding to confinement. These problems are for
the moment still out of the realm of our constructive methods, especially because
there is no easy solvable model of these phenomenons around which to expand.
Concerning the axioms of quantum field theory, we cannot study the complete set
of Osterwalder-Schrader axioms, also because we do not remove our fixed infrared
cutoff. However we think that the main axiom, the OS positivity, could be shown to
hold with some additional work in the following way. It was proved in [L] and [OS]
that OS positivity holds in the lattice gauge theory relative to the hyperplanes of the
lattice. We could then use as a first cutoff a lattice cutoff, then use the momentum
cutoffs of this paper for slicing and analyzing the theory. If we start the slicing at a
scale quite below the inverse of the lattice spacing we think that the gauge-restoring
counterterms are close to what they are in the ansatz of this paper. We think that in
this way OS positivity can be proved.

In conclusion our statement can be formulated as follows:

The ultraviolet limit as o — oo of the Schwinger functions which are the moments
of the bare measure defined below in (11.77) exists; futhermore these functions in the
ultraviolet limit satisfy the Slavnov identities (VII1.6) adapted to the particular infrared
cutoff chosen.

In this paper we do not provide a detailed proof of this statement but we give
all the elements necessary to write such a proof, emphasizing those aspects which
we consider technically the most difficult and original. We think that the writing up
of such a detailed self-contained proof, which would presumably be several hundred
pages long, remains an extremely valuable task.
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II. The Starting Ansatz
A) The Model, Notations

We consider the pure Yang-Mills theory with an infrared cutoff, which we never
try to lift. This cutoff may be imposed on the propagator, or we could consider the
theory on a finite volume with some boundary conditions, or on the sphere S*, the
torus A = R*/Z* or another compact Riemannian fourdimensional manifold. Naive
infrared regularization breaks gauge invariance, but compactification of space and
the choice of a particular bundle with fiber G defines an unbroken group of gauge
transformations. For instance in the case of the torus with the trivial SU(2) bundle,
the gauge transformation are simply the functions 2 — g(z) from R* to G which are
periodic with period lattice Z*. The momentum space corresponds to discrete Fourier
analysis on the dual lattice A* = Z*. Moreover the constant fields or the zero mode
in Fourier space is deleted in all our functional integrals, hence there is no infrared
problem.

For the pure SU(2) Yang-Mills theory the vector potential is a field A with
components A‘;, u=0,1,2,3, a = 1,2,3 with Lorentz (greek) indices and Lie
algebra (latin) indices (the group is noted SU(2) and the algebra su(2)). We have
also often to distinguish between the index p = 0, called the time, and the three
other indices, called the spatial indices, usually noted m,n, ..., m,n, ... = 1,2,3.
Geometrically A is a connection on the considered principal bundle; again in the
case of the trivial SU(2) bundle one can consider that each A ,, 1s simply a function
with values in su(2). Our conventions are those of [IZ], which we recall briefly;
later to simplify the notations we will forget indices most of the time. We write

3
A =% A%, with t, = (io,/2), where the o’s are the three usual hermitian Pauli
a=1
matrices. With this convention the covariant derivative is Du = 8p - )\[A#, ] We

6
have Trt t, = — %b. The field curvature is:

F,,=©,A,~0,A)~ A, A]=@ANA- A4, A), (IL.1)

A being the coupling constant; the second notation is a condensed one in which indices
are omitted (and OA is the exterior derivative). Remark that in the three dimensional
su(2) space, th.e commutator is a wedge product: [AZ,A?/] = sgbAZA’l’,. The pure
Yang-Mills action is:

1
—% / d*zTrF, F* = 3 / d*z Y Fo P 11.2)
A A @

(for e.g. Euclidean canonical metric on the flat torus the raising of “Lorentz” indices
is trivial so that F,, = F*¥). To simplify, we define a scalar product (A4, B) on
space time tensors A and B of the same type with values in the Lie algebra, by the
convention that a trace is taken over all correspondent space time indices and minus a
trace over group indices, so that it is positive definite with a factor 1/2 in component
notation. We also write simply A? for (A, A), and with this convention we can write

the action as % f F?. We distinguish between the quadratic, trilinear and quartic pieces
A
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of [, writing:
F* =F, + A\Fy + \’F,. (IL3)

This action is invariant under the gauge transformations:
_ 1 -
A= A% (A9, =gA,g" + 3 8,9 97" (11.4)

In what follows these gauge transformations are limited to a particular topological
sector, for instance the functions from the compact space to G. It is often useful
to consider the infinitesimal gauge transformations ~ with values in the Lie algebra,
which are tangent to the gauge transformations, such that g = £*7; the corresponding
formula is:

A—A" AN, =A,+D,y, (1L.5)

where D = 0 — A[A,.] is the covariant derivative. Finally for technical reasons it
is also useful to introduce infinitesimal gauge transformations which correspond to
expanding to a finite order in y the exponential in (IL.4). For instance we are interested
in the regime where A 2 \~1/27¢1 and v = A~!/272_ where ¢, and ¢, are very small
and we want to keep all terms not small as A — 0. Then we should define

2
AY? = A, + D,y + A 20,0, (11.6)

This “truncated” gauge transformed configuration A2 is a polynomial of second
order in  and its derivatives. We could define further expansions of the gauge
transformations; with these notations, if g = e, we have A9 = A7 and
AV = AL

Our starting point is the Yang-Mills theory in the axial gauge.

This gauge is defined by the condition

Ay =0. (IL7)

This is a gauge condition that can be imposed in the sense that for any field
configuration A there is a gauge transformation such that AY in (I1.4) satisfies it;

indeed we can take .
g = Pexp ( — /A#dx”> , (IL.8)
0,%

where the P means a path ordered exponential (limit of a Trotter product of
exponentials along the path), and the path goes from {O,Z}, the point on the
hyperplane z, = 0 to z, hence this path is parallel to the direction 0.

Remark that such an axial gauge condition a priori is not complete, in the sense that
even after imposing it there remains a subgroup of the gauge group which acts still
on the configurations satisfying (I1.7), namely the gauge transformations independent
of z,, the “time coordinate.” We do not fix this remaining invariance yet. Remark
also that (II.7) is not Euclidean invariant, and the corresponding correlation functions
are therefore not Euclidean invariant. However in principle physical quantities (which
are gauge invariant and Euclidean covariant observables) can be recovered from the
gauge fixed theory. Since these observables involve composite operators, they have to
be renormalized and we do not provide the corresponding constructions in this paper,
although the task seems accessible to us with our methods.
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The main advantage of the axial gauge condition is that it provides some definite
positivity. Another advantage (perhaps related. ..) is that there is no Fadeev-Popov
determinant in the axial gauge (more precisely it is a constant absorbed in the
normalization), which is a big simplification.

Indeed in the axial gauge we have

F? = (ApyA) + F2,, (11.9)
where the spatial part of 2 is by definition
1 1
Fp=-3 / d*z Tt F,,, F™ = 3 / d'zy  Fo Fmme (IL.10)
A A @

and both pieces in (I1.9) are obviously positive. Also the piece (Ap3A) is quadratic,
hence (I1.9) looks almost like the usual case of a positive quadratic measure and
a positive interaction. This is not the case in e.g. the Feynman gauge where the
interaction is not positive in itself but only when combined to the Gaussian measure.

We want to have a well defined functional integral to start with. The scale of our
ultraviolet cutoff is called M?, and the ultraviolet limit is when o — .

From standard renormalization group analysis we learn that in order to get a finite
non-trivial renormalized theory at the unit scale of our finite box, we should use a
bare coupling constant which has the usual asymptotic behavior with ¢ implied by
asymptotic freedom. Hence a good ansatz for the bare coupling A, should be:

1
A = ’
¢ —By(Log M)+ f3/B,logo+ C

where C'is a large constant, and 3, and (3, are the usual first non-vanishing coefficients
of the B function, whose numerical value is given in standard textbooks like [IZ].
Then one hopes that the renormalized coupling constant A, which should be defined
as the last one in a sequence of effective constants, is finite and arbitrarily small as
C becomes arbitrarily large (if perturbative renormalization group analysis turns out
to be correct). Let us define first the tentative effective coupling at scale ¢ as

N = 1
VT —B(nM)i+ By/B,Ini + C

Later (in Sect. V) we will have performed the necessary expansions to compute the
flow of exact effective coupling constants A, which will be very close to the tentative
ones.

The class of ultraviolet cutoffs we consider is defined as follows. 7 is a fixed
function which is between O and 1, is 1 near O and decreases at infinity. For instance
we take a one variable C§° function, monotone decreasing, which is 0 for z > 2
and is 1 for x < 1 (the monotone decreasing and Cg° character are perhaps not
essential but it is important that the slices built out of this cutoff by the scaling
process defined below have good spatial decay; it is also useful (although perhaps not
absolutely necessary) that they vanish identically at zero momentum, a property which
we call “good momentum conservation”: this property will be used several times
in our construction when we need to bound contributions which violate momentum
conservation rules. We will usually not provide the corresponding arguments, referring
the reader to the last section of [FMRS1] for an example treated in detail.

IL11)

(IL.12)
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Then we define our scaled momentum cutoff s o to be:

k,(p) = K(PM ™), (I1.13)

where « is the following function:

kpy=1 if |p| <1,
L+7
K@)E—@ if 1<|pl <2,
2 (I1.14)

Kp)=1/2 if 2<|p| <2407,

k(@)= A/D7(pl ~ 1=n"h if 2477 <|p|,
where 7 is a small constant. This unusual form, shown in Fig. I.1 leads to a stabilizing
A* counterterm whose strength can be made as large as desired and to a stabilizing

functional integral for large background fields; both effects are obtained by taking 7
sufficiently small as shown in Sect. III.

+

1 2 247! kI

Fig. IL1. The ultraviolet cutoff

We write also
K=k, —Ry, if i>1; K=k (I1.15)

The quadratic form p% is not invertible when p, = 0 and in order to have a good
propagator we add and subtract > (A)*(A, p*k*(p) A) to the action ! We warn the

reader that below we usually write A\?p? instead of > (AY)’p?k‘(p) which is quite
heavy. ¢

The term added is used to create a well defined positive quadratic form which is
useful for generating a well defined starting ansatz; also together with the p% term it

! This small term which makes the propagator well defined is harmless since as shown below the
cutoffs that we later use will generate a term —c - A% A% in the action which can be used to bound
the bad interaction term \>(A, p? A)
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will be used to prove that the field cannot be much larger than A\~!/2

The subtracted piece is treated as an interaction. We define

D> DA, PR (p) A) = (A, Cy ' A) . (I.16)

in probability.

For the moment our formal functional integral in the axial gauge without cutoff
is:

112 2 1
(1/2>( o <A,poA>+§<Al> (A(p°k (p))A))dMO, (IL17)
where dyi, is the normalized Gaussian measure with propagator Cy,.

The support of a Gaussian measure such as dy, in (IL.17) is made of distributions,
as is well known, and since the multiplication of distributions is illegal, (I1.17) is still
formal. To make sense out of it we have to introduce now a first “fake” ultraviolet
cutoff of the theory, at a scale M1, with g, > p. This will not be the true cutoff
of the theory but is useful in order to manipulate as soon as possible well defined
quantities.

We could write instead of (II.17) the functional measure of the theory as:

1/2) —(A, P0A>+Z(>\ 82 (AP R (p) A)
d,u(m1 (Ae ( )

which is proportional to

(1/2) (=F2+X 00 (A, R () A)
d“axial,g[(A) e ( P ) ) (11.18)

where dy, o, 18 the Gaussian measure with propagator Colp) s o, (P), and the sum over
i in (I1.18) stops at p,, and the Gaussian measure dy,,;,, and propagators C,, are
obtained by joining to C,, the quadratic piece (A, pjA):

(A, pFA) + > D (AP*K'(P) A) = (A, CiiyA) - (IL.19)

This formula is still formal, because the positive exponential cannot be integrated
simply with the Gaussian measure d,uJO (this would give back the ill-defined
Lebesgue measure). Fortunately this is also not the correct starting point because any
continuous ultraviolet cutoff really breaks gauge invariance and to check ultimately
Slavnov identities we have to introduce gauge-variant counterterms to compensate
these gauge breaking effects of the ultraviolet cutoff. All our construction relies on
the use of the additional positivity given by these counterterms.

However these counterterms cannot be computed in perturbation theory in the
axial gauge (IL.18) because the axial gauge is still incompletely fixed in perturbation
theory. In particular our trick of introducing A%p? to create a well defined propagator
does not allow perturbative computations. It is only a technical trick to extract easily
a small factor for the large field regions at a later stage where the true ultraviolet
cutoff and the stabilizing counterterms have been introduced.

All our perturbative computations will be done in the small field region, in which
we pass to a particular gauge well suited for perturbation theory, which we call the
homothetic gauge. It is defined exactly as the Feynman or Landau gauge but with a
parameter, called A in [IZ] and ( in this paper, which takes a value close to 3/13 2,
This value is chosen so that there is no infinite wave function renormalization; indeed

2 More precisely we pass to a background dependent homothetic gauge as discussed below
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the one loop wave function renormalization is proportional to 10/3 4 (1 —1/(¢), hence
vanishes for ¢ = 3/13 [IZ]. Taking a value close to 3/13 we can ensure vanishing at
any given order, hence a finite total wave function renormalization either exactly O
or as small as we want (if we want an explicit formula for ().

We want to have an ultraviolet cutoff that gives us simple gauge-breaking effects,
computable in perturbation theory in the homothetic gauge. An explicit and still
relatively simple cutoff in the axial gauge will transform in a complicated cutoff in
this homothetic gauge. Therefore we prefer to impose as our true cutoff a second
cutoff which has a simple form in the homothetic gauge.

It is therefore in the way our true ultraviolet cutoff is defined that we incorporate
the missing piece of information that we are going to use the homothetic gauge when
the field A is small. This piece of information is critical because we actually compute
the stabilizing A* term generated by the ultraviolet cutoff by a one-loop perturbative
computation made in the homothetic gauge.

Remark that the stabilizing term which is part of our initial ansatz is used to
stabilize the theory when the field is large although its value is given by a perturbative
computation, which seems to require small fields. The ultimate justification of this
apparent contradiction lies in the fact that it allows to construct the model with
correct Slavnov identities; but we can add a further comment. Stabilization could not
be achieved in the large field regions by artificial means such as irrelevant operators
(A® and so on) because these operators would not be enhanced correctly at lower
momenta. In contrast the A% term has a flow governed by the small field perturbative
regions, which keeps it in tune with the increasing coupling constant at lower scales,
and we think that this is the deep reason why its value, computed in the small field
region, can also be used to stabilize the large field regions.

The formal formula for passing from the axial gauge to the homothetic gauge is
obtained by writing

1 = det[K(A)] / dry = C/DOUAY®N (11.20)

where the determinant is the usual determinant of the Fadeev-Popov operator K(A) =
0,D,,, with D as in (IL5) (see [1Z]).

This formula in itself cannot contain any new information. But we will use an
approximation to (I1.20) which amounts no longer to insert 1 but to insert cutoffs,
hence there is no contradiction.

Remark that we have written (I1.20) in terms of an integration variable y which lies
in the Lie algebra rather than in the Lie group. Indeed it will be easier for us to give
a well defined analogue of this functional integration on a flat Lie algebra variable,
using standard techniques of constructive field theory such as Gaussian measures
perturbed by polynomial interactions.

First we will modify (I1.20) by using an approximate gauge transformation A7>2
instead of A>3, Also a well defined Gaussian measure with cutoff will be used
on v together with a polynomial which ensures that v is small compared to A~
(so that small fields after gauge transformations remain small) but large compared to
A~!172 (so that for small fields the formula performs its usual job of integrating out
gauge degrees of freedom and changing the gauge at the price of a Fadeev-Popov
determinant).

3 In fact to have correct renormalization group flows to third order in later sections we have to be
more cautious and would need something like A7-!9. But the corresponding formulas are just more
complicated and the use of A”>? should make clear how they work in a more general case
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Then we will introduce the true ultraviolet cutoff on the transformed field A72,
which as we said is effectively put in the homothetic gauge in the small field region.
The gauge restoring counterterms can be therefore perturbatively computed in the
homothetic gauge as we desired. These counterterms are also written in terms of
A72, The combination of cutoff and counterterms is balanced so as to restore Slavnov
identities.

There is a problem with the use of an ordinary homothetic gauge, which is that
some couplings of high momentum fields to low momentum fields are not dominable.
This and the meaning of dominable is explained in [R], to which we refer the reader
not familiar with this terminology. This problem can be tackled by using covariant
derivatives with respect to the low momentum field instead of ordinary derivatives.
The price to pay is that the homothetic gauge condition has also to be written with
a covariant derivative in a background field instead of an ordinary one. This makes
formulas more complicated. The total field is written as the sum of two fields, the one
associated with the large field regions and the one associated with small field regions.
The gauge transformation of the total field is divided into a gauge transformation on
the small field and a rotation on the large field. The background field at a given scale
is then made of the large field of lower scales. For this reason it is convenient to
introduce the small/large field decomposition before to give the precise form of the
ultraviolet cutoff, although it is possible to proceed also in the reverse order, but this
would require slightly correcting the formulas by an expansion which suppresses the
unwanted small fields from the background.

B) The Small Field and Large Field Decomposition

We want to decide, for a sequence of frequencies M¢,i =1, ..., o and a sequence of
adapted boxes whether the corresponding fields are smaller or larger than A~!/2==1,
This is done by a first expansion. When the field is large, the boxes will be put
in the so-called large field region and the axial gauge positivity together with the
stabilizing counterterms, which restore gauge invariance after imposition of the cutoff,
will provide an associated small factor. This factor is so small that it can be used to
finance the creation of protection corridors around the large field regions.

In each box of the small field region the sum of the gradients of the fields of smaller
frequencies localized in the box is small because of the A* term and the protection
corridors around the initial large field region. However for technical reasons it is
convenient to increase the strength of this effect. This is done by a second expansion;
the boxes which do not satisfy the strengthened condition give small factors and are
rejected in the large field region.

At the end of all these tests, in the remaining small field region where all these
conditions are satisfied, it will be at last possible to perform the change of gauge
which brings us to the homothetic gauge.

We start with the first main test, whether the field A is large or small. The positivity
will come from the axial propagator C,,;,;. This propagator is very anisotropic, hence
we need to introduce a corresponding anisotropic momentum decomposition.

For every value of ¢ = 1, ..., o, we introduce an index o with integer values
between N, and i+1, where N, is the integer part of i—| In(A\!)/ In M| (this rule seems
obscure but is introduced because when |p| is of order M* we want to decompose
Py between AM © and M**!). The full set of ordered pairs (4, ) is called P, and the
letter j is used for a typical pair (¢, a) of P. On this set we introduce an ordering
relation, namely we say that j' = (', &) < j = ({,) iff ' <iori =iand o/ < a.
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For o # N, and j = (¢, ) we define
K (p) = (D, py) = K (P) " (py) , (I1.21a)

and for a = N, we put

& = K" (D, py) = K'(D) Kk, (D) - (I1.21b)

In this way we have allowed all values of p, down to p, = 0.
We extend also formula (II.15) to pair of indices j = (¢, ) by setting

k@) =Y K (), (I1.22)
J'<i
and the frequencies appearing in (I1.22) are called the low or background frequencies

(relative to the pair 7).
We decompose the field in direct space as follows:

A= "R xA=) A (11.23)

P jEP
(where the tilde means the Fourier transform).

We introduce also anisotropic lattices Dw for (z,a) € P. The union of these
lattices is called D. D, , is the lattice of boxes of side M~" in the directions 1,2,3
and of side M ~“ in the direction O. It is convenient to take M an integer and these
boxes as refinements of a fixed lattice at the unit scale.

In each box A € D we write the expansion:

1
1=eFay /dsEA e I=9Ea (11.25)
0

where: ]
1 1 .
Ea=—% / (OO MR« AP (11.26)
A

where P, = (\})=1/2,

The set of boxes in which the error term is chosen in (I1.25) is called the kernel of
the large field region (KLFR). This region will be surrounded by protection corridors
and enlarged several times, so to have an idea of what is possible, let us announce in
advance a lemma whose full proof will be completed later in the paper, and give a
sketch of its proof:

Lemma ILI.1. To each box of KLFR N D“® we can associate a small factor in the
functional integral which is e_(’\i)ﬁs,for some € = 0.
Sketch of proof. Let us consider the propagator C, ., obtained by combining

e~ U/D(AB34) 1o dy, as in (IL18). This propagator is multiplied in (IL.18) by a positive
interaction. If we slice the propagator C,, ,,(p) according to the partition of unity given

by the functions 7 (p), we obtain pieces C7 ... (p) = K7 (p) C,yy(p) Which satisfy, for
any fixed large integer g,

ci _ K ! : q 1.27
ax1a1($-y)— A 1+]x0—y0l]\/[a ' 1+|f_3ﬂMl) ’ =y
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where K, is some constant depending on ¢. This bound is immediate if we use
integration by parts and the bound

3ipfa 21
szy_‘_])\éMzz S M3iMO¢M—2T01)\—2i(I—T)M—Z(I—T‘) < JW)\ if r= 1/2 )

Remark that the anisotropic nature of C,;, leads to different rates of spatial decay
in the zero component and the spatial component of « — y. This is the reason for
which we must use rectangular boxes with a double index. Remark also that the
factor 1/ in (I1.27) means, as announced, that the Gaussian measure corresponding
to C,; gives for a field A’ a typical size M*\~'/2, which is large compared to the
size M"* corresponding to Gaussian integration with the propagator of the homothetic
gauge, but small compared to the size M*A\~' where perturbation theory becomes
meaningless.

In theory it might be sufficient to take ¢ in (I.27) equal to 4, so that the propagator
is summable, but in practice we will take it to be large, e.g. 100, in order to have
some margin for the convergence of cluster expansions.

Using the bound (I1.27) we can perform a cluster expansion between the rectangular
boxes of the large field region *. Each factor E 4 contains P, fields which are integrated
with respect to C,,;,. As is usual when the spatial decrease of the propagator is
matched to the shape of the boxes in which the cluster expansion is performed, we
obtain a product of local factorials in the number of the fields in each box [R].

Therefore for each box A we have a factor

QDI KPP, /)1 < =007 (I1.28)

if A! is small enough (such that /K (\£)*$1/4 < 1/e, recalling that P, = (\})=1/2),
This is the small factor announced in Lemma II.1. However the complete proof of
Lemmall.1l is of course more complicated than this sketch; indeed the functional
integral (II.18) contains the negative factor —FS% which helps in reducing the value

of the functional integral, but also the positive factor A(A, p?A); it is also incomplete
because we should add to it both the counterterms required to restore gauge invariance
and a term coming from the functional integrals over a certain set of small fields
associated to the large field box A. This last term, a normalizing determinant
announced in the introduction, comes from the dependence in the background field
of the Gaussian measure used in the small field regions.

The stability estimates of Sect. VI then prove that the total weight of the positive
factor A\(A, p>A), the counterterms CT [see (I1.40)] and the normalizing determinant
coming form the functional integrals over small field regions associated to any large
field box is bounded by 1. This really achieves the proof of Lemma IL.1, but we think
that to state it here may help the reader understand the choice of the factors (I1.25-26)
and the definition of protection corridors which we introduce later.

The morale of Lemma II.1 is that we can associate a small factor not only to any
box of KLFR but also to a lot of neighboring boxes; first the ordinary neighboring
boxes in the same slices D’ up to a certain distance, but also boxes which are included
into or contain a box of KLFR and have neighboring values of their index j. The small
factor of Lemmall.l finances the creation of all these corridors later in this paper

4 The large field frequency splitting is in fact performed on the field, not on the axial propagator
[see (I1.23)] so that the covariance is not diagonal; this complicates slightly the cluster expansion,
but the conclusion is the same
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provided we respect to golden rule that their width both in space and momentum
(index) directions be bounded so that this small factor in the (I1.28) divided into the
total number p of boxes in the corridors around a single large field box is still small as
A — 0 (i.e. A=¢1/2>> p). This rule is necessary for the cluster and Mayer expansions
to converge (see e.g. [DMR] for a simple example of such a situation).

Let us return to the complete definition of the large field region.

We need further to know in each box of D whether the sum of the gradient of
the fields of lower frequencies localized in the box is large or small. To gain a small
factor we need to create a gap between the scale of the box and the frequencies tested.

In every box of D we write:

1
1 =71(H,) — /dSHATI((l —-8)H,), (I1.29a)
0

where 7 is our reference C§° function and

Hy = % / (M)~ BA, )P (11.29b)
A
where P, ; is an even integer close to (A\})~¢1/%2,
B(A,z) = > Xar(@) Ry g % A (I1.29¢)

AED, o1 r(A)>1(A)—k(A)
with 7(A) = (3¢ + «)/4, and if A € D, .

MHEA — (Ag)_sl/m ) (I1.30)

The large field region is now defined as the set D, of boxes in which the error term
of (I1.25) is chosen, plus their protection corridors, i.e. the boxes A’ which intersect
abox A of D, and satisfy to (\))!/16 < MTA=rA) < (\t)=1/16 o which we add
the set D, of boxes in which the error term in (I1.29a) is chosen, plus a protection
corridor around them of the same type but with smaller width, i.e. the boxes A’ which
intersect some A which belongs to D, and satisfy

(Aﬁ)l/lzs < M- ()\;?)—1/128. (I1.31)

Before the final bounds are derived, let us again explain in anticipation why the
boxes with the error terms have a small factor attached to them. The reasoning is
similar to the sketch of proof of LemmaIl.1. This is because a VB field of scale 4,
produced at level 4, > 1, is evaluated by a factor A;UZM%2 < /\Z—ll/zMz“M‘z(“‘iZ).
The local factorials created by accumulation of many VB factors coming from the
many boxes of scale 7, in the same box of scale i, are then compensated by the
M~21=%) factors. The rest of the argument is as in LemmaIL1, the value of P,
being adapted for it to work. 7

Finally we want to prepare the formulas better for the small field change of gauges.
We want that the background field is reduced to the field of the low momentum
large field regions. Recall that the rationale for introducing this background field and
a modified homothetic gauge in background field, was that some interaction terms
between high and low momentum field were not dominable; hence it is necessary to
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absorb them into the propagator. However fields in the small field region are always
dominable (by the small field condition). Therefore we do not need to put them in the
background. Furthermore it would be bad to leave them in the background, because
we want to perform a gauge transformation on the full small field, region and to
decompose the field into a gauge-transformed small field plus a rotated background
field.

The large field region is called LFR = | L, - Its complement is the small field

i,a€P
region SFR = | S, o+ We are going to introduce relations between the rectangular
i,a€P

boxes of SFR and LFR. A box A € S; o 1s called relevant if there exists a box
A" € L, such that A C A’ In this case we call the smallest such box A’ the
ancestor of A. If this is not the case the box A, called irrelevant, is divided into
M1~ boxes of the standard lattice D;, and we forget about the corresponding
division of frequencies on p,. This is justified because in these regions the frequencies
on p, do not have any cutoff imposed by the presence of large field boxes (recall that
there cannot be any ultraviolet limitation on p, because of our definition of protection
corridors). Since in the small field region an Euclidean invariant propagator is going
to be introduced, there is therefore no need to keep the decomposition” over o and
over rectangular boxes. From now on, when we consider a small field region it is
therefore made of relevant rectangular boxes associated to specific ancestors boxes
of large field regions with same index i but lower index «, and of ordinary cubes of
D,. For these cubes A we also define a notion of ancestor. We consider in turn all
indices 7’ < i, starting with ' = 7 — 1, then ¢’ = ¢ — 2 and so on, and for each such
value of ¢’ we search for the smallest rectangular box of L, o/ containing the cubic
box A. The first rectangular box found in this way is called the ancestor of A. The
cubes which have no ancestor are said to be in the main small field region. All the
small field boxes which have as common ancestor the large field box A’ are said to
form the small field region SFR(A’) associated to A’, or in short the A’-small field
region.

Because of the rarity of large field boxes (see Lemmall.1), the reader should
imagine that most boxes are small field boxes in the main region, i.e. without ancestors.
In Sect. IV-VI, it will be shown how the functional integrals corresponding to a A-
small field region give a non-trivial contribution associated to the large field box
A which has to be bounded in a non-perturbative way. In the next subsection we
will indeed prepare a background-dependent gauge in the small field region which is
responsible for this non-trivial effect.

C) The Modified Homothetic Gauge in the Background Field
A gauge transformation which acts on the sum of two fields can be decomposed into
a gauge transformation on the first and a rotation on the second:

(A+ B)V™® = A" 4 B (IL.32a)

This is also true for the truncated versions of the gauge transformations introduced
above:
(A+ B)?" = AV 4 B (I1.32b)

where the index n means that the gauge transformation for A and the rotation for
B are truncated at order n. The term B™" is the linear part in B of the gauge
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transformation B”. For example
B = B — \[B,~]. (I1.32c)
We decompose the full field A as the sum of the small field A,, and the large field

Bl-
A (z) = > AV (), (11.33)
(2,0), A€S, o,2€EA
By(z) = > AP (x), (I1.34)

(1,0),A€L; o,2€A

hence A=A, + B,.

We put together the factors associated to the small field and large field conditions
as x;pr(A): SFR is then automatically the complement of LFR.

The functional measure of the theory is now written as:

(1/2) (= F3—(A,p§ AY+ S (A2 (A,(p 1 (p) A)
Z / dptg, o, (A X1 pr(A) € (=% ¢ )
LFR

and we insert now our analogue of the Fadeev-Popov formula (I1.20).

We want that the gauge transformations -y in (I1.20) cover all the small field regions.
As explained in the outline the scale given by the axial gauge positivity plus the A*
counterterm is A’ = X\~1/2)f*, Since we need a small margin to gain some small
factor in the large field region, the small field region was chosen in (I1.26) to be of
the type A* < (\H)™!/2==1 M*, Therefore we use as a measure over vy a quadratic
form which gives to «y at scale ¢ a typical size (/\ﬁ)_“/ 2+e2) where 1 > €y > €.
Hence we choose as propagator

(I1.35)

123 ) ;
i - k' (p)
T =Y ILe),  TLe = 00 22 e
i=1 =1
where o, < p,. The Gaussian measure on v with covariance ', is called dvgz(fy).
According to the decomposition (II.15) we can also split in Fourier space 7y as

9 )
STAUP), YH(p) = k'(P)y(p) (we do not need the anisotropic indices at this stage
i=0

because the homothetic gauge and the corresponding Fadeev-Popov formula that we
are going to introduce are perfectly isotropic).

A Gaussian measure to bound the size of v is however not sufficient; for technical
reasons we need to reinforce its strength by a polynomial of high degree. In order for
this polynomial to behave at small v as a small perturbation of a Gaussian measure so
that perturbative analysis remains all right, we take this polynomial to give a slightly
larger size, (\})~(1/2+222) 1o +, (still much smaller than A~!). Therefore we define

_ Z(()\Z)l/2+52,yz)N
K,,(A,, B) = / v, (y) e~ C/P T B A B2 o5 , @3n

where N is some large integer, ¢ is the number close to 3/13 defining the homothetic
gauge, and Vp is the covariant derivative in the background field, which is defined
in the case of our truncated transformations by

V(A By, ) = 0,(A1), = Y Ak, # (B ), k7 5 (A7Y),],  (IL38)

J
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where the star is a convolution in z-space, and for simplification the Fourier transform
of K7,k ... is from now on also noted &7, K, . ... The rotation A™" js defined in
(I1.32a—c).

From now on we warn the reader that most of the time we use simply the notation
X instead of A! and leave to the reader to reconstruct the correct value according to
the frequency of the fields concerned; for instance in (I1.38), A should be understood
as )\j. This wil simplify the rather complicated formulas of this section. Similarly we

omit from now on the explicit dependence in A! in (IL35-37) etc.

K 92(‘4) is well defined since it is a functional integral of a bounded polynomial
interaction with a Gaussian measure with ultraviolet cutoff.

Then we write instead of (II.18) the functional measure of the theory as:

Z / dpy o, (A)dv ,, (1) Xy R [ K, (A5, BYI!
LFR

1/2) (—F2—(A,p2A A2(A,(p*K (p) A
" e( / )( (AP )+2; (A(p* " (p)) )) e—(C/2)(VB(AS7Bm,2))2 . L39)
We impose now the true cutoff at a scale M€ with ¢ < ¢, < p,. To compensate the
gauge breaking effects of this true cutoff will require some well defined counterterms
which are computed in Sect. IIL. For the moment these counterterms are written simply
as CT,.
14

This true cutoff changes the formula (I1.39) into

_ Z()\l/2+2£2 ,Yz)N

Z / dﬂ‘O,gl (A) dl/gz (7) XLFR(A) e ¢ [K!.),Qz (As> Bl? '7)]_1
LFR

3 ~F2 (A p? A2(A (p2?
« o= (/D (AT, (s 11 ?) A7,2>6<1/2)( (AR ATE A A G R 0D A))

e~ (C/D(VB(As,B7,27 CTo(AT?) (IL.40)
It remains to explain what is K, , in this formula. It is an analogue of K, in
(I1.36) but takes into account the addzltion of the true cutoff at scale p to the fake
protecting cutoff at scale p,. However its precise definition is somewhat complicated
and we want to postpone it for a while, but let us explain at least the guiding idea here.
We want to have a cutoff of the same scale and shape for the propagator of the A field
in the homothetic gauge and the propagator of the Fadeev-Popov ghosts. Therefore we
do not want to use directly the functional integral K Qz(A)’ which is our analogue of
the Fadeev-Popov determinant; it would not have the correct cutoff on the ghost field
propagator. We use the fact that this functional integral tends to the usual Fadeev-
Popov determinant in the limit A — 0, and we replace it by a different functional
integral K, , in which the propagator of the ghost field is cut again at scale o, this
time in the way we want for nice perturbative computations. The reader might object
that therefore we have not inserted really the value 1 as in (IL.20), hence the formula
does not correspond really to the axial gauge starting point. This remark applies also
to the imposition of the cutoff on A, and indeed we explained already that our
ansatz contains more than simply the axial gauge ansatz. However the difference
between K, , and K, will be made of terms with momenta between M ¢ and M ©2.
They will not affect the validity of Slavnov identities for the final theory, since their
effect on any fixed scale vanishes in the limit ¢ — 0o, hence the replacement of K
by K, ,, can be also considered as part of the definition of our ultraviolet cutoff. Let
us stress that this point is technical; it would be presumably possible to use the cutoff
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given by K, but the computation of the ghost contribution to the gauge breaking
counterterms, in particular the graph G, in Sect. III would be more difficult. Since
the contribution of this graph is much smaller than the contributions of G, G, or G5
in Sect. III, the conclusions concerning the stability of the ultraviolet cutoff would be
presumably almost the same. However we prefer to use a complicated redefinition of
the initial cutoff on the ~y field which is our substitute for the Fadeev-Popov ghosts,
in order to allow in the next section a simpler perturbative computation of CT,.

We are going to give later in this section the precise definition of K, 0 This

definition like most of the ansatz (IL.40) is best expressed in terms of AY?, the
correct variable in (I1.40) for a small field. We explain therefore first the change of
variables which consists in using as a new variable for the main functional integration
A’ = A7? instead of A.

Remark that this change of variables is one to one, namely it is possible to compute
directly the initial field A in terms of A’, since the transformation A — A2 is
invertible. The inversion formula exists (also for higher orders approximations to
true gauge transformations) and is a rational function of +. (There are also good
polynomial approximations to the inverse transformation, namely the transformations
A — A™7™). For instance, if we write A’ = A2 = T(y).A + U(y), with
T.A = A—- XA,y and U = 0v + 1/2[v,07], in su(2) space the matrix of T
is

Tab(’y) = 5ab - gabc)‘ﬁyc : (IL41)

Its inverse is

_ 1
Tab1 = 2 (6ab + gabc)‘fyc + )\27a7b) = 6ab + Hab ’ (1142)
d

1+ XY
d

where H is a small matrix; the transformation A — A’ is therefore inverted by
A=T71A -0

Furthermore the Jacobian of the change of variables associated to a true gauge
transformation is one, since the linear piece is an inner automorphism. For the
truncated gauge transformation this is no longer exactly true. For instance for the
truncated transformation A — A2 the linear piece is A — T'A, and the Jacobian is
J) =1+ Xy

The formal Lebesgue measure changes therefore, if A’ = A7? as:

[dA@ — [[dA@ [Ja + Xy @)y (I1.43)

Since we use Gaussian measures, we have a well defined analogue of this formal
formula. Let us consider again dp, QI(A) which is the initial normalized Gaussian
measure with propagator C; , used to define our functional integral over A. This

measure can be recomputed exactly in terms of A’ = A2 using as a guide the
following formal manipulations: A = T~ 1(A" — U(%)),

—(1/nAcT! A e—(1/2>(A/—U)(T“)*'c(;£‘,lT‘I(A’—U)

e oa’dA J(7)dA’
o, g, (A = ~(1/DACG 4 A g o —ap -y In-iegt T-iar-u) ,
fe 217 d fe el J(’Y)dA
G,
= dpg,, (A) 2.7 (11.44)

f G(A’, ’)/) d:u(],g](A’) ’
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where G contains correction terms in the difference H between 7'~! and Id, and terms
inU:
A/thrC—l T—]AI Altertr -IC~1 HA — A/tHer—— HA'
GA v =et O.ey HATID
1t ptry—1 ~—1 =1 trptiy—1 ~—1 =1 47 tr tr -1 ~—1 1

o o TATNTIC , TTIUAUNT TG TTIA U T T G, T . (11.45)

Our initial axial field A has only nine scalar components since A, was identically
0. We want that the special-gauge field A’ contains the usual twelve components.
In fact one should have A} = 072 = §yy + (A\/2) [, 807] But since the change of
variables v — Jyy is not mvertlble and we need to keep in our formulas a functional
integration over =, it is convenient (although not necessary) to create the Aj field ex
nihilo by a functional formula which peaks it automatically around the desired value.
This formula is

1= Lo, () / dig, , (A) F(AG,7), (1L.46)
Y 1A A =8yy—1/2Aly, 00D
FAp,y=e “Pa a , (I1.47)

where N’ is some large integer and Ly ,, is the inverse of the integral in (IL.46) so
that (I1.46) is true; it is a slowly varying function of -y which can be integrated with
the measure on vy in (IL.37). In this way, since the frequency g, is much smaller
than g, the field Aj coincides very accurately at scale p, with the desired expression

Oyy + (A/2) [y, 0.

We write
Al=AYY BI=B™77 (AD)y= A (B)y=0 (I1.48)
so that A’ = A + B].
We obtain:

— /24282 i N
S [ dug (A, D DG e
LFR

% e~ /DA (k)™ =11(pH AT) CTo(A")

(1/2) (= FpA~(Ap§ A+ X 2 A, R () A))
7

X e [K, ., (Ag, B, NI

~((/D(V gy - ALY
€ BLT Ly o (D F(AG, ), (I1.49)

where now:

Vi - Ay = 0,(4), Z)\[FL % (B]),, & % (AD),]. (11.50)

The operator V B! is very important in what follows, because the covariance of

A’ in the small field regions where we will perform most of our analysis is built out
of it. This operator has of course a spatial index p which is omitted in (I1.49-50);
we hope that the scalar product in (I1.49) is clear; the role played by the factor 9, A*
in the Landau, Feynman or homothetic gauge condition is now played by the factor
(V) (AL,

In this way we have both a functional integral over a twelve component field
A’ and a three component functional integral over v. In (I1.49) it is now the old
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field A which should be considered a function of A’ and ~ through the formula
A ) = T7HA = 1)

Let us turn now to the precise definition of K, , . It is given by an integral over
a variable which we will call 4 to distinguish it from the variable ~ in (I1.50). We
have first to reexpress K, in terms of the new variable A

Instead of using the inverse transformation 7! we will use the approximate
inverse transformation so that we have polynomial error terms. More precisely we
write:

A, =AU LR (A7), (IL51)

B, = (B2 L R (B,7), (I1.52)
R,(A,7) = NX(lA,, 71,71+ (1/2) 10,7, 91,7D , (I1.53)
R, (A, ) = NlA,, 71,71 (I1.54)

We have first to express K, (A) in terms of A’ and ~:

_ Z«)\bl/}}—ez /4’Yli)N

Koo = [dv e

x e~ €/ BAD T2 Ru(As MBNT ™ RL(BLA 27 (1 55)

(see (I1.37) for definition of our notation V z(A, B,~,2)).
We can now compute:

(A7 + Ry(A )2 = (AL, + D(A) - (v — 1) + S, (AL, 7,7, (L56)
S (A 7,9 = +A/2(10,(y =), 1+ [y =7, 9,71 + O\, (L57)
O = R — AR, v'1 = X(IA,,7,71+ (/D [, 0,71,7'D).  (L58)
Similarly:
(BY™ 02 4 R = (B0 02 4 (IL.59)
S =R — M\R',4'1— N[[B',~1,71. (IL.60)
We substitute (I1.56-60) into (I1.55). We find:
V((AD™? + R, (A, 7),(B)™ ™" + R, (B;,7),7,2)
= 0,[(A)),, + D, (A) (v — 1) + S, (AL, 7,7
=3 Ay # (B2 48 K (AL,

J
+ DA (Y =)+ 8, (AL, 7,7
= (Vg o)y (A, + D, (A (& =) + 5", (aL61)

where the operators Vg ., is defined by

(Vg A = 0,4 = 3" Ay (B =2 g 5 A'] (I1.62)
J
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and
S" =98 — Z)\[Hj « 8" k9 (AL + DAY (y =) + SAL, 7,9 )]
J
— Z /\[Kj * ((Bl’)l‘ot('y/_'y) + 8", K % S(A;,’y, 1. (IL63)
J
Therefore
((VRB,’Y’—'y)N (A; + D(A/s) ('y/ — ,7))11 + S//)z
= (Vap ey A+ DAD () =) + DA77, (L64)
where
S(A, 7,9 =28"(V gy - (A + DAD Y =) + (5, 1.65)

is a small correction term which will be treated as an interaction. (There are some
implicit summations over x4 in the formulas above.)
With these notations:

_ Z(Al/2+2627/2)N

KA = [ dvyire

’ ’ ’ 2
% e_(C/Z) (VRB,"//_.Y . (A3+D(As) (Ce?))] e—(C/Z) Z(A/,’y,’y/) . (1166)

Let us develop Vzp .. - D. We have

vRB,*y’-—'y ' D(A;) = U(Alsa B[I) + V(A;7 Blla 7/ - 7), (1167)
UA, B = & — MIAL, 1 =AY [k, * Bj,w? xd.],  (IL68)

VUL By ==+ 3l + (81, ~ 0,001
J

+ A2 Iy« (BT, K751AL, 1. (I1.69)
J

Again we write

U+V+Vppy AV =U+ VgAY +W,

, 5 11.70)
W=2V-(U+Vgp .y AD+V
(to simplify these formulas we write them like squares instead of scalar products,
and we omit the necessary transpositions of operators, which are straightforward).
Since V is small (with a factor \?), we can treat 5 4+ W in the integral over 7 as
a complicated interaction, and we group together the measure dv 0 (v") with the main
quadratic piece (C/2){(y' — v, U U(y" — 7)). Again we write U? for U"U, etc.

If the measure dugz (v") had been translation invariant we would have as a main
piece a Gaussian integral over ' —+. This is not exactly the case, but by our condition
g, > ¢, it will be approximately true in the small field region and the correction terms
will be the ones containing powers of I'~!, I" being the propagator (I1.35) for dygz.
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Therefore we define a new Gaussian variable " which has propagator (CU?+1"~1)~!
and which is defined by:

CU(VRB,‘YI—-’Y ° A;) + F—l'y
CU2+r-! '

We define also

(CU(VRB,'y’—'y : A/s) + F—17)2

2 CU2+[‘——1

—C(Vgp A=Ay (1L72)

We see that {2 is small as I'~! when I'~! — 0. This is the reason for which we
can treat it as an interaction, and it is here that enters in a key way the fact that our
explicit Fadeev-Popov averaging formula effectively covers all the small field region,
where it performs therefore correctly its gauge fixing job.

Now we obtain, rewriting everything in terms of ",

U+ N\
K, (A,) = (aet C—;:—) / dry, (")

_ )\1/2+2€2 2,0 //’ N
we T FOOTIIT e W ™) (1173

by completing the square.
U+ 1!
A
K,, (A)~! is the analogue of the Fadeev-Popov determinant (up to the constant
normalization det I'~!). In particular if we neglect I"~! (which is small as A\!/2¢2)
and rewrite det|U| as a fermionic integral over ghosts, we recover the ordinary ghost-
ghost propagator p? and the complete ghost-ghost-field coupling at least for fields of
lower momentum than the momentum of the ghosts. Indeed in this case the total field
A’ + Bj appears in U. This justifies the perturbative computations of the next section.
Indeed since *B) has only low frequencies, we have \[x ; # By, k7 %0.] = AO[k ;%
Bj, k7 ], and therefore U(A, + B}) 9, Z D, (ki (A, + B+ (1 — k) AL K7 %,
J

1/2
The determinant (det ) = (det(1 4+ ¢I"'U?))'/? which appears in

We are at last in the position to define K, , . We write A for the ordinary Laplacian
and

CUU + 1!

= (§A2+F“1)(1 —~ ¢4

AR E T
x (a[A’S, 1+ [k, * Bl w7 # 8.])
J

]' / /
- A m—_—ls (6[As, ] + ;[K/] * Bl’ K *x 8]) CA

+ A @z—ir—_l) (8[A’s, 1+ Ik, * B, v+ a.]>2> . (L74)
;
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and we change this operator into:

QU U +T7h,

CA
AT+ 1Y
X <8[A/5, 1+ Z[&] * Bl k7 8.])

J

A,y (p)
A7 +T7)

2
e @C—f%l—) <8[A;, 14 Y [k, * By, w7+ 6.1)2> . aLs)
J

=(A+ r-‘)(1 — Ak ,(p)

.\ (a[A;, 1+ Y [k, * B, w7 + a.]> cA
J

We define

(CUtrU_‘_F—l) —-1/2 ,
Ky g (A7) = (det —?‘-’) / dr,, (")

— D OHY 22 2 (N
1

X e e~ C/DZHW ] (11.76)

In this formula the remaining functional integral is close to one since X + W + (2
is a small interaction, as explained above. The main piece is the determinant which
is nothing but the ordinary Fadeev-Popov term. The important fact about this way
to reimpose a cutoff at scale g is that in the small field regime and at zero external
momenta for A’, the only contribution of K 0.0, 1O the counterterm \*A’* (see below)
comes from the ordinary Fadeev-Popov determinant. At this order we obtain therefore
as only contribution (taking out constant factors, in particular a global power of ()

(detA2 <1 — )\Hg(p)A“ (3[14/5’.] + Z["“j " Bl”,{J % 3_]>
J
— My () A2 <8[A;, 3+ Sk, « B, w + a.]> A
J

2 1/2
+ A 52(217) (8[14;, J+ Z[li]— * BJ, k7 8.])2))
7

A= ky(p) (8[A’s, 1+ Y Ik, * B, # 8.]) i (IL.77)

J

= det

which is the same as the ordinary Fadeev-Popov determinant with a cutoff on the
ghosts propagator of the desired simple form, and a ghost-ghost-field vertex which is
the ordinary coupling to the full field A’ at least at zero momentum external field A’.
This proves that the gauge breaking effect associated to this cutoff can be computed
in the way this is done in the next section.
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Let us recapitulate our starting point:

_ S (A2, 4N

> [ b o (A0, DG e
LFR

% e~ /DA [(ro) ™ = 11" A) CTo(A)

1/ (= Fg(A)—(Ap5 A+ N (A0 s ) A) )
1

x e (K o (A" )]

LO,Q[(’Y)F(Aé),’Y) ’ (1178)

where K, , is defined by (IL.76), and we can fix e.g. N = 100 in what follows.
This functional integral is now similar in the first orders of perturbation theory

to the ordinary functional integral with ultraviolet cutoff «,(p) both on the field and

ghosts propagator. In these conditions it is easy to compute the counterterms CT Q(A’)
which restore Slavnov identities. We show now how to perform this task.

" €—<</2>(ng ALY

II1. Computation of the Counterterms due to the Ultraviolet Cutoff

In all this section the collaboration of Feldman is gratefully acknowledged. The main
result on the stability of certain types of cutoffs was derived with him around 1986;
there is also an exposition of this result in [S] and [R].

The computation of the gauge variant counterterms which restore Ward identities
is made in terms of the field A’. For this computation we can assume that A’ = A/,
and B] = 0. Furthermore in this section we write A for simplicity instead of A’.

Our ultraviolet cutoff does not break global SU(2) or Euclidean invariance (small
Euclidean breaking effects nevertheless occur due to the infrared cutoff; for instance
in the case of a torus there exist such effects due to the lattice structure of A*, but
they are tied to the unit scale and do not need counterterms). Therefore the only new

relevant or marginal operators that we should consider are — TrA4, A, , (—TrA, A M)Z,

(~TrA,(—A)A,) and —Tr(d,A,)* which we abbreviate respectively as A%, A%,
A(—A) A and (OA)? (recall the convention that traces are definite negative). This is
only true for the SU(2) theory, for an SU(IV) theory there would be a longer list of
operators to consider and the analysis would be more complicated.

In fact our gauge breaking cutoff also disturbs the magic relation 7,7, = Z32
which relates the multiplicative renormalization of F,, F} and F in F? and expresses
the fact that up to a rescaling of A only the coupling constant A\ is renormalized
[IZ]. To correct this problem, using the possibility of rescaling A, we need only to
introduce a single counterterm, for instance of the type F.

Therefore the counterterms that we introduce are:

—ag [(A*/4)~by [(A)2)—co [(A(=A) A)—d, [(DAY —e, [ Fy

A A A A A

CT

e =e (IIL.1)

The relevant counterterm b, S/ (A%/2) must be fine tuned exactly to have a
A

renormalized mass which is zero. This is the same problem as fixing the critical bare
mass in infrared ¢§ [FMRS1], [R] and should be solved by a fixed point argument
as in [R] or using a full renormalization of the two point function (and a one particle
irreducible analysis) as in [FMRS1]. For the marginal counterterms, an analysis to
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lowest order in perturbation theory is in fact enough for our purpose (because of
asymptotic freedom, further orders again should give no contributions to finite scales
in the limit ¢ — o00). We obtain:

Lemma IIL1.
a, ZaXy, b, =OMN,  c,=cX,  d,2dX), e,e)). (IL2)

Furthermore by choosing the cutoff of the form (I1.14) with ) small enough (depending

on the shape of T), the coefficient a is strictly positive .

Proof. We recall the Feynman rules for the pure SU(2) gauge theory in a general
gauge with parameter ¢ (the case ( = 1 corresponds to the Feynman gauge, and
¢ = oo corresponds to the Landau gauge) [IZ].

The propagators for the Yang-Mills fields and the ghost fields are respectively:

6 PuP )
S AL 4 (1/¢— 1) "); Zab (111.3)
“b( =t r* P
The interaction vertices are of three kinds. For simplicity we always forget to
write the overall multiplication factor (of 27) and the § function which expresses
momentum conservation which equips them. These three kinds of vertices are then
pictured in Fig. III.1.

Fig. IIL.1. The vertices of pure Yang-Mills. —— A field propagator; - ----- a ghost propagator

We concentrate on the computation of the A* counterterms, which is the most
interesting, and include also the computation of the A counterterm. The other ones
are less interesting and left to the reader.

At one loop, which also means at order A* in perturbation theory, there are 4 graphs
which may contribute to the A* term. They are pictured in Fig. II1.2 and called G|,
G,, G5 and G,. To compute their contribution to the coefficient a, we may assume
by symmetry that in all four external legs, both the space time and group indices are
equal to 1.

> X

Gl G2 G3 G4

Fig. IIL.2. The graphs contributing to A*

0
a) Computation of G,. The graph is obtained by applying 4 derivatives AT on

A
(1/2!) (—F?*/4)?. The result is 3(0>F2/4)> where derivatives are taken with respect

5 Tt is not clear whether a cutoff for which a would be negative (or zero) is strictly forbidden for
a constructive analysis. The answer may indeed depend on considering irrelevant counterterms of
higher order generated by the cutoff, which may stabilize the theory. The analysis woul certainly be
much more complicated and we will therefore not try to explore this possibility here
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to Al. The only non-vanishing pieces come from the derivatives acting on the
commutator in F, hence 0>F?/4 gives (1/2) (81‘7)2

Moreover we have OF¢, = e°1b[A4%5,  — A° 2641, where ¢ is the usual anti-
symmetric tensor. But remark that if o = ﬂ = 1 the term vanishes. Hence when
developing the square (1/2)(9F)? the cross terms vanish. Therefore this square gives
(e°18y? (A%)zéal, B3 # 1. There are now two possible Wick contractions, a sum over
three values (2, 3 and 4) for 3 and a sum over 2 values (2 and 3) for b. Collecting
all factors we obtain a positive coefficient 3.4(3 +3(1/¢ — 1)/2 + 5(1 /¢ —1)?2/8) =

36 4+ 18(1/¢ — 1) + 15(1/¢ — 1)*/2 in front of the integration f k over the loop
momentum of G|.

b) Computation of G% We apply 4 derivatives on (1/3!)(—F?2/4)°. The result is

—6(0%/F*/4) (OF*? /4)*, where derivatives are again with respect to A}. The term in
0?F? /4 is the same as before hence gives (°'%)* (A%)%6,,,, B # 1. But we have now
two trilinear vertices in OF? /4, hence terms with derivative couplings; remark that a
partical derivative 0, can be replaced by —ik,,. The computation of this term leads to
two identical vertices, one which gives s“’”‘AZ[c’)l AT — 8#A§n], and the other with
m,n, i respectively replaced by p, g, A. In the Wick contraction schemes we can first
contract to form the line between these two trilinear vertices. Since the two half legs
of the remaining vertex bear the same index 3 # 1, a tedious computation gives that
the only term compatible with future contractions is (£!™")? (AT [4KT + k2,]. Using
Euclidean symmetry, this is equivalent to (/") (Azl)2 [5k?]. Contracting with the
remaining vertex, we have now as before two possible Wick contractions, a sum over
three values (2, 3 and 4) for 5 and a sum over 2 values (2 and 3) for b. Collecting
all factors we obtain a negative coefficient

—6.2-2[15k%/k2 +(/C—1) (Zkfki/k“ +2<3Zk$ki

u#l u#l

+ kikif)/k4+<1/<—1)2 3 kfkiki,/kﬁ)}

p#L P #l pFLp #1

al?

which is equivalent by Euclidean symmetry to —90 — 45(1/¢ — 1) — 15(1/¢ — 1)? in
4

. . d*k
front of the integration [ o over the loop momentum of G,.

c) Computation of G;. We apply 4 derivatives on (1/4!)(—F?/4)*. The result is
~|—(6F2/4)4 where derivatives are again with respect to Al. The term in 0F?/4
gives the same trilinear vertex as before, hence gives e‘m"A“[alAm 8 AT
In the Wick contraction schemes we can first choose one pamcular leg of vertex
1 to form a first line between two trilinear vertices. To choose the vertex (2, 3
and 4) to which this leg contracts gives a factor 3. After this contraction has
been performed, the line equipped with two not yet contracted fields gives a term
("™ 2KF(AT? + kL(AT? — 3k k, AT AT']. Here we can assume 1 # 1. We
can now contract once more to create one line between the two remaining vertices,
and this can be done in all possible ways, hence gives a different term, which is
(elmm)? [4l~32(Am)2 + k2 > (AT — 6k k, AT AT + k k/\AmAm] We can assume that
@ # 1 in the ﬁrst three terms and that = A = 1 is excluded in the last one.
It remains to contract together both expressions. We have as before two possible
Wick contractions, a sum over three values (2, 3 and 4) for x and a sum over 2
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values (2 and 3) for m. After collecting all factors and taking into account Euclidean
4

k
symmetry to convert it into units of | %, we find a final factor in front of the
integration over the loop momentum of G;6(9+1/4+9(1/¢—1)/2+5(1/¢—1)*/4) =
555 +27(1/¢C — 1)+ 7.5(1/¢ — 12

d) Computation of G,. We apply 4 derivatives on (1/41) (F.P.)*, where F.P. means
the Fadeev-Popov term 9,7,(D,n),, with D the covariant derivative. The result is

(8471, 451M,)*- The combinatoric is easier. We obtain a factor 6 for the Wick contrac-
tions, a factor 2 for summations over latin indices and a minus sign corresponding to
the fermionic loops, which comes from reordering correctly the anticommuting fields
n and 7. Hence the contribution is —12 - k} in front of the integration over the loop
momentum of G,. Applying the same conversion rate, we obtain in units of (k?)? a
final combinatoric factor of —1.5.

Remark that when the cutoff is 1 we can all add the terms together and the
4 coefficients add up to 0. This is a particular case of the famous miracle of
renormalizability (at one loop. . .) of four dimensional gauge theories.

Let us perform now a similar analysis for the A? counterterm. There are three
graphs contributing at order A\?, pictured in Fig. IIL3.

Gy G, Gj
Fig. IIL3. The graphs contributing to A?

The first graph, G/, gives a computation quite similar to that of G,. We have
9O(—F?/4) = —(1/2) (OF)*. Again OF = e!P[A%0,, — A% 64,1 which is non-zero
only for cv, 3 # 1. The cross terms therefore again vamsh and we find (¢°'°)? (A% )zéal,
B # 1. There are two values for b and three for 5. Hence the contrlbutlon is
—6(1 4 (1/¢ — 1)/4) in front of the integration over the loop momentum (in units of
1/k2).

The second graph, G5, is given by 99(1/2) (F?/4)* = (5“’"”%42[81 Al — 8MA’1”])2
(which is non-zero only for u # 1). The contribution is 2(9k3/k* +(1/¢ —1) (k:ik:f +
kp k) k) = (9/2+6(1/¢—1)/4) in front of the integration over the loop momentum.

The last graph, with ghosts, G5, gives 99(1/2) (F.P.)> = (OF.P.)* = (9,71, ,517)*
There is a minus sign due to the fermion loop (two minus signs due to the rule
0# — —iku compensate; beware that there is a sign mistake in the corresponding

computation in [R]). The contributions is therefore —2k?/k* = —(1/2) /k? in front
of the integration over the loop momentum.

The result for the (A2 /2) term in the region where the ultraviolet cutoff is one is
obtained by adding all the terms and is —6—6/4(1/¢(—1)—1/24+9/24+6/4(1/(—1) =
— 2 times the loop integration. Remark that this result is independent of (.

To complete the lemma, we want to study the sign of the A* counterterm. Let
us explain why it is important to us. Our strategy is to cancel explicitly the A*
and A? contributions due to the gauge breaking character of our ultraviolet cutoff
by appropriate counterterms. Remark that strictly speaking, only the A2 contribution
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diverges as ¢ — oo and requires a counterterm (for the A* term the coefficient
of the divergent piece is 0, as computed above). However this A% counterterm is
positive (since the contribution is negative, see the —2 above). This is dangerous for
stability estimates. We will use the (finite) A* counterterm to control this dangerous
A? term and stabilize the theory. But this requires that we use an ultraviolet cutoff
such that the A* counterterm is negative, hence such that the total A* contribution
induced by the cutoff is positive. As a consequence of our expansion the leading
contribution is the one-loop contribution; we want its sign to be positive. We show
now that this is possible if we start with a cutoff function of a particular shape such
as (II.14) n being a small constant. This explains at last the curious definition (I1.14)
of our ultraviolet cutoff. Later we will show that this particular shape also leads to a
stabilizing functional integral associated to a large background field.

Let x(p) be the ultraviolet cutoff function in momentum space. Up to now we did
not take it into account. Remark that since there is one cutoff per propagator the cutoff
acts differently G, G,, G; and G,. More precisely using the coefficients computed
in the preceding section, the one loop contribution to the (A*/24) term is, for a single
cutoff ,(p) = K(pM ~¢) (all our integrals are infrared regularized and “finite” means
finite as o — 00):

4
/ f‘;Tp (364 18(1/¢ — 1)+ 7.5(1/¢ — D) K*(pM ~2) — (90 +45)1/¢ — 1)

+15(1/¢ = DHR M=) + (54 + 271/ — 1) +7.5(1/¢ — D) K (pM~9)]
= 0 - o + finite terms, (I11.4)

where the finite terms are finite functions of the particular shape of x and are therefore
difficult to compute in the general case. However we are going to use a shape such
as (II.14) in which there is a free parameter 7 that we can vary, and we will study
the finite terms in the limit  — 0. In this case it is easy to analyze the asymptotic
behavior of the finite terms in (II1.4)

For 0 defined as in (II.13-14), the corresponding contribution is indeed:

4
/ % [(364+18(1/¢—1)+7.5(1/¢— 1)2)H2@M“9)—(90+45)1/C— 1)
1<|pIlM—e<2

+15(1/¢ = DH R EM ™) + (54+271/¢ = 1)+ 7.5(1 /¢ - P kH(pM ~9)]

+ / fl}% [(36418(1/¢—1)+7.5(1/C— D)) K*(pM ~9)
240~ 1<|p|M~e<34n~1
—(90445)1/C -1 +151/¢ - DH K (pM9)
+ (544+2D1/¢C—1)+7.5(1/¢ - D) HpM )]
/ d*'p [36+18(1/§—1)+7.5(1/C—1)2
4

+
p4

2<|p|M—e<24n—1

_90+45(1/C-D+15(1/C~1)° | 5442701/¢~ 1 +7.51/¢~17
8 16

(II1.5)
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As a consequence the one loop (A2/24) contribution behaves as
(36 +18(1/¢C— 1)+ 7.5(1/¢ —1)») 90+ 45(1/¢ — 1)+ 15(1/¢ — 1)?
4 8

S4 4+ 27(1/¢ — 1)+ 7.5(1/C — 1)?
+ 16

=9/8(1+(1/¢ —1/245/12(1/¢ — 1)*) | Inn| + finite terms, 111.6)

) (= Inn) + finite terms

where “finite terms” now means terms which are uniformly bounded both as p tends
to +o0 and 7 tends to 0. The polynomial 1+ (1/¢ — 1)2+(5/12) (1/¢ —1)? is always
positive and greater than 17/20. Since (17/20) - (9/8) > 1/2, taking n small enough
(depending on the details of our cutoff, which are responsible for the particular value
of the finite terms) we can always achieve our goal of a positive total A* contribution,
hence of a negative stabilizing counterterm, with value at least

—(1/2) [(A*/24) | n 7|
A .

e (IIL.7)

Remark that the coefficient of this stabilizing term can be made as large as we want,
if n is small enough.

IV. The Propagators for Large and Small Fields

Let us recall our starting point:

— YA /24262.42100
Z / dﬂo(A/) dng M XL (4) G(A/, ye i k

SFR
% e~ /D (A [(rg) ™' =11(p7) A') CTo(A")

(1/2) (= Fp(A—~{Ap§ A+ ZODHA @R () A))
K2

X e [K, o, (A", ]!

Ly o, (M F(A5,7) . Iv.1)

This starting point is clearly well defined because we have both finite volume and
ultraviolet cutoff on each of the fields involved. Hence the sample fields are smooth.
Furthermore for large fields A’ the leading terms are the F), term and the (A’)* term
in CT,, which are respectively positive and positive definite. The +y integrals are also

convergent at large + thanks to the protecting term in +!%°. Remark however that it
is only for fields of order A~! that the (A’)* term provides convergence, so this term
alone does not confine the field in the true perturbative region (4’ < A1), It is only
the combination of this term with the axial gauge positivity which does this. Our goal
in this section is to manipulate the complicated expression (IV.1) in order to extract
the Gaussian pieces which are essential for our analysis and to combine them with
the (fake) measure dp, (which is used mainly as a substitute for the non-existence of
a continuum Lebesgue functional measure). These essential pieces are all contained
in the Yang-Mills action. We use a rather complicated symmetric way to extract them
in order to preserve positivity as much as possible (positivity is indeed essential for
constructive estimates).

—(C/2)(V g - ALY?
X e l
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The Yang-Mills action is invariant under exact gauge transformations. However
if we use truncated transformations, i.e. such as A’ = A2 the action is not exactly
invariant, but the difference is a complicated polynomial with at least two powers of \:

FL(A) + (A, pjA) = FX(A) + M(A,y),  M(A,7) = 00). (Iv.2)

Our goal is to perform a multiscale analysis of the theory and we stop at this
point to explain further why we need to pay some special attention to some vertices
in (IV.1) which are called non-dominable. The main problem when one tries such a
multiscale expansion is that some low momentum fields derived by cluster expansions
at a certain scale have to be bounded using the stability of an effective potential in the
interaction, otherwise (for instance if they are integrated with respect to the Gaussian
measure) they give rise to divergent factorials which are a remnant of the divergence
of perturbation theory [R]. The interaction vertices created by the various error terms
of Sect. Il [or by formula (IV.2)] correspond to factors such that, when the low
momentum fields A’s are bounded using the small field condition, the low momentum
fields B; are bounded using the (5] )* counterterm, and the low momentum 7 fields are
bounded using the ¥'% term in (IV.1), a small factor remains. We have therefore to
examine the vertices which come from F2(A’) in (IV.2). If we simplify the situation
by considering that we have two fields, A and B, where A is high momentum and B
low momentum, the vertices with only one high momentum field can be eliminated
because they violate momentum conservation; the other vertices which couple A to
B have at most two A fields. When the B field is of the small field type A, there is
never any domination problem, because the small field condition itself can be used to
dominate the field, and a small factor remains (because the size of the field at which
no small factor remains is A~! and the small field condition acts well before that size).

Hence we conclude that only couplings with low momentum large fields can be
non-dominable. Such fields are called background fields. (This is the reason for which
we use the same generic letter B (as in background) both for low momentum fields
and for large fields.) Let us consider two such background fields; if they occur in the
form of a commutator, there is no problem because the decoupled effective action for
the B field contains a commutator squared [in F,(B)] and the situation is therefore
analogous to that of a positive polynomial coupling such as ¢* (see e.g. [R]). If there
is a single B field with a partial derivative acting on it, there is still no problem.
The small factor then comes from the fact that B is of a much lower frequency than
A, hence the derivative gives a small factor compared to the initial scale of A (also
called the localization scale). This small factor is in turn related to the gap between
the frequencies of A and B, hence related to the creation of protection corridors (see
Sect. I1.B).

Therefore we can conclude that the only vertices which are not dominable are
the ones with one or two large B fields coming both from a commutator of the
type [A, B]. These are the only remaining possibilities as far as the vertices of F?2
are concerned. Since such vertices cannot be treated as interaction, the only other
possibility that remains is to put them in the measure for A with respect to which the
cluster expansion is performed. It is very fortunate indeed that this operation gives a
Gaussian measure, albeit a B-dependent one; were it not the case we could not do
anything because up to now Gaussian functional integrals are the only ones that we
know how to perform explicitly. In fact the corresponding measure on A is just similar
to F,(A) [see (I1.3)], but with ordinary derivatives replaced by covariant derivatives
in the background field.
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Furthermore if we return to (IV.1) we remark that it contains also the analogue of
the Fadeev-Popov determinant (the term K 0.0 12) which up to small correction terms
is equal to the determinant (I.76). This determinant can be written in the usual way
as an integral over anticommuting ghosts; this is only a formal trick which is useful
to summarize the rules of perturbation theory. We realize then that there are two
types of vertices coupling the ghosts to the field, namely the ordinary vertex coupling
ghosts to A’, which is the small field, and new vertices which couple the ghosts
fields of a given frequency to the sum of the large fields B] of lower frequencies;
these new vertices are the direct remnant of the fact that we used a gauge condition
which depends on the large background field. If we consider the usual multiscale
analysis of the theory we have to give special attention to the vertices which couple
different scales and are not dominable. By Pauli principle, low momentum ghosts
fields are dominable [R]; their functional integration gives a determinant which can
be evaluated without any factorial effect. Low momentum fields of the type A’ can
be dominated using the small field condition; hence we conclude that the only non-
dominable vertices coming from the Fadeev-Popov determinant are the ones which
contain two high momentum ghosts and one B field. Together with the free measure
on the ghosts which is the Laplacian in (IL.76) these vertices form an object which
cannot be expanded in perturbation theory. The corresponding functional integral
compared to the functional integral when the low momentum field B is absent gives
a quotient of determinants. This quotient for a constant background field B is exactly
the same as the normalized functional integral over ghosts of the ordinary Fadeev-
Popov determinant of this constant background field B (indeed the position of the J
operator in (I1.76) relative to B is then irrelevant since 9B = 0 for a low momentum
field).

The conclusion of this discussion is that we have to use background dependent
propagators both for the field A’ and for the ghosts. Only large low momentum fields
need to be considered as background. The normalization of the Gaussian measures
with background field gives a factor which can be associated to the large field regions.
This factor will be called the large field dressing factor. It must correspond in [Ba9]
to the problem of renormalizing the large field regions. A nonperturbative evaluation
of this factor is crucial in proving that the total weight of the functional integrals over
these large field regions is small compared to the weight of the small field regions,
hence to complete the rigorous version of the sketchy Lemma II.1.

We start now to implement this program of extracting the desired Gaussian
measures with background fields from the functional integral (IV.1).

We want to group together the pieces which involve V Bl in the Yang-Mills action

with the gauge condition in (IV.1) in order to obtain a Gaussian factor

—(C/D(V g AL -V AL
e €/2)¢ B{ s Bl ) (IV3)

We write for simplicity —A Bl instead of V Bl \Y% Bl This Gaussian piece is exactly

the analogue of the homothetic gauge Gaussian measure on A/, but with background
field B.
The Yang-Mills action is therefore decomposed as:

F Ay + B) = D,(B)) - (A}, — D,(B)) - (A),, — A(A}),,, (A), 1+ F,(B)
= (VP (A, = (V) (A),
— M(AY),,, (AD, )+ F,(B) + G, (B}, AY), IV 4)
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GH’D(A;, Bf) = - ( Z Al(T = &;) * (Bl/)w K x (A's)u] —(u— V)) . (Iv.5)

We introduce also a protection corridor around LFR and call ELFR (extended large
field region) the region LFR plus its corridor. The region complementary to ELFR,
called the core small field region CSFR is contained in SFR and protected from LFR
by the corridor (see Fig. IV.1). The region ELFR-LFR is called the boundary region
BR. Returning to the definitions of Sect. I we see that roughly speaking A’ lives on
SFR and Bj leaves on LFR; in particular B is heavily suppressed in CSFR. This
allows us to extract in these regions the correct pieces that we want to join to dp,
namely in CSFR the piece to create the propagator with covariance (A Bl/)” on A,

and in LFR the piece (B], p3B]) to create the propagator C,

axial*

@

BR

CSFR

BR BR

Fig. IV.1. The small and large field regions

In the boundary region BR it is enough to keep the initial measure dp, and to
remark that 2, which is treated as an interaction, remains positive. This gives a
bad normalization to the boxes of this boundary (of the order of A=?!) per such
box), which is compensated by the excellent small factor for the boxes of LFR (see
Lemma II.1) if the width of the protection corridors is in A™° with € very small. For
a simple example of how to treat such normalization effects we refer e.g. to [DMR].

Now we decompose F? in three pieces in a way which respects the positivity of
each piece:

FXA") = FX(A)espr + FHA g + FH(A g (IV.6)
PP =Y Y, F ) X)) ?F,, av.7)
7 AECSFR;
P A=Y Y F )" x,)?F,,, (1V.8)
7 AELFR]‘
FXA)ge =Y > F, ) X, ?F,,. (1vV.9)
j AE€BR,

More generally an index like CSFR, LFR, BR etc. is a short notation for a
decomposition of the type (IV.6-9).
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In this decomposition we substitute the value (IV.4) of Fuv in terms of A, B.

Furthermore we want to replace the background field B] by a background field B;
which is piecewise constant and corresponds to the average of Bj on the box A
appearing in the decomposition (IV.7-9). The constant value B; in such a box A
1

—— [ B/, where th
4] Pl here the
box A is the one appearing in (IV.7-9) is noted éB;. Such terms can be treated as
interaction and are dominable, since we can rewrite them as integrals of gradients
applied on Bj; using (I1.29a—c) these gradients are bounded. Therefore we write:

is noted B{, A When necessary. A difference term such as B; —

F*(Mespr = (V) (4D, = (V ), (A, Deser + H(A, B, (IV.10)
F2(A)yer = (B}, A B + K(AL, B)), (IV.11)

where H and K, which are localized respectively in CSFR and LFR will be treated
as small interactions. One has:

H = (terms with at least one G, one FW(A’S),
one commutator [A’, A’] or one difference 6 B})cgg » (Iv.12)
K = (Fy(B)grpe + (terms with at least one (V),, (A7), = (V1) (A7),
one G or one commutator [A%, AL]) g - (IV.13)
(We used the fact that (B)), = 0 to replace Fy ,(B)) by (Bj,p5B).)
We want now to extract the fact that the gauge condition in (V B AL)? is almost

equal to the desired one (V B A;)%SFR. Again to respect positivity we decompose
the gauge condition as:

V- AYP = V- Aesrr + V- A + av.14)

where J is a term localized in CSFR containing at least one difference 6 B;. Finally
we use the fraction of the gauge condition localized in CSFR to write:

(V3 (A0, = (V) (A )eser + C(V iy + ADEsew
= (ALARAL) + L(B], AL, 7). (IV.15)

In this formula let us explain what are Ay and L. Let us introduce the “homothetic”
Laplace operator —A"™"i which in Fourier space is simply p*6,,, — (1 = {)p,p,;
its inverse is 1/p*(6,,, — (1 = ¢"")p,p, /p*). Then the operator Ap in (IV.15) can
be thought of as the analogue of —APemethetic byt with covariant derivatives in the
background field instead of ordinary ones. More precisely it is defined by

AB:Z Z AB,J,A?

j AECSFR,
Ap g = (V) (&)X A 2V 56,
+ (¢~ D (V) 6D Px a2V ), ).

(IV.16)

This operator is clearly positive but not strictly positive (in the Appendix, bounds
are given in the case of a constant background field).
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Finally L in (IV.15) is a correction term which is treated as an interaction. This
term contains indeed either derivatives acting on B] or commutators of the background

field [Af’ w ;,v] which are dominable as explained above. Indeed usually when one

combines the quadratic piece ) Y (0,4,)* — (9,4,)(9,4,) coming from F, with
pnov
the homothetic gauge condition ¢ (ZauAu) (Z@VAV) one needs an integration
“w v

by parts, so that the gauge condition combines with the term with the minus sign,
leaving the term 7 37(8,4,)* + (¢ — 1)X°>°0,4,)(3,A,,) which corresponds to
uwov wov

the homothetic propagator 1/p*(§ o —(1=C¢ “Hp WPy /p*). In our case this integration
by parts is no longer exact for two reasons. First the partial derivatives are replaced
by covariant derivatives. However if the background field is eonstant the reader can
check that at least for su(2) the formula of integration by parts is still true up to a
term proportional to [A] ,, A} 1[A] ,, A} 1. The fact that the field Bj is piecewise
constant then gives an error term containing derivatives of this field.

We want to use this Gaussian measure to perform a multiscale cluster expansion.
The units corresponding to this expansion are roughly speading small field cubes and
blocks of large field cubes. The fact that the propagator corresponding to joining
the quadratic form (IV.16) to the “fake” measure dp, is not translation invariant
forces us to use an expansion more complicated than usual, inspired by random path
expansions used for propagators with boundary conditions such as Dirichlet, in which
one writes the propagator as a product of a regular translation invariant operator for
which spatial decay is easy to prove, a “first hitting time” to the boundary and then
a messy non-translation invariant piece.

V. The Expansion
A) The Preparation of the Propagator

We want to perform a multiscale cluster expansion, i.e. starting from the propagator
Agl we have to distinguish momentum slices with index j = g,0—1, ..., 1. Recall
that by our convention operators such as A are the analogues of minus Laplacians, so
that they are of positive type. (This convention saves a lot of minus signs). The main
problem is the fact that Agl is not translation invariant, due to the presence of large
field regions and their associated background fields. We shall introduce a modified
version of this propagator Agl which is better suited for a cluster expansion. The
large field region ELFR is first divided into connected components |, E,, ..., E,,
where a connected component means a maximal set of boxes of LFR belonging to
a connected component (in the ordinary sense!) of ELFR. Therefore two boxes of
E, are connected if they are close enough, and between the E,’s there are wide
separation corridors. Our goal is to decompose the field into an orthogonal sum of

fields, A = Ay+ > A,. The general field A, extends in the full space and has a good
i=1

propagator. Each field A, is localized in or near the connected component E;, = | Ef ,
J
where E7 is the subset of the i™ large field region made of its boxes of scale j. Such
a field A, has a non-translation invariant, hence poorly decreasing propagator, but
this propagator has no longer any memory of the existence of the other large field
regions, so this formalism is suited for the factorization of these regions. This is the
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general outline. Before to proceed, we suggest eventually to read reference [DMR]
for a more detailed account of such a scenario in a simpler but similar case.

More precisely we define an inductive resolvent expansion. An ordinary resolvent
expansion is of the type

1 1 1 1

A+6 A A A4S

In our case we imagine A to be a translation invariant propagator suited for a cluster

expansion in the small field region such as (—Abometheticy=1 “and the perturbation &

contains the background field, hence it is variable. Even inside the small field region

we cannot iterate formula (V.1) infinitely many times because the background fields

produced in § could lead to factorials when bounded. Also in the large field region

we must certainly keep this expansion in a resummed form, since the true Gaussian

measure there, which has propagator C,;, is very far from the small field region
propagator. This is the source of many technical difficulties.

First because large fields cannot be bounded effectively we must forget about using

(V.1)

1
a background independent propagator for 7 But derivatives of background fields can

be dominated quite effectively. This suggests that we should first compare in the small
field region the general propagator to be propagator built with constant background
fields.

The interest of using propagators with constant background field is that they are
translation invariant and have obviously good spatial decrease. But even when the
background field is constant these propagators still have a defect; the Laplacian with
background field can have a zero mode if all spatial components of the background
field are aligned in su(2) space. As a consequence the bounds on the inverse Laplacian
with covariant derivatives are not the same as for the ordinary Laplacian. We need
a further decomposition of the momentum around the dangerous zero mode which
corresponds to p = A(Bl’, A) 16> where the scalar product is in su(2) and the vector e
is the unit vector of su(2) which is aligned with, say (Bl” A)1- Since this decomposition
is only necessary when all (Bl’, Ay # = 1,2,3 are approximately aligned, the
particular choice of 1 = 1 for e is unimportant.

This decomposition is done in the following way. Let us consider some large field
box A of scale I, and the corresponding set of boxes in the small field region which
have it as ancestor, with scales m > [. We redefine only the cutoffs corresponding to
the scales m between [ and !’, where M " is the order of magnitude of the modulus

of A(Bj 4). If we introduce the corresponding sum of slices kfl = > K™ we
’ on ! I<m<l/
redecompose the function x;, as
l/
U _ m
m=l+1 '
where x5, restricts [p, — A(B] »),,-€| to be of order M™, i.e. we simply translate
LA ’

the cutoff without changing its shape (using the same Cg° function), and E; Bl 4

is an error term which is the difference between the cutoff x; and x; translated at
(B A€
The error term Bl 4 corresponds to a field which can be associated to the large

field box A.
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In other words the set of slices is no longer cut around the point p = O but around
the point p,, = AB,,.e. The important fact is that we have now for each slice of the
propagator in the background field the same scaling and, using integration by parts,
the same spatial decrease as for the ordinary slices with the ordinary propagator (see
the Appendix). (The reader can think of the background field as a kind of mass so
that when the momentum is not almost aligned with it, there is good spatial decay.)
In order not to obscure too much the notations, we forget in most of what follows
the dependence in B of the cutoffs .

Combining the quadratic form (IV.16) with the “fake” measure dj, we have a
Gaussian measure on A’, whose propagator is the inverse of

AO_ZZ B,j,A»

J AGD
A ya= (Vg Do) XA AV )08,
(=D 6D Pxa) 2 (Vg 1))
+ NV () P A ()Y 6, if A€ CSFR;,  (V.3a)
AY A= NV () Px 4 ()'?Y 6, if A€ELFR,. (V.3b)

We write

AO @Y= > D D Xa@r 5 B-A%m"'xA/(y). (V.4)
B

) Aeb; y' A'eD,

Now we can prepare the theory in order to use a propagator but with constant
background field, for an horizontal (i.e. slice by slice) cluster expansion. To reach
this goal we perform a rewriting of the covariance which replaces the theory with
variable background field by a theory with constant background field.

Let us introduce for A € CSFR],

= (Vg o B (Vg )56, +C =DV ), E) (Vg ),)
- )xzvg(/ij)I/ZXA(/{J)UZVU&MV , (V.5a)
where (k7) = Z],SJHO 7' for A e ELFR; we write simply
AY = NV (") Px A7)V 6, (V.5b)

One expansion step on the propagator consists in writing

1 o1 |
AT X 2 Xa@ g dh g xaw)

2,4€D, j/,A’eD B

o> xa@w <A° [1+<A° A%) DA%

7> AGD] 3, AIED /

X ({A—% (4%, A%)-i—l] AO )N]/XA/(y). (V.6)
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Each difference of the type (A% — A%) is then rewritten as (here for simplification
we consider only the diagonal terms in ¢, and neglect the terms proportional to ¢ — 1
which are exactly similar):

( Z (VBZ‘,A)U (“ju)1/2>CA”(’$JJ/)1/2 (VBZ,A)"

3" §j+10,A'/€Dj//

_ Z (VB;,A”)U (/{,7 )1/2XA//(K;j )1/2(VB;7A,,)U>' V.7

]”,A“ED]W

For each box A” € CSFR ., j” < j + 10 we get a difference B; , — Bl an
which we can rewrite in terms of a gradient acting on B; times a length bounded
by the distance between A and A”. This term will deliver a small factor because
the background field with a gradient can be bounded using (II.29a—c). This bound
delivers a small factor because either the path between the ends of the propagator
remain in the small field region and the coupling constant is not completely consumed
in the bound [see (I1.29a—c)], or it crosses some large field region and the small factor
comes from the width of the corridor BR, combined with the good decrease of the
propagator.

Finally we might worry that repeating this argument might generate a large number
of gradients of background fields; but this concern is taken care of by a rule below
which stops the expansion as soon as five error terms have been produced.

In the difference (V.7) there is also an error term

—(V 2/ N2y 3 VY2 (T 4,
(vBl,A”)U(H ) XA (x7 ) (vBl‘A”)g7

with 7 > 7 + 10. This term will also deliver a small factor through momentum
conservation corresponding to integration of z in the box A.
In the case where either one of these two terms is chosen in (V.7) the expansion

1
step (V.6) is reiterated on o with A replaced by A”.
B
There remains terms such as (VBl/ RAC W2 an(67)? (sz' o j" < j+10,

A" € ELFR ;1 or =XV, (k9 )"/ *x pu(W/ )2V, A" € ELFR .

These error terms couple A to a box A” of ELFR. Remark that this coupling
arises through a propagator with constant background field. When any of these terms
is chosen we stop the expansion.

An important additional rule is the following one; when more than five low
momentum background fields have been produced we stop the expansion and consider
that the boxes of the corresponding string of propagators are attached to the large field
region of the corresponding lower scale; therefore we do not need to consider it as a
part of the small field region any longer. This rule is necessary even when both ends
x and y of our propagators are localized in the small field region, where we have by
(I1.29a—) a good compact support restriction on the size of these gradients, because
the path of integration from x to y can cross large field regions where the gradient
of the field is no longer bounded in a C§° way and factorials of accumulation could
occur.



Construction of Y M, with Infrared Cutoff 361

If we apply this process symmetrically on A and A’, i.e. at both ends of (V.6),
we obtain the covariance in the form

1
C:A—()B'ZCII+012+021+022,

Ciy = Xeser AR M xesrrs Cra = Xesrrd T Xeser + Xerr] s

(V.8)
Cyy = IXeser " + XeLer] U'XesEr »

1
Cy = [Xcspr " + XgLrr] A0 [T Xcser + XeLrr] »
B

where I" is some string of propagators each corresponding to a constant background
field (with insertions of VB, or of momentum violating terms) and I” = I'Dg g,
where Dy g is an insertion explicitly localized in some box of ELFR of scale j.

Then we introduce an interpolation parameter ¢ € [0, 1] which at ¢ = O suppresses
the coupling pieces C,, and C,;. Hence we write C(t) = C|; + tC}, + tC,; + Cyy.
This is still a positive operator since C|; and C,, are positive. Then we perform a
first order Taylor expansion in this parameter.

The interpolating terms contain an explicit C|, or C,; link which connects one
or two boxes A, A’... to one large field box of scale j in the middle (either in
the form of a Dy,  insertion or simply by a xg g factor). For this error term we
add 4, ..., A’ to the large field region ELFR. The process is then reiterated on

the remaining A0 factor with this new definition of ELFR, until finally it stops by

B
exhaustion of all boxes in CSFR.
The decoupled term at ¢ = O corresponds to a new covariance C'' + C%2, If

. . . = A 1
we introduce the simpler covariance C'! + C? with C?? = yg 3 Xewrrs then
B

we can perform the change of variables A — (1 + xcgpr{”) A and obtain the same
theory with the simplified covariance but a more complicated interaction. The C|;
piece links boxed of CSFR through strings of propagators in constant background
fields, which have both good power counting and good spatial decay. The C?* lives
purely in ELFR. However it is not true that at ¢ = 0 the CSFR and ELFR regions
have been factorized. Indeed the field is now non-local, so the interaction still couples
both regions. This coupling however is easy to control since it occurs through the
well controlled I" operator.®

B) Decoupling of the Different Connected Components
of the Large Field Regions

We have not yet a satisfying propagator for performing cluster expansions, because the
distant large field regions still interact together through the ', piece of the propagator
in (V.8). In this subsection we should describe a general method for removing this
interaction. We return to our decomposition of the large field region into connected

6 In all this discussion we have considered that a Dp g insertion is equivalent to a xg g
characteristic function. Strictly speaking this is not true; the Dy pp insertion contains a xgpg term
but followed by a controlled non-local operator («7)!/2. The necessary modifications to take this into
account are inessential but painful. They require the use of the corridor BR and some modifications
of the formulas. We do not include them in order not to distract the reader from the main argument
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components F,, F,, ..., E_ (we recall our rule that two regions close together are in
fact connected, so that the distance between two large field regions is at least a fixed
number of boxes of the scale considered). Recall that we want to decompose the field

n
into an orthogonal sum of fields, A = A;+ > A,, each A, being associated with E;,
=1

o=
with a poorly decreasing propagator, but this propagator has no longer any memory
of the existence of the other large field regions, so that these regions factorize. Instead
of that we have at the end of the preceding section, V, A the sum of two fields, one
in the small field region and the other in the large field region, but not factorized over
its connected components.

The construction of the fields A, and of their measure is performed as follows.

We introduce for the i region E; the operator A% p Wwhich is roughly speaking the
same as A% but in which the other regions E;, j # i are now treated as small field
regions. More precisely the formula (V.3b) for A% is changed into formula (V.3a)
for A € E;, j # i, where the background field Bj is now introduced also for the

boxes of E . Finally we can introduce also the operator A%;@ in which formula (V.3b)
is replaced by (V.3a) for every Ac E,,i=1,...,n

We introduce also x, = X, for the characteristic function of E;. In addition to
the background field each insertion A?B’i - A%’w contains a characteristic function x;

and each insertion A%i — AY% contains a characteristic function X, J # i. Let us for
a moment forget the background fields and consider the structure of the expansion
according to the localizations.

1
We start with xg pr A0 XELFR [see (V.8)]. We want to decouple a first large field

B
region, say I, from the rest. We insert a first resolvent step which is

1 1 O @
XELFR 70 AT = XELFR AO@ + AO@ (A — A ) . (V.9)

Then we decompose the difference (A?S’,@ — A%) as a sum over insertions of ,,
t=1,...,n.

Iterating this formula at infinity we obtain chains of arbitrary length. In these chains
we formally resum every series of insertions of at least two consecutive identical

. . 1 . -
functions x,. This reconstructs the operator T sandwiched by characteristic

functions x, on both sides; furthermore each is sandwiched by x, on one

. . o 0,0
side and x; on the other side with ¢ # j. Ag
1
In order not to use too heavy notations, let us call C, the kernel for —— —5p- Then
formally our expansion has the structure: Ap
XELFR AO XELFR = Z Z XioCoXs,Co - - - COXipCOXipH : (V.10
P20 20,01, o0y tpty

This theory is therefore equivalent to a theory with a substitution rule for the

n

field corresponding to the C,, covariance: A — ) A,, in which the A,’s form an
i=1

independent set of orthogonal random variables, each A, being distributed with a
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. . 1 . .
Gaussian measure of covariance x; —57 X, Plus a quadratic interaction of the form
A
> b ACoxay -+ CoXip CoAj
DI iy, ip, L F ip#d

e T Frt1, k=1, ..., p—1 . (Vll)

1
This interaction and the propagator X, F x, for A, generates precisely the chains

B
(V.10) (see [DMRY]). The fact that we can consider the transition terms A, ... A in
(V.11) as interactions is due to the fact that they are indeed small because of our

rule that two disjoint regions E,, [; are separated by a corridor of some finite (large)
width.

The covariance Cj = can indeed be now controlled by the same method as

1

400
A
in part A) and has therefore good decrease properties.

In this way the remaining covariances —— are now factorized over each connected

large field regions. To decouple truly the lafge field regions there are two equivalent
possibilities. The first is to use (V.11) and to expand the corresponding quadratic
interaction up to infinity. There is no factorial associated to this expansion, since
it is Gaussian. On the chains developed in this way we can read algebraically the
connections between large field regions. We do not need any interpolation parameters.
Positivity of the Gaussian measure is therefore automatically respected. The only
drawback of this approach is that one has to be careful that the insertions x; in (V.10)

really are a short notation for an insertion of A%’w - A?B”, which contains a background
field localized in E;. There can be arbitrary accumulations of such background fields

in the same region. If we dominate them naively (e.g. by the e~ B term) we would
generate local factorials and the series corresponding to the expansion at infinity of
the exponential in (V.11) would not converge. But this is a problem only for B large

and we can use the fact that each insertion is paired with a new C, = (A%ZQ))_l
propagator which precisely decays exactly in the same way at large B.

A second possibility, instead of expanding (V.10-11) to infinity, is to test
inductively the coupling of E, to E,U...UE, and to iterate. This generates only one
link at a time, hence prevents the accumulation of background fields. But this process
requires interpolation parameters 4 la Brydges-Battle-Federbush, and we need to do it
symmetrically from both sides of C,, in order to preserve positivity. This is done by

1
applying (V.9) for ¢ = 1 on both sides of AT as in (V.6). We give the corresponding

result on one side for simplicity: B
xi=><[ 7 + o (A%~ A%~ + 5 (A%~ AY)
XAOB AO@ AOI AB(D AO@ B B AOB
A% — A% ——(A‘“ AO)— . (V.12)
AO‘ 290 Bag,

Then we multiply the differences A%’,I — A% by an interpolation parameter s, Taylor
expand to first order, decompose the remainder term as a sum over j»J # 1 and
iterating, with £, and E; joined together, and iterate.
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In both strategies expansion (V.6) (iterated at most five times) has to be used on
C, to complete the argument, together with the good spatial decrease (A.29) of the
homothetic propagator in a fixed background field.

Remark that we could have used more complicated formulas which at once perform
the decoupling of the small field regions and the large field regions, hence gathered
subsections A) and B) into a single step, but we think it is easier to understand this
complicated construction in successive stages.

C) Horizontal Decoupling

At this stage we have factorized the connected large field regions from one another
and from the small field region. For each slice ¢ = g, ..., 1, it remains to perform
an ordinary cluster expansion between all boxes in the small field region with
respect to the Gaussian measures with propagators C,, as prepared in the previous
subsections. This is done 4 la Brydges-Battle-Federbush [R]. A key requirement for
such an expansion is to preserve positivity of the underlying quadratic form. We
have to perform both an ordinary cluster expansion in the small field region, using
the propagator C; in (V.8), for which expansion (V.6), iterated at most five times,
allows good spatial decrease [see (A.29)]. The positivity requirements are satisfied
because of the symmetry of the expansion step (V.6).

Recall also that in each large field region F, we must combine the measure
C; = (A%)~! on the field A, with the p3 piece in (IV.11) to reconstruct a propagator
with which we can contract the fields produced in the large field expansion (I1.25),
as required in Lemma II.1.

D) Vertical Decoupling

We need to perform an inductive decoupling of the various momentum slices. There
are several facts to consider. First there are interactions which are dominable, but
couple different momentum slices. A typical interaction of such a type is a term like
[A, A][B, B], where A is a high momentum field of slice 7 and B a low momentum
field of slice j. These interactions are treated as regular dominable interactions of
the ¢; type. This means that a parameter ¢, is introduced for each box A and an
expansion to fifth order is performed in each of these parameters in the standard
manner explained in [R]. We should not repeat the corresponding details here.

Some new features however require more explanations. The existence of rectan-
gular anisotropic boxes (the double valuedness of the momentum indices j = (¢, @))
should not confuse the reader. As explained in Sect. II, the small field boxes, in which
the propagator is isotropic, are themselves isotropic, except when they have a large
field ancestor of same index ¢ and lower index «. In this case we perform the vertical
expansion also for the p, slices, which means that a parameter is introduced which
tests the coupling, at fixed ¢, between the p, frequencies larger and smaller than a.
This vertical piece of the expansion should be thought of really as an auxiliary one,
however, because we show in Sect. VII that it is superrenormalizable.

The vertical expansion between large field boxes is similar, except that here like
in the horizontal expansion we must first consider that neighboring boxes in index
space, one contained into the other, are automatically linked. In this way the necessary
vertical expansion to decouple large field regions one from another will give summable



Construction of Y M, with Infrared Cutoff 365

links plus small factors for the same reason as in the horizontal case, namely because
the vertical distance is at least some large constant.

The background dependence of the Gaussian measure, which still couples small
field regions to large field regions of smaller frequency, is also a new feature and
requires a vertical decoupling.

The main remark here is to consider that in the vertical decoupling, the parameter

t 5 is introduced in the Gaussian measure with propagator A which we constructed

. . . B
in the previous subsections, but not in the determinant which corresponds to the

normalization of this measure, and also not in the non-dominable part of the Fadeev-
Popov determinant. These determinants (or more precisely the effective potential
extracted from them) are associated to the normalization of the corresponding large
field regions. This is because if we were to develop these determinants which precisely
contain the non-dominable piece of the interaction, domination by the A\*B* in term
in the small field boxes would give a large product of terms of order 1, not bounded
by the single small factors associated to the large field box; alternatively domination
in the large field box would cost a factorial not summable.

This problem forces us to attribute the corresponding normalization to the large
field regions considered and to bound it with a special argument in Sect. VI. For
the normalized background dependent Gaussian measure, there is no such problem,
because the corresponding propagators hit ordinary dominable vertices which provide
the necessary coupling constants, hence the necessary small factors.

We have to define the ¢ , interpolation that we introduce on the explicit propagators
created by the previous expansion steps (in particular the horizontal cluster expansion).

Finally we should explain the modifications introduced by the use of the slices
(V.2) around Bl’ (the decomposition with the cutoffs (V.2)). The reader should not
consider that these slices are new momentum slices but rather that they replace former
slices. In the vertical expansion we introduce therefore also a dependence in ¢ 4, in the
corresponding cutoffs, that is we write, if the ancestor of A’ is the large field box A:

l/

L
K=y RY gy Jeg=t (V.13)
m=Il+1 '
. —/ .
where KTA’BZI,A restricts |p, — At o/ (B] ). €| to be of order M™. In this way the

parameter ¢ 4, interpolates smoothly between the translated slices at ¢ = 1 and the
ordinary slices at ¢t = 0.

In the usual way we perform for each box A a fifth order Taylor expansion in
t 5. Each derivative creates at least one badly localized low momentum field. The
connected objects which have at most four such low momentum legs, hence which
need renormalization are in this way necessarily decoupled terms at ¢ , = 0.

E) The Renormalization and the Flow of the Effective Coupling Constant

To simplify the notations we now call B(A) or sometimes simply B the averaged
field called previously B; 4.

After the horizontal and vertical decoupling has been performed at a given scale,
one is in a position to renormalize the divergent two and four point contributions.
This requires first a Mayer expansion in order to render these contributions translation-
invariant. For the details of such a Mayer expansion we refer to [R]. Once the divergent
contributions are free from hardcore constraints they can be cancelled by counterterms
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of the desired form. These counterterms in turn generate a flow for the coupling
constant of the theory which is the one of an asymptotically free theory such as the
Gross-Neveu model in two dimensions and treated in the same way [FMRS2, R]. In
this way the ansatz (II.11) is justified. The effective constants A; at scale ¢ are shown
in the standard way to be very close to the simplified effective couplings given by
formula (II.12), since the true flow corresponds really to a bounded flow for the
constant C' in (II.11). Remark that to control the flow we are not forced to construct
the correct § function (which would contain renormalons); as explained e.g. in [R]
it is enough to get the two first terms correctly, plus a uniform bound of the correct
order on the rest, which remains expressed in terms of the effective couplings.
Remark also that we have to distinguish from the rest the case of the normalization
determinant corresponding to the background dependent Gaussian measure and the
non-dominable part of the Fadeev-Popov determinant. Because these determinants are
not expanded in the vertical expansion but directly associated to the corresponding
large field regions, we do not have a complete cancellation between the background
field counterterms and the corresponding polymers with two or four background field
external legs. One could believe that the not-cancelled counterterms together with the
determinants simply form subtracted determinants of the det, type. We recall that

K2 K3 K*

det,(1+ K) < det(1 + K)e "2 754 (V.14)

But to our surprise this turned out not to be true. The non-dominable part of the
Fadeev-Popov determinant plus the corresponding uncancelled counterterms gives
indeed a det,. But because counterterms are gauge dependent and the background field
gauge does not coincide with the ordinary gauge where the small field flows (hence
the counterterms) are computed, it appears a difference between the normalization
determinant plus the counterterms, det™'/* Afgmothetic ¢cCT(E) and det, 1/2 Algmotetic,
This difference is computed in detail in the next section, and plays a crucial réle in
the final bound on the large field regions.

The only special difficulty in this case has to do with the fact that the flow keeps
the structure of the theory unchanged. In the standard textbooks about perturbative
renormalization of gauge theories such as [IZ] one proves that the renormalization
group flow keeps the effective interaction of the theory of the Yang-Mills form but
with a running coupling constant. This is usually done in perturbation theory using
dimensional regularization. In our case this fact will also be true, provided we take
into acount the flow of our gauge-restoring counterterms in A*A*, because our cutoff
is not gauge invariant and is used at every scale with the same shape to construct the
new cutoff of the effective theory. This has really to be done only at the one loop
order for the \*A* term, but concerning the relevant mass operator, the value of the
mass counterterm has to be fixed exactly by a fixed point method (as is done e.g. for
the critical value of the mass in infrared ¢} [R]).

Remark however that if we consider the renormalization group flow of non-abelian
gauge theories in an ordinary gauge, there is usually both coupling constant and
wave function renormalization. This makes the discussion of the normalization of the
Gaussian measure in the background field much less transparent. We prefer to use the
homothetic gauge in which there is almost no or no wave function renormalization
(depending on whether one wants a completely explicit formula for this gauge, or
one is satisfied with the solution of an implicit function theorem). This is a technical
trick which could presumably be circumvented by a more complicated analysis but it
is very convenient in this respect.
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F) The Effective Potential

It remains now to prepare the theory in order to compute effectively the normalization
of the background dependent Gaussian measure and of the Fadeev-Popov determinant
which have to be attributed to the large field regions. In order to do this we use the
effective potential method [BG, MS, dCMSdV]. This means that for a given large
field box we want to introduce specific boundary conditions so that we can compute
explicitly the functional integral over the associated small field region.

This in turn requires to create some gap between the size of the large field cube
A which we suppose of index j = (4, &) and the frequencies of the fields in the small
field region whose functional integration gives the dressing factor. We have to recall
that the boxes are rectangular rather than cubic. We have to distinguish two cases:
— if both p, and § are large compared to the respective scales M and M* of the
large field box A (i.e. |p] > M*™1% and |p,| > M*+1%), there is no problem with the
boundary conditions. As in the usual effective potential method, the boundary effects
are negligible compared to the functional integral in the whole volume A.
— if p, or ' are small, we can use a rough bound such as

|det(1 + K)| < e(l/Z)Tr(K+K*+K,K*) (V.15)

on the corresponding determinants; since the corresponding momentum integrals are
unbounded either in three or one dimensions, the resulting bound in A\?B? is either
linearly divergent or convergent. We can add it to the quadratically divergent A\? B>
term computed in Sect. III, and bound the total by increasing slightly the coefficient of
this term. In Sect. VI it is shown that this term is controlled by the effective potential
generated by the dressing factor.

This effective potential method (up to small error terms) yields in each large field
box A a determinant of the operator AlgToeM, combined with the non-dominable
part of the Fadeev-Popov determinant; we have to compare it to the normalization
of a small field box in which the Gaussian measure is the one obtained with the
usual homothetic gauge covariance; this is exactly the same determinant but in which
B(A) = 0. Similarly the Fadeev-Popov determinant has to be divided by the Fadeev-
Popov determinant at B(A) = 0. The reader should indeed keep in mind that the
typical case is (a posteriori, after all estimates have been performed) ELFR = (), in
which case the covariance of the A field (which is then equal to the full A" field)
is simply 1/p*(8,,, — (1= ¢ p,p, /p?), the homothetic gauge covariance (up to the
small “fake” term \*p? which can be recombined with the corresponding counterterm
in (VL1).

To this determinant we have to add the effective action for a constant B field
which reduces to the e~ = e~>[B:B term in e~F". Finally as mentioned in the
previous subsection we have to add to this term the uncancelled pieces of the B-
dependent counterterms. Returning to Sect. III, Eq. (III.1), we remark that the terms
with derivatives of B cancel in the effective potential computation. We have therefore
to consider only the terms in B?%, B* and [B, B]®. The uncancelled piece of the
M[B, B]? counterterm is a small correction to the action term in A2[B, B]?, and we
do not need to compute it precisely. But the B?> and B* terms are crucial. Using
Sect. III the reader can check that at one loop the totality of these counterterms is
uncancelled because the graphs G|, G,, G5, G4, G}, G5, and G} only contain vertices
of the non-dominable type [A, B]. Therefore in the effective potential the full value
of these counterterms has to be included.
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The conclusion of this analysis is that we have to bound the product of these
counterterms, of an e~*"1B-BY and of a quotient of properly normalized determinants
in which the background field is a constant and there are e.g. periodic boundary
conditions on the operator in the determinant; the proper normalization means simply
that at B(A) = 0 this quotient of determinants is simply 1. The precise form of this
factor is written down in the next section [Eq. (VL.1)].

To obtain a non-perturbative bound on this object is one of the main points of this
paper and is explained in detail in Sect. VI. Again the solution ultimately depends of
a correct choice of the ultraviolet cutoff function.

VI. The Main Stability Estimate for a Large Field Region

In this section we prove that the non-trivial factor associated to the large field regions
which come from the B dependent gauge fixing and functional integration in the
associated small field regions can be bounded uniformly in B by 1, if the ultraviolet
cutoff is of a certain stabilizing shape. This result (a kind of non-perturbative stability)
is at the core of our whole analysis.

We have to consider the small field functional integral associated to the normaliza-
tion of a unit of the large field domain such as a fixed cube A of D, As explained
in the preceding section, we can compute this normalization in the case of a constant
background field B(A) = B and of e.g. periodic boundary conditions (the type of
boundary conditions being inessential).

This functional integration is (taking into account the action FMU(B) which for a

constant B reduces to (\*/2) [[B, B]*):
A

det; , A(FP) CTz,a,A—)\z/zi[B,B]z

e dT) VL1
det, , A(BF)1/2 ’ (VLD

gi,a,A(B) =

where A € D" is a cube of scale 4,a, hence of volume |A| = M3~ (at
most A~ M ~*); det, , A(BF) means the determinant with the appropriate cutoffs
corresponding to our Background dependent measure on the small field region
associated to A; it has infrared cutoff of the type x'(p) K% (py) and ultraviolet cutoff
given by the exact shape of the small field domain associated to A; this domain in the
typical case of an isolated large field cube corresponds to an integral over momenta
with the ultraviolet cutoff x2(p) of scale g. As explained in Sect. V, the case of more
complicated large field domains reduce to this case. Finally CT; , , is the associated

set of counterterms (which contains a positive, potentially dangerous B? counterterm
and a B* counterterm, which thanks to our choice of ultraviolet cutoff is negative
and stabilizing); the exact value of these counterterms depends on the precise shape
of the ultraviolet cutoff, and in particular of the parameter n in (I1.14).

Similarly det; , 5(FP) is the background dependent determinant corresponding to
the integration over the ghosts in the small field region associated to A; it is equal to
an ordinary Fadeev-Popov determinant.

More precisely, if we rewrite the cutoff simply as x(p?) and take into account our
form of the cutoff and the normalization at B = 0, we have a twelve by twelve matrix
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BF in su(2) ® R* space (we forget to put the su(2) indices):

BF =5, +’{(p)

2 —1 papu 2
x [— (D%, — (1~ c>GuDa><6w +(¢" - 1)—102—) -p %} (VL)
where repeated indices are summed, and
- Z DuDu

[pzéab +2ip,E g ABS + N BLBGS (1 — 8,.) — N BLBY(1 = 6,,)], (V1.3)

Similarly the Fadeev-Popov operator (normalized at B = 0) is a three by three
matrix in su(2) space:

FP—1+K—(p){ Z H—pz]. (V1.4)

Using the Euclidean and global SU(2) symmetry and the fact that B, = O (because
of the axial gauge), we can explore completely the function g, , o by considering

a field B w1th only two non-zero components Bl = z/X\ and B2 = y/A. Then
N B? = 22 + y? and \*[B, B]? = 2%y°. The function Yr0.A becomes a symmetric
function of z and y. We are going to prove the following’ umform estimate:

Lemma VIL.1. For a sufficiently wide ultraviolet cutoff (in the sense of the parameter
1 in (I11.14) being small) we have:

Gan@y) < 1. (VL5)

We are going to compute this function g, , o as the exponential of an action
integrated over A, and prove that this action is always negative. Let us stress that a
constant bound such as O(1) M* on this action would not be sufficient because the
volume of the cube can be as large as A™' M ~* if « is quite small compared to i,
and the small factor gained from the positivity of the axial gauge for such a cube is
. - -1
ine* ", notin e .

We wrlte P = Ky, a(pz)/ p~. It is convenient to define Pu such that D = zP (in
Fourier space). With' these conventions we have in su(2) space:

P, 0 0 ps 0 0
Pob=10 p, 0|, P=|0 p 0],
0 0 p 0 0 p
0 > (VL6)
p; O 0 p, 0 1y
P={0 p -z}, P= 0 p O
0 @ p -y 0 p,
The Fadeev-Popov operator Kpp = —0-D =3 "p, P, is
"

P’ 0 ipy
Kpp = 0 p*  —ipz | . (VL7)
—ipyy ipx P
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The hermitian matrix —D? = P? is

p? + 12 0 2ip,y
-D*=P = 0 PP a2 2ipx . (VL.8)
—2ip,y  2ip|x p2 + 22+ y2

The twelve by twelve matrix BF' that has to be computed in the general case
¢ # 1 is decomposed into a four by four matrix of three by there su(2) blocks:

BF =6,, + {(ngug ~(1-QP,P)

=0u 1+ ¥+ 9§ =5~V +yW, , (VL9)
where
y? 0 2ip,y
U=P —p*= 0 2?2 2ipx |, (VI.10)
~2ipyy  2ipyx 3?4 y?
(1/¢ =Dy 0 (/¢ = Qipyy
V= 0 (1/¢-Da?  —(1/¢—Qipz |, (VLD
—(1/¢ = Qipyy  (1/¢=Qipz (1/¢ =D (@ +y?)
and

WOO = W03 = W30 = W33 = O, (VIIZa)
0 0 0
Wo=Wie=—-0-010 0 —ipeT | (VL.12b)
0 ipyx 0
0 0 ipy
Wop =Wy =—-010-0 0 0O 0 , (VI.12¢)
—ipoy 0 0
0O 0 0
Wia=W;=-10-10 0 —ipyT |, (VI.12d)
0 ipyx 0
0 0 ipyy
Wy =W, =—0-0) 0 0O O , (VL.12e)
—ipy 0 0
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0
(1= pipy
Wu = i ¢ pz
0
0 0
o[ =0P J . .
. { L hia-g ipye(¢ — 1/0) o
1 — 2 2
ipya(C — 1/0) -xZ[( Io g
¢ p
0
(1-¢)? p} ]
DS VAN S
W= J;y{ q P ( <
ipy(1 = Q)
0 —ipy(1 — Q)
1-0*pp .
“sz# —ippa(l — 1/Q) , (VL.12g)
‘ (1-¢?
R e
=0 iy
¢ P
W, = 0
—ipy(1 —1/¢)
1— 2 2
scy[( CO %+(1~C)J (1~ 1/0)
0 ipyz(1 — () , (VL.12h)
1— 2
cipa -0 O R
1— 2 2
{15240
Wy = 0
—ip,y(¢ — 1/0)
1— 2
oy S0 i ia0(C ~ 1/0)
0 0 , (VI.12i)
(1-0%p3
0 —q? | —2 P2 (]
(0 - +(1-0
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Similarly we can compute the three by three matrix FP:

1 0 1Whpyy
FP = | + (Kpp — p*) = 0 1 —ipz | . (VI.13)

—1Ypyy  1YpyT 1

Remark that all these matrices are homogeneous. We introduce the variables
u=p*’M~2, § and ¢ such that p? = uM? cos®§ and p} = uM? sin’ § cos? ¢. Then
d*p is proportional to M*udu sin” 0 sin ¢pdfdp. We represent the effect of the infrared
and ultraviolet cutoffs by the cutoff , ,(p) = K, ,(P*M ™) = Ki(w), k = 0 —i.
Indeed we can limit ourselves to the case where « takes its minimum value, in which
case there is no particular cutoff on the value of p,; as explained in Sect. V, other
cases are similar.

We can suppose that y < z, since the function g, , 4 is symmetric in z and y. We
put v =p?/z* = uM? /22, B = K (u)/v = 2 M ¥k, (u)/u (B is a function of k, u
and x), K = K, (u) and y = tz, t € [0, 1].

Remark that |A|M** = M*~“, With these notations we can compute explicitly
the three by three determinant (VI.13) and in principle the twelve by twelve
determinant (VI.9) and we find (forgetting the commutator [B, BJ? in (VL1), which
is positive and plays no rdle anyway):

+0o0

+m +7
91.0,4(T,Y) = g;, (T, 1) = exp (IAlM‘” ([ / udu(2/m) / sin? 0do(1/2) / sin ¢pd¢p
0 0 0
x In|1 — Br[cos? 6 + t2 sin? O cos® ¢]|

—(1/2)In(1 + BP(B, k,t,cos8,sin ¢, , 1/C))

+oo

/ udu(B/2)[6(1 4 (1/¢ — 1)/4) — k(4 +3(1/¢ = 1)/2)] (1 + %)

0

_|._

+o0
- { / udu(B*/24)[(36 + 18(1/¢ — 1)+ 7.5(1/¢ — 1)?)
0
— K90 +45(1/¢ — 1) + 15(1/¢ — 1> + k2(54 +27(1/¢ — 1)

+7.5(1/¢ - 1)H1A +t2)2D>, (VL.14)

where P is a polynomial in all the variables listed, whose explicit computation requires
the evaluation of the twelve by twelve determinant (VL.9). In the case of the Feynman
gauge ¢ = 1, this determinant simplifies into a three by three determinant to the fourth
power, which is easily computed, and one finds:

(1+ BP(B, k,t,cos8,sin¢,(,1/())
= [[1 4 2801 — 2k(cos? 8 + t* sin® 6 cos® ¢)) + %]
+ B2 — B + 3 — 4k(cos® 6 + sin O cos® @) + B2(1 + tH]I*.  (VI15)
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Remark that the relative normalization of the terms and the counterterms in (VI.14)
is crucial for what follows. To check that this relative normalization is correct the
reader should check that the mass term (in 27) which comes from the Fadeev-Popov
determinant in (VI1.14) agrees with the mass counterterm from the same Fadeev-Popov

+f°oudu([3’/2)(n/2)(l+t2)
determinant computed in Sect. III, which is the piece e 0 in the total
mass counterterm

+oo
J udu(B/2)16(1+(1/¢—D/H—r((9/2)+6(1/C—1)/H)+k/2) (1+t7)
e (VL.16)

as computed in Sect. IIl. Also the quartic term coming from the Fadeev-Popov
determinant matches the corresponding computation of the graph G, in Sect. III (recall
that the natural normalization in Sect. III of the quadratic counterterm was A%/2 and
of the quartic counterterm was A* /24, see (IIL.1)).

In the general case we do not attempt the computation of P, but we compute only
the integral over 8 and ¢ of its first order term in G which is much more accessible.
It can be done by tracing the twelve by twelve matrix (VI.9) and its square, which is
much easier than computing the determinant. Equivalently one can perform a graphical
computation; one finds the same graphs as in Sect. III (remember that they have the
opposite sign of the counterterms in (V1.14)), plus additional pieces which come from
the new vertex (¢/2) [(P - A)> — (p - A)?] which is due to our background dependent

gauge fixing. This new vertex is (¢/2) (2¢ 5 BYAGD, AL + € oy o BLAS BY AL,
hence we obtain additional graphs G and G% analogous to G and G). After a
straightforward computation, the contribution of G is —2{(1 +(1/¢ — 1)/4) and the
contribution of G% is k(=2 + (3/2)() (beware that in the computation of G’ one
has to add the case with two “new” vertices to the case with one old and one “new”

vertex). Hence adding the contribution of the ordinary graphs G and G} we have

+m +7
[(2/7r)/sin2 0de(1/2) / sin ¢dg — (1/2)In(1 + BP, &, t,cos 0, sin ¢, (,1/())
0 0

=B/ + ) (—6(1 + (1/¢ = 1)/4) = 201+ (1/¢ ~ D/4)
+£[9/2) + (3/2)(1/¢ = 1) =2+ 3/2)¢(D + 0. (VL17)
We will prove Lemma VI.1 using a crude bound which follows form (VI.17)
and the fact that the polynomial P has a fixed number of (in principle) computable
coefficients. But in Appendix A we provide also an explicit computation of (VI.14)
in the tractable case of the Feynman gauge ¢ = 1 which the reader might find
enlightening.
Using the asymptotic expansion (VI.17) near 3 = 0, we find

+m +7
/) / sin® 9df(1/2) / sin ¢de In |1 — Br[cos® O + ° sin 6 cos” ¢]|
0 0

- (1/2) ln(l + /BP(/Q, Ka t» cos 67 Sin ¢a Ca I/C))
+1B/2 161+ (1/¢ = 1)/4) — k(4 +3(1/¢ = /211 + )]
2, 0 B/ + ) [-3¢/2-1/2 - k2~ (3/DO1+ 0. (VL1S)
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If we restrict us to the region 0 < ( < 1, we have
B/ (1 +t)[-3¢/2—1/2— k2 - 3/DO1 < —(B/4) 1 +K) < —(B/4). (VL19)

Now using the fact that , ¢, cos 8, sin ¢, ¢ and (! all vary in compact intervals (for
¢ and ¢! this is because we can restrict us to a small interval centered respectively
around 3/13 or 13/3), and the fact that the logarithms of explicit polynomials in
such as those of (VI.14) are bounded by a constant times 3 at large § (uniform in
K, t,cos 0, sin ¢, and (~' by compactness) it is easy to check the following lemma:

Lemma VIL.2. [f0 < ( <1 there exists two (large. . .) constants K, and K, such that

+7 +7
(2/m) / sin® 8d6(1/2) / sin ¢dpIn |1 — Br[cos? 6 + t* sin®  cos” o]
0 0

— (1/2)In(1 + BP(B, k,t,cos b, sin ¢, (, 1/C))
+ [ / wdu(B2) (601 + (1/C — 1)/4) — vd +3(1/C — /D1 (1 + t2>]

KB if B>(K)™! (V1.20a)
—(B/8) if B< (K. (V1.20b)

We can then complete the proof of Lemma VI.1. Indeed we write (using the fact
that 8 = k/v and 0 < k < 1 and using (I[1.7)):

<
<

g, (x) < exp <|A| (:z“[ / K,Bvdv — [ / vdv(5?/24) [(36 + 18(1/¢ — 1)

<K|
+7.5(1/¢ — 1)*) — k(90 + 45(1/¢ — 1) + 15(1/¢ — 1)?)

+ k¥ (54 4+27(1/¢C — D)+ 7.5(1/¢ — DH1(A + tz)zb)

< exp(|AJ2*[K, K, — | logn|]) < 1 (VL35)

if, again, we choose the parameter 1 in Sect. III sufficiently small so that |logn| >
K, K,. This achieves the proof of the lemma.

VII. The Convergence of the Expansion: Bounds on Error Terms

In this section we summarize the reasons for convergence of our expansion.

We have to give a rough description of the polymers which, at a given stage of the
expansion, have to be summed for the Mayer expansion to converge. We know that
in this type of expansion convergence follows if in the amplitudes of the polymers
there is an adjustable small constant per box (such as A), and if furthermore we can
resum all the polymers containing a fixed box.

The small constant per box is the easiest part to check. The case of empty small
field boxes is taken into account by the normalization. A small field box which is
not empty must contain some explicit vertex or error term, which by inspection is
small. The large field boxes are small because of the Lemmall.1 corrected by the
computation to the previous section which justifies the existence of an associated
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small factor. But we must check that given some fixed box we can perform the sum
over all the boxes linked to it by previous horizontal, vertical or Mayer expansions
using the decay of the corresponding links. The structure of these sums is basically
similar to the case considered in [R] with one most notable exception, the existence
of various lattices with anisotropic shapes. Therefore we focus first on explaining the
convergence of this new feature. More precisely let us explain why at fixed value of
t the vertical expansion in «, the index labeling the slices for pj, is convergent.

Let us consider the small field propagator in a slice of index j = {i,a}. From
the point of view of power counting the homothetic gauge is similar to the Feynman
gauge, hence to simplify notations let us pretend the small field propagator to be
simply 1/p?. The same propagator in the slice j would then be C7 = k7 (p)/p?. It
satisfies the estimate

‘ . 1 1 7
C(x — < K M'"M* . VII.1
- =k, <1+(330_yolMa 1+(f—ﬁ(Ml) VILD

for some large integer q.

The power counting of the worse vertex (which is a trilinear vertex with derivative
coupling A20A rather than a quartic A* vertex) integrated in a box of DV is
M MG/ ete) pr=3iza — pr=G=a)/2 This vertex is equipped with one factor \.
However by parity a single such vertex vanishes. Therefore we have at least two such
vertices, which means the same power counting as a single quartic vertex (of power
counting M2+ pf=3i—a — N\~=G=) with coupling 2.

Since the smallest value of the index « at 4 fixed is v ;, such that M/ ~¢=min) <
A~! (see 11.21a-b), we conclude that in the vertical expansion any contribution of
scale « to attached to a box of scale o/, with ¢, < @’ < a can be resummed in

the box of scale o’ (which contains M a=a’ poxes of scale «) using one coupling

constant A < M ~(0‘*0‘/); furthermore there remains a small factor of size at least \.
Finally there remains a factor at least M ~“~% which means that the sum over o
can be performed and that in fact most of the sum comes from the case o = 4. This
confirms the auxiliary nature of this expansion. We have to perform it because we
had to keep the decomposition of the isotropic small field propagator into anisotropic
scales in the case of relevant small field boxes in the sense of Sect. IIb. Otherwise we
would not have the right spatial decay in the z, direction (this is due to the fact that
in the domain of a large field box the small field cutoffs is limited by the ancestor of
the small field boxes). However we see that the main small field contribution comes
really from the case 7 = ¢, so this decomposition is not very important.

The other types of links are either horizontal between small field boxes, in which
case we have enough spatial decay to resum these links, or vertical links; in the case

of five or more legs (t , # 0) power counting provides the necessary factor A ~5/:=7'l

to resum a box of scale ¢ among the M*/i~¥| boxes of scale i contained in a box
of scale i'. In the case of two and four point functions, renormalization performs the
same task in the usual way.

We have also a new type of links if we compare to the multiscale expansion of [R]
which are the “proximity” links, both in the vertical and horizontal directions between
large field boxes (and the associated “protection corridors” introduced previously). All
these links extend only to a bounded distance, independent of A. It is possible to resum
over such links (which costs only a factor independent of \) using a piece of the small

factors O(e* ") associated to the large field regions (see I1.28).
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We have to check that the functional integral over v can be performed. In
particular, one problem which might worry the reader is that our use of polynomial
approximations to the true gauge transformations might forbid us from doing exact
computations at all orders in perturbations theory. Strictly speaking this is correct,
but as explained already we need only to perform, e.g. for the flow of the coupling
constant, one and two loop computations, and to show that the remainders are of the
next order. Since A gives vertices small only as \'/2, it is not, strictly speaking,
adapted to this problem. But we can replace everywhere in Sect. Il A7 by e.g. A”'!,
and still control all the integrals in the same way, using the fact that the factor NV
in (I1.36-40) can be made arbitrarily large; the resulting formulas are simply more
complicated ’.

In the small field region the bounds we use are similar to the case of the infrared ¢
critical theory (see [FMRS1, R]); remark however that for the “domination” process,
we have to use the small field conditio e~ F4 in (I1.25), which costs a factor Al/2+e
per field, rather than the A*A* term (which would cost one full \). In this way a
vertex such as )\2[A>A]2 with the worst case of three badly localized legs has still
a small factor of order A1/2+¢1 because it has at least one well localized leg, and if
this well localized leg is a small field A’, its Gaussian integration does not cost any
fraction of A.

At this point the attentive reader may ask what happens if this well localized leg
is of the large field type. More generally why do the vertical couplings between high
momentum large field regions and lower momentum small field regions also lead to
small factors? For instance a vertex such as A[B?, Ai’] with i’ < 4, using the \*B*
term for domination of the B field seems to eat up the factor A, hence to lead to
no small factor. This is not true because the vertical corridor that we decided to
include can be made much bigger in the direction of lower frequencies than of higher
frequencies. Indeed there are M* boxes of the next higher frequency in a typical cubic
box, which in practice limit us to consider corridor of bounded width (independent of
M) in the vertical direction upwards. But there is only one box which contains a box in
the next lower frequency. If we take into account the fact that we have a small factor
of order e~ " in a large field box of scale i, we can include all the boxes which
contain it until frequency i’ = 7 — K|log A| in the protection corridor (K being a large
constant), and still attribute a small factor of similar order (with ¢ slightly smaller) to
all these boxes. It is then true that the integration of the well localized B’ field using
e.g. the \*B* terms eats up the coupling constants, but this is more than compensated
by the fact that if we dominate the A" field using the small field condition we gain a
small factor M ~X11°8 Al which comes from writing M? < MM ~K!1e X This factor

is by itself a very large power of A so the corresponding terms are indeed extremely
small.

VIII. Slavnov Identities

Slavnov identities can be used in a perturbative gauge such as the Feynman or Landau
gauge to check the necessary relations which ensure order by order that up to a
rescaling of A (wave function renormalization) there is only a coupling constant

7 Tt is_presumably even possible to use the true gauge transformations A7-°° in our change of gauge
formulas (I1.36-40) but it is less clear how to define an adequate analogue of the protection term in
this case
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renormalization (perturbative renormalizability of the model). These identities can be
expressed in terms of the Schwinger functions of the theory, but in this form they
were of course up to now true only in the sense of formal power series.

Our bare ansatz is written for a theory with field A satisfying an axial gauge
condition, hence the Slavnov identities that we have to check are the identities
adapted to this condition. However one can also reexpress these identities in terms
of the small field A’; one would then prove the usual identities in the perturbative
homothetic gauge, up to a remainder which is not O but which vanishes to any order
in perturbation theory, and which corresponds to the large field regions in which the
field has been kept in the axial gauge. These identities are those used in the preceding
sections at order 3 in perturbation theory to control the renormalization group flow
of the coupling constant.

To derive the exact form of Slavnov identities in the axial gauge, one introduces
the generating functional for the theory with gauge condition A, = 0. Formally we
can write this functional as:

W(J) = (e 14T A5(A)) = (e 4) (VIIL1)

where the first expectation value is with respect to the formal Lebesgue measure,
and the second one is the expectation value in the axial gauge constructed by the

ax

limit process described above. The A field can be though of as the corresponding —

functional derivation. Then in (VIIL.1) we perform a change of variables A — A+D~;
by (infinitesimal) gauge invariance, there is no first order dependence in -y, which gives
the “Ward” or “Slavnov” equation:

J% (2) D% () — a =5 A%, - D2 9 e AY  =0. (VIIL2)
™ OO s

0
Integrating by parts and taking into account the fact that A, D, = A, , 9 we can
rewrite this identity simply as: r

0 o\’
<<an(x)Dgf(x)— [W Ab (x )} ( ) )eJ'A> =0. (VIIL3)

This identity gives rise to a hierarchy of identities with any number N of external
sources. For instance the two point function identity is obtained by applying one

6
functional derivative 57 (y) to (VII.3) and is simply (exchanging the names of x
and y);

2
<A“ () {—8— Ab (y)} ( 0 ) > = 5ab5(z—y)8yim. (VIIL4)

We should of course understand this identity as applied to two test functions of x
and y.
Similarly we can write e.g. an identity involving N point functions:

N—1 N—-1
<Z< H A%J(Ij)> Draﬁzbamz_y)

=l Nj=1

Nﬁ' o 8 \>
- 11 4%, @) {—; An(y)} (——) > =0. (VIILS)
]:1 ! ay ayo ax
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For a theory with a fixed infrared-cutoff of a given type, the linear term in -y for
a gauge transformation A — A + Dy receives a contribution from the presence in
(VIIL.1) of the cutoff. This leads to correction terms in the Slavnov identities. For
example Eq. (VIIL.5) takes the form

N-1 N-1
<Z ( 11 Aﬁi{]uj)) Dy%6(z; — y)

=1 7=1,j#i
N-1 . P 5 5
— J];Il An’{j(xj) [% AZ(Z!)] (@) >M = EN({fj}), (VIIL6)

where E,; can be computed for any given infrared cutoff. If this cutoff is a finite
compact box with some kind of boundary conditions, we see that F, can be
interpreted as a boundary term, because the gauge invariance is exact inside the
box.

The identities (VIIL.6) are those that we are going to check in the limit p — oo. In
order to prove them we write first approximate identities which are satisfied for the
theory with cutoffs (both infrared and ultraviolet) and gauge restoring counterterms.
These identities take the form of equality between the left-hand side of (VIIL.6)
where (.),, is replaced by (.),, .. the normalized functional integral of our theory
with cutoff and a right-hand side which is no longer E, but E, + §,(0) because
of the effects 05 of the gauge transformation A — A 4 D~ on the ultraviolet
cutoff and on the gauge restoring counterterms. When o — oo, the left-hand side,
made of normalized Schwinger functions with cutoff p, by definition tends to the
same Schwinger functions without ultraviolet cutoff that we have constructed. Our
expansion proves that in the right-hand side the error term 6 (o) tends to zero, because
it is made of contributions tied to the ultraviolet cutoff.

This achieves our sketch of proof of the main statement in the introduction.

Appendix 1

In this appendix we provide some explicit bounds and computations of the determi-
nants considered in Sect. VI in the simpler case of the Feynman gauge ( = 1.

We start by a warm up: the case ¢ = 0. The integral over ¢ is then trivial and we
have to compute:

gk(a:):exp(l/2)/ <x4 /vdv {(4/7r)/sin2 0do
A 0

x In|1 — Brcos® O] — 2In(1 + 26 — 46k cos® § + [7)

—cxt + [w4 / 86 — 4m]uduD . (A.1)

We perform first at fixed § and k, hence fixed v, the angular integral over 6. In
order to simplify slightly the computation we remark first that we have the rigorous
inequality (since 0 < k < 1):

—21In(1 4+ 28 — 4Bk cos> 6 + %) < —21In(1 — 23 cos 26 + 7). (A.2)
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Using this inequality, we can simply compute:

G(B) = (4/7) / sin® @dfIn |1 — Brcos® 0] — 2In(1 — 2Bcos20 + 5%).  (A.3)
0

To study G when [ varies we can e.g. differentiate once again, so that the 0
integration can be performed by elementary contour integrals. Then we integrate the
result. The outcome is:

_ _ L+ vl-fx
G(B) = -2(1 +1n4) — 48+ 4/(Bk) + 2In(fk) +2In = JT=0n
b—2 2 it g<1
1+VI=0pk 1-+/1=pk -
_ - 41 — k) 1+I=pr Ad
G(B) = —2(1 + In(4/K)) — 61n B + G T2n e (A.4)
2 2 .
Vi E 1ovicgs o 1sAsUs
G(B) = —2(1 +In(4/K)) — 61n 3 + 4(16; W B>1/k.
The function G’ is always negative (remark that G’(0) = —4 — k/2; this value

is critical for the rest of our analysis). Therefore G is always negative (this can also
be checked directly on (A.4)); moreover for 5 < 1 we have G(f) < (—4 — k/2)p.
Therefore, taking into account the fact that fv = x < 1, hence that # > 1 implies
v < 1, and the shape of « chosen in Sect. III:

g,(@) < exp/ <z4<~ c+ / 4Bvdv + / 68vdv
A

k>1/2 k<1/2
- /(4-1— k/2) Budv + /(4+ n/2)6vdv>>
B>1
Sexp/ <x4<—c+9/2+ / 4Bvdv + / 6[vdv — / %dv))
A k>1/2 K<1/2 Kk=1/2
< exp / (@*(—c+9/2) + 2> M* 8 4+ 6/2 — (1/8n)) < 1 (A.5)
A

if we take the parameter 7 in (I1.14) sufficiently small, so that the constant ¢ (which
diverges like |logn)|) is bigger than 9/2 and such that 7 is smaller than 1/88; of course
in (A.5) we assumed a cutoff with the particular shape of Fig. II.1. Many other shapes
will work as well, but it seems that cutoffs which tend very slowly to zero spending
a lot of time between 1/2 and 0 are ruled out by this method.

Let us return to the general case ( = 1 but ¢t # 0.

The third order polynomial in 3 in (VI.15) becomes if we put 7 = t*:

[1+28(1 — 2k(cos® 8 + 7 sin’ @ cos® ¢) + 5°]
+ B7[2 + B(t + 3 — 4k(cos? O + sin® 6 cos® )+ 1+ ]
> [1+ 2801 — 2(cos? @ + 7 sin’ § cos” ¢)) + 32 + 767/4. (A.6)
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If we put s = /7 cos ¢ and w = s%, we have therefore to bound the integral

HB) = (1/2) / /(4/7r) sin c9d6‘ln]1 — Br(cos® 6 + wsin 9)|
_\/_ 0

—21In(1 4+ 28(1 +7/87 — 2cos? 6 — 2wsin’ 0) + 3%). (A7)

The singularity in the logarithm is integrable hence the result is obviously well
defined and real. However to compute it we decide to regularize the singularity in
the logarithm by adding +ic and taking the real part (there are non-trivial imaginary
parts corresponding to the way we avoid the singularity but we can just throw them
away since In|f| = Reln f). Then we derive with respect to 3 and changing to the

variable z = ¢**¥ we have a rational contour integral to compute. It is convenient to
define 3’ = k3. Then one finds:

H(ﬁ)—(1/2)/ (1/2z )?{ —(2—z—1/z)
|2l
X lm}) Reln(4 —4Bkw — Br(l —w) 2 + z + 1/2) + 4ie)

—2In(1 +28(1 +77/8) — Bl — w)
x <2+z+ 1/2) — 4pw + %), (A.8)

—H(ﬁ)—(1/2) / —= kA + BJ, (A.9)

A= (1/2im) f ;(275 —-22-1)
|z]=1
—4wz — (1 —w)QRz+22+1)

X llm Re (4 45/ )Z — 16/(1 _ w) (2Z + ZZ + 1) +4Z€Z (AIO)
B = (1/2im) f _2_2_(22_22 ~
|z]=1
_ (1_w)(3 +1)+2ﬂz—|—77'z/4
X [( )(1-2ﬁw)z—ﬂ(1_w)(zz D+ 3z +7872/4] (A.11)

The first integral, A, has poles at z = 0 and at

2—B'(14+w)+2ie +24/1- 0 — fw+(B)Pw—e+ie(2—f — B’w>
T 51— w)

(A.12)

The pole at z = O for the first piece of the integrand gives a real contribution
equal to
-2

m Q-8 +pw). (A.13)
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When 1 < ' < 1/w the two poles at z, are approximately on the contour of
integration and are approximately complex conjugate; if € is small positive one of the
two poles z, is inside the unit circle and the other outside (the one inside depends
on the convention for the square root, but with the most natural convention it is z,
for 2/(1 +w) < ' < 1/w and z_ for 1 < 3’ < 1/w). However we do not need to
take these residues into account since they become purely imaginary when € goes to
0, hence when we take the real part they disappear.

For 3 < 1 there is the contribution of one real pole inside the unit disk, with

residue /
4(1 —
a-5) . (A.14)
@R = w1 = fw+ (@ Pw
For ' > 1/w there is another pole inside the unit circle with residue:
43 -1
B ) (A.15)

(B2 (1 —w)\/1 = — Bw+ (BPw
Hence
2
A=—01"
(B2 (1 — w)

! 2(1_ﬂ,) . /
X[—2+ﬂ(l_w)+\/(l—ﬂ/)(l—-ﬁ'w)] it /<1, (A.16)
2
A= —c——[-2 (1 — if 1 <1 Al
GGy 2T AWl i 1< < 1w, (A.17)
2
A= —— "
(B (1 —w)
2(1 -5

) (1 — —
X[ O = e T

The term B has a pole at z = 0 giving the contribution

] it 8 >1/w. (A.18)

m(1 — (? =28+ 2pw). (A.19)

Finally there is a pole inside the unit disk at the location

(1= B2+ B7 — /(1 = 2Bw + B + BT)2 — 432(1 + w?)

250 —w) (A.20)
where 7/ = 77 /4, which gives the contribution
) (1=B)*+pr) (01— %)
— ) (A.21)
A1 =w)/(1 =B [(1+ ) —4fw]+ BT/ 2~ 4pw+25? + 1)
Therefore we have
B = ——ﬁZ(l 3 {1 B =206+ 20w
Y N
A =5+ prHA - %) (A22)

VA BRI+ PP —4fw] + Fr'2 — 4w + 282 + Byl
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Adding kA and B we find

2
kA+ B = —ﬂz(l s
e — B — ) — 32 (1 — BrK)
A A TS Ty
_ (1= B>+ )1 - %)
V1 = B2 (1+ B — 4Pw] + B2 — 4Bw + 232 + BT')
if Br<l, (A.23)
2
kA+ B = ﬁ—z(l 9
. [1 —2/k— B —w) — B
B (A= +prH(1 -6
V(L= B2 (1 + B)? — 4Bw] + B2 — 4Bw + 2% + Br')
it 1< fr<1/w, (A.24)
2
kA+ B = ——ﬂz(l %)
_ _ N g 2(1 — Bk)
B N (T ()
B (1= B+ )1 - 5%
VL= P21+ ) — 4Bw] + B7'(1 — 4fw + 22 + B7')
if Br>1/w. (A.25)
If we use this explicit computation to expand the function — H (B) near 8 =0
we find that it behaves as dp
(1/2) / N
X ((5/4) (=1 = 2w+ 3w?) — 2+ 8w — 6w? — 27(1 — w))
=—4-31—(k/D(A+T), (A.26)

using the fact that w = s%.

Hence the slope of the function H near 5 = 0 is more negative than when 7 = 0. It
is possible to integrate explicitly the formula for I, but we do not give the expression
here. Using the asymptotic expansion (A.26) near 3 = 0, the fact that 7 varies in the
compact interval [0, 1] and the fact that the derivative of H is bounded by a constant
at large B we can of course always achieve a uniform bound as in Sect. VI. We want
also to derive a bound showing the strict positivity of —Almohetic in 3 constant field
B, unless all the components of B are in the same direction in su(2) space, and p is
then exactly aligned with the corresponding (unique) vector AB. For this we use the
fact that

2 2. 2 2
8,,D* —10/13V,V, > 3/13D%;  6,,p* — 10/13p,p, <23/13p>  (A.27)
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in order to show that the normalized operator (—Ahgmotheticy (_ Abomotheticy=1 " jq
bounded up to a factor (3/23)!2 exactly by the same bound as in the Feynman case
of ordinary Laplacians. In that case we can use the explicit computations above
to establish the necessary bounds. In particular this proves that the determinant of
(— Abgmotheticy (_ Ahomotheticy =1 i bounded away from 0 up to a constant factor by the
bound (A.6). The only zeroes of the right-hand side of (A.6)

([1 4 26Q1 — 2(cos? 6 + 7 sin” 6 cos? ¢)) + 3% + 167 /4) (A.28)

occur for 7 = 0, § = 1 and 6 = 0, which correspond to the announced case of
all components of B aligned in su(2) space (since 7 = 0) and B aligned with the
momentum p (5 = 1,0 = 0). We can consider that for a fixed B (with approximate
alignment of all components in su(2) space) the zero at p = 0 of the ordinary Laplace
operator p® is simply translated. If we use a cutoff function K as in (V.2) with
correct scaling around this translated zero of the operator (—Amobeicy with constant
background, we obtain the correct polynomial bounds on the spatial decay using
integration by parts on the cutoff function:

‘ 1 a
m _ Ahomothetlc -1 , <K MZm - . A.29
K’B*( B ) (l’ ?J)_ q I—I—Mm|x—y| ( )

It is this decrease which is finally used in the horizontal cluster expansion.
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