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#### Abstract

We consider the equations which describe a stationary motion of a viscous compressible barotropic fluid in a bounded domain in $\mathbb{R}^{3}$ with a free boundary determined by the surface tension. By means of some a priori estimates we prove the existence of rotationally symmetric solutions (in reality with some additional symmetry) for a sufficiently small external force and in the case of rotationally symmetric force and domain (where also we need more symmetry, respectively).


## 1. Introduction

In this paper a free boundary problem for a viscous compressible barotropic fluid is considered. The stationary motion of the fluid in a bounded domain $\Omega \subset \mathbb{R}^{3}$ with a free boundary $S$ is described by the following equations [24]:

$$
\begin{gather*}
\varrho v \nabla v+\nabla p+A v=\varrho f \quad \text { in } \Omega, \\
\operatorname{div}(v \varrho)=0 \quad \text { in } \Omega,  \tag{1.1}\\
v \cdot \bar{n}=0 \quad \text { on } S, \\
T \bar{n}-(\bar{n} T \bar{n}) \bar{n}=0 \quad \text { on } S,
\end{gather*}
$$

where $A v=-\mu \Delta v-v \nabla \operatorname{div} v, v=v(x)$ is the velocity of the fluid, $\varrho=\varrho(x)$ the density $y, p=p(\varrho)$ the pressure (which is a given function of $\varrho$ ), $f=f(x)$ the external force field per unit mass. The viscosity coefficients $\mu$ and $v$ satisfy the thermodynamic restrictions

$$
\begin{equation*}
\mu>0, \quad v \geqq \frac{1}{3} \mu . \tag{1.2}
\end{equation*}
$$

We also use the deformation tensor $T$ with elements

$$
\begin{equation*}
T_{i j}=-p \delta_{i j}+T_{i j}^{\prime}(v), \quad i, j=1,2,3 \tag{1.3}
\end{equation*}
$$

where

$$
\begin{gather*}
T_{i j}^{\prime}(v)=\mu\left(\frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}-\frac{2}{3} \delta_{i j} \operatorname{div} v\right)+\xi \delta_{i j} \operatorname{div} v \quad \text { and }  \tag{1.4}\\
v=\xi+\frac{\mu}{3}, \quad \xi \geqq 0
\end{gather*}
$$

By $\bar{n}$ we denote the unit outward normal vector to $S$, and by $\bar{\tau}$ any unit tangent vector.

The unknown free boundary surface $S$ is determined by the equation

$$
\begin{equation*}
\sigma H=\left.\bar{n} T \bar{n}\right|_{S}+p_{0} \tag{1.5}
\end{equation*}
$$

where $\sigma$ is the coefficient of surface tension and $H$ is the mean curvature of $S$.
By virtue of $(1.1)_{2,3}$ the total mass of the fluid $\left(M=\int_{\Omega} \varrho\right)$ can be assumed a constant and we denote by $\bar{\varrho}=\frac{M}{|\Omega|}(|\Omega| \equiv \operatorname{vol}(\Omega))$ the mean density of the fluid. So, we prescribe the additional condition

$$
\begin{equation*}
\int_{\Omega} \varrho d x=M \tag{1.6}
\end{equation*}
$$

Moreover, in the case of closed surface the following condition must be satisfied (see [11, 13] and [19] Chap. 15):

$$
\begin{equation*}
\int_{S} H n d \sigma=0, \tag{1.7}
\end{equation*}
$$

which by Eqs. (1.1) implies

$$
\begin{equation*}
\int_{\Omega} \varrho f d x=0 . \tag{1.8}
\end{equation*}
$$

In this paper we prove the existence of solutions to a stationary free boundary problem for the motion of a drop of a viscous compressible barotropic fluid. We follow the method of Pukhnachov [34]. Hence the proof is divided into two steps. First, after having found an a priori estimate we prove the existence of solutions to the Navier-Stokes system in a prescribed domain. Next we show the existence of a free surface for given velocity and pressure. Having a priori estimates in Sobolev spaces for solutions of nonlinear Navier-Stokes equations ( $v \in H^{3}, p \in H^{2}$ ) a solution of the free boundary equation has to be found in Sobolev-Slobodetskii spaces ( $H^{7 / 2}$ ).

Let us describe the first step in more detail. To show the solvability in Sobolev spaces for the compressible stationary Navier-Stokes Eqs. (1.1) in a prescribed domain we use the method of Valli [62]. Therefore we need a priori estimates which are obtained by the method of Valli-Zajaczkowski [63] which however needs some extra consideration because in our case $S \in H^{7 / 2}$. Moreover we must have the solvability of the linear Stokes problem (3.1), (3.2) and of the hyperbolic Eq. (2.13). The sketch of the proof of the regularity of solutions to the Stokes problem (3.1), (3.2) was shown to the authors by Solonnikov. The proof is based on the method of Solonnikov-Shchadilov [47]. Since in [47] the boundary is assumed to be of class $C^{3}$, and we need this result for $S \in H^{7 / 2}$, we repeat the relevant considerations to show
that $f \in H^{1}, g \in H^{2}, S \in H^{7 / 2}$ imply $v \in H^{3}, p \in H^{2}$ (Theorem 3.2). Moreover, we prove that $S \in H^{5 / 2}, f \in L_{2}, g \in H^{1}$ imply $v \in H^{2}, p \in H^{1}$ (it is interesting to underline that in the case of the Laplace equation $S \in H^{3 / 2}$ does not imply $v \in H^{2}$, but $S \in H^{5 / 2}$ imply $v \in H^{3}$; see the book by Maz'ya-Shaposhnikova [25]). For the reader's convenience we show the existence of solutions to (3.1), (3.2) in the Appendix.

We prove the existence of solutions of our problem by the method of successive approximations where at each step we need the solvability of the Stokes problem (3.1), (3.2). From Solonnikov-Shchadilov [47] we know that in the case when the domain $\Omega$ is obtained by rotation about some vector $B$, the right-hand side of the Stokes system must be orthogonal to $B \times x$. Because at each step of successive approximations we find a solution and a domain it may happen that the domain has rotational symmetry about $B$. Hence to satisfy the condition of solvability to the Stokes problem we assume the symmetry of the domain and of the right-hand side at each step: so in other words the method of successive approximations is constructed in such a way that the necessary symmetry conditions for solving the Stokes problem (3.1), (3.2) are satisfied. That symmetry implies that the solutions also have the same symmetry and the necessary solvability condition is automatically satisfied.

Note that there is another method of solving the stationary Navier-Stokes compressible equations (see H. Beirao da Veiga [7]) but we do not know how to apply that method to our boundary conditions and for $S \in H^{7 / 2}$.

The hyperbolic Eq. (2.13) was considered in the papers of Beirao da Veiga [7], Friedrichs [17], and Valli [62], but our proof of the existence of solutions of (2.13) needs only that $S \in H^{7 / 2}$ (see Lemma 2.6). Therefore for the reader's convenience, using the uniqueness from [7], we give a simple proof of solvability for this equation in $H^{2}$.

Among the three parameters $M$ (total mass), $\bar{\varrho}=\frac{M}{|\Omega|}$ (mean density) and $|\Omega|=\operatorname{vol}(\Omega)$, only one is arbitrary. Assuming that $M$ is arbitrary we get $\Omega$ from (1.6), because $\varrho$ is a solution of the considered problem, and then the mean density is determined.

Finally, we have to underline that the technical condition $\xi \geqq \frac{2}{3} \mu$ [see (4.6)] must be assumed to prove Lemmas 4.1, 4.2.

Now, we make some comments on the literature concerning free boundary problems for the Navier-Stokes system. In the last fifteen years free boundary problems for Navier-Stokes systems have been intensively studied, starting from papers of Pukhnachov [34-37] who considered the stationary incompressible fluid motion. His method (which was later used by other authors [10-16, 26, 29-32, $38-41,45,49-54]$ ) consists of the following. First, the incompressible fluid motion is considered in a prescribed domain and then a free boundary is found from a surface equation for the given velocity and pressure (these two problems are usually called auxiliary problems). Using the above procedure the solution of the problem is constructed for small data by the method of successive approximations.

A significant part in Pukhnachov's scheme is the investigation of the Stokes system in a prescribed domain. This investigation is based on the theory of general elliptic boundary value problems (see Agmon et al. [1] and Solonnikov [48]) and on the existence and regularity properties for weak solutions of the boundary value
problem (3.1), (3.2) for the Stokes system, which were proved by Solonnikov and Shchadilov [47].

Stationary flows with a free boundary having no contact with a rigid wall (most convenient for mathematical treatment) were considered by Pukhnachov [34-37], Osmolovskii [28], Ladyzhenskaya and Osmolovskii [22], Bemelmans [10-13], Antonovskii [3, 4], Fujita-Yashima [18]. In [10-13, 22, 28, 34-37] the solvability of these problems was established in Hölder spaces.

In the case when a free boundary contacts a rigid wall the pressure and the derivatives of velocity may have singularities at the contact points. The singularities depend on the contact angle $\Theta$ (in the case $\Theta=\Pi / 2$ they vanish). The problem for $\Theta=\Pi / 2$ was solved by Sattinger [41]. For arbitrary $\Theta \in(0, \Pi)$ such problems were considered by Solonnikov [49-53]. In these papers the solvability of stationary incompressible motions in open containers were investigated. The solvability of the considered problems was proved in weighted Hölder spaces.

Some stationary plane noncompact free boundary problems for an incompressible fluid were considered by Pileckas [29-31], Pileckas and Specovius-Neugebauer [32], Solonnikov [54], and Socolescu [43, 44]. The auxiliary problem (solvability of the Stokes and Navier-Stokes systems in a prescribed domain) for a three-dimensional noncompact free boundary problem was considered by Pileckas and Solonnikov [33]. In these papers motions under gravity in open basis where noncompact free boundary surfaces appears were treated. In the above problems weighted Hölder spaces with weights connected with the unboundedness of the domain were used.

Two-fluid stationary free boundary problems were considered by Rivkind [38-40], Bemelmans [10, 14], Erunova [15, 16], and Sokolowskii [45]. In [38-40, 11-13] motions of an incompressible drop with a smooth surface in the second fluid or in the air were investigated. The problem of two incompressible fluids in a container was analysed in [15-16]. In this case the surfaces of fluid have contact with walls of the container and at the contact points the solutions may have singularities. In $[15,40]$ the solvability of this problem was established in weighted Sobolev spaces. In [45] a problem on the common motion of two incompressible fluids down an inclined plane was considered. Note that in this case free boundaries of fluids are noncompact.

Several nonstationary free boundary problems for incompressible fluid were considered by Solonnikov [55-60], Beale [5, 6], Allain [2], and Bemelmans [14]. All these papers dealt with evolution of a finite mass of fluid with smooth free boundaries. Teramoto [61] considered a nonstationary flow with noncompact free boundary down an inclined plane.

Nonstationary flows for compressible fluids were considered by Nishida [27].
The authors do not know of any paper dealing with a free boundary problem for the stationary compressible Navier-Stokes equations.

## 2. Notation and Auxiliary Results

Let $\Omega$ be an arbitrary domain in $\mathbb{R}^{n}$ with boundary $\partial \Omega=S$. We denote by $H^{l}(\Omega)$, $l \geqq 0$, the Sobolev-Slobodetskii function space, endowed with the usual norm
$\left\|\|_{l, \Omega}\right.$, and by $\left|\left.\right|_{p, \Omega}, 1 \leqq p \leqq \infty\right.$, the usual norm in $L_{p}(\Omega)$. Hence, $\|_{\|_{0, \Omega}=| |_{2, \Omega} \text {. The }}$ scalar product in $L_{2}(\Omega)$ is denoted by $(\cdot, \cdot)_{\Omega} . H^{l-1 / 2}(S), l \geqq 1$ an integer, is the space of traces of elements $u \in H^{l}(\Omega)$. The usual norm in $H^{l-1 / 2}(S)$ is denoted by $\left\|\|_{l-1 / 2, s}\right.$. For $l \geqq 1, l$ an integer, define $H_{0}^{l}(\Omega)=\left\{u \in H^{l}(\Omega): \partial^{k} u / \partial n^{k}=0\right.$ on $S, k=0, \ldots, l-1\}$. The same notation will be used for spaces of vector fields defined in $\Omega$ and on $S$. We shall usually omit the subscript $\Omega$ in the above norms if no confusion can arise. Also, the summation convention will be used.

Writing $\partial \Omega=S \in H^{l-1 / 2}$ will mean that $S$ is locally determined by a function $\varphi \in H^{l-1 / 2}$, i. e. for each $b \in S$ there exists a neighbourhood $U_{b} \subset S$ which in some local coordinates $\{y\}$ is given by the equation $y_{n}=\varphi\left(y^{\prime}\right), y^{\prime}=\left(y_{1}, \ldots, y_{n-1}\right) \in \omega_{d}$ $=\left\{y^{\prime}:\left|y_{i}\right|<d, i=1, \ldots, n-1\right\}$, where $y_{k}$ and $x_{l}$ are connected by the relation

$$
y_{k}=\sum_{l=1}^{3} \alpha_{k l}\left(x_{l}-b_{l}\right), \quad \alpha_{3 l}=n_{l}(b)
$$

and $\varphi \in H^{l-1 / 2}\left(\omega_{d}\right)$.
For vectors $u, v \in H^{1}(\Omega)$ let us introduce

$$
\begin{equation*}
E(u, v)=\int_{\Omega}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)\left(\frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}\right) d x . \tag{2.1}
\end{equation*}
$$

We recall that the vectors for which $E(u, u)=0$ form a finite dimensional affine space of vectors such that (see [47])

$$
\begin{equation*}
u=A+B \times x \tag{2.2}
\end{equation*}
$$

where $A, B$ are constant vectors.
We define $\tilde{H}(\Omega)=\{u: E(u, u)<\infty, u \cdot \bar{n}=0$ on $S\}$. If $\Omega$ is a region obtained by rotation about a vector $B$ we denote by $H(\Omega)$ the space of functions in $\tilde{H}(\Omega)$ satisfying the condition

$$
\begin{equation*}
\left(u, u_{0}\right)_{\Omega}=0 \tag{2.3}
\end{equation*}
$$

where $u_{0}=B \times x$; otherwise we set $H(\Omega)=\tilde{H}(\Omega)$ (see [47]).
Lemma 2.1 [47]. Let $S \in H^{7 / 2}$. Then for each $u \in H(\Omega)$,

$$
\begin{equation*}
\|\nabla u\|_{0}^{2} \leqq c E(u, u) \tag{2.4}
\end{equation*}
$$

where $|\nabla u|^{2}=\frac{\partial u_{i}}{\partial x_{j}} \frac{\partial u_{i}}{\partial x_{j}}$.
Note that the proof in [47] is for $S \in C^{2}$, so it suffices to use the embedding $H^{7 / 2}(S) \subset C^{2}(S)$.

Lemma 2.2. For each $u \in H(\Omega)$,

$$
\begin{equation*}
\|u\|_{0}^{2} \leqq c E(u, u) . \tag{2.5}
\end{equation*}
$$

Proof. Using the inequalities

$$
\|u\|_{0, \Omega}^{2} \leqq c\left(\|\nabla u\|_{0, \Omega}^{2}+\|u\|_{0, S}^{2}\right)
$$

(2.4) and (2.7) from [47] gives estimate (2.5).

Note that Lemmas 2.1, 2.2 imply the equivalence of the norms $\|u\|_{1}$ and $E(u, u)^{1 / 2}$ for $u \in H(\Omega)$.

In a bounded domain $\Omega$ (or in $\mathbb{R}_{+}^{3}$ ), consider the following problem:

$$
\begin{array}{cc}
\operatorname{div} u=g & \text { in } \Omega \\
u \cdot \bar{n}=0 & \text { on } S \tag{2.6}
\end{array}
$$

(in the case of $\mathbb{R}_{+}^{3}, S$ is the plane $\left\{x_{3}=0\right\}$ ).
Lemma 2.3. Problem (2.6) has a solution $u \in H(\Omega)$ if one of the following conditions is satisfied:
a) $\Omega=\mathbb{R}_{+}^{3}, g \in L_{2}(\Omega)$.
b) $\Omega$ is a bounded domain with boundary $S \in \operatorname{Lip}, g \in L_{2}(\Omega)$ and

$$
\begin{equation*}
(g, 1)_{\Omega}=0 \tag{2.7}
\end{equation*}
$$

In both cases

$$
\begin{equation*}
\|u\|_{1} \leqq c\|g\|_{0} \tag{2.8}
\end{equation*}
$$

Proof. Let $\varphi$ be the solution of the Neumann problem

$$
\begin{gather*}
\Delta \varphi=g \quad \text { in } \Omega  \tag{2.9}\\
\partial \varphi / \partial n=0 \quad \text { on } S .
\end{gather*}
$$

Then $u=\nabla \varphi$ satisfies (2.6) and one gets (2.8) from the well-known results for problem (2.9).

Remark 2.1. The more complicated case when (2.6) $)_{2}$ is replaced by $\left.u\right|_{S}=0$ was considered in [21], where the solvability and estimate (2.8) were proved for bounded domains $\Omega$ with Lipschitz boundary.

Lemma 2.4. Let $S \in H^{5 / 2}, a \in H^{5 / 2}(S), b \in H^{3 / 2}(S)$. Then these exists a vector field $v \in H^{3}(\Omega)$ such that

$$
\begin{equation*}
v \cdot \bar{n}=a, \quad \bar{\tau} T^{\prime}(v) \bar{n}=b \quad \text { on } S \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\|v\|_{3, \Omega} \leqq c\left(\|a\|_{5 / 2, s}+\|b\|_{3 / 2, s}\right) \tag{2.11}
\end{equation*}
$$

Proof. Note that the boundary conditions (2.10) are invariant with respect to rotation of variables and vectors, i.e. if we use new coordinates $\{y\}$ connected with $\{x\}$ by the relations $y_{k}=\sum_{l=1}^{3} \alpha_{k l} x_{l}, \alpha_{3 l}=n_{l}$, and a new vector $w$ with components $w_{k}=\sum_{l=1}^{3} \alpha_{k l} v_{l}$ we obtain for $w$ the same conditions (2.10). Hence it is sufficient to prove the lemma locally. The general case follows by a partition of unity. Assume that the boundary $S$ in the coordinates $\{y\}$ is given by the equation

$$
y_{3}=\varphi\left(y_{1}, y_{2}\right) \equiv \varphi\left(y^{\prime}\right), \quad \varphi(0)=0
$$

where $\varphi \in H^{5 / 2}$. Let $\bar{\tau}_{1}=\left(-n_{3}, 0, n_{1}\right) /\left(n_{1}^{2}+n_{3}^{2}\right)^{1 / 2}, \bar{\tau}_{2}=\left(0,-n_{3}, n_{2}\right) /\left(n_{2}^{2}+n_{3}^{2}\right)^{1 / 2}$ in (2.10), where $\bar{n}=\left(n_{1}, n_{2}, n_{3}\right)$ and $|\bar{n}|=1$. Then by $(2.10)$ the vector $w$ defined in the
domain $\left\{y: y_{3}<\varphi\left(y^{\prime}\right)\right\}$ satisfies

$$
\begin{align*}
& w_{1}=0, \quad w_{2}=0, \quad w_{3}=a / n_{3}, \quad \frac{\partial w_{3}}{\partial y_{3}}=0 \quad \text { on } S, \\
& \frac{\partial w_{1}}{\partial y_{3}}=\frac{b_{1}\left(n_{2}^{2}-n_{3}^{2}\right)\left(n_{1}^{2}+n_{3}^{2}\right)^{1 / 2}-b_{2} n_{1} n_{2}\left(n_{2}^{2}+n_{3}^{2}\right)^{1 / 2}}{n_{3}^{2}\left(n_{3}^{2}-n_{1}^{2}-n_{2}^{2}\right)}-\frac{\partial}{\partial y_{1}}\left(\frac{a}{n_{3}}\right) \quad \text { on } S,  \tag{2.12}\\
& \frac{\partial w_{2}}{\partial y_{3}}=\frac{b_{2}\left(n_{1}^{2}-n_{3}^{2}\right)\left(n_{2}^{2}+n_{3}^{2}\right)^{1 / 2}-b_{1} n_{1} n_{2}\left(n_{1}^{2}+n_{2}^{2}\right)^{1 / 2}}{n_{3}^{2}\left(n_{3}^{2}-n_{1}^{2}-n_{2}^{2}\right)}-\frac{\partial}{\partial y_{2}}\left(\frac{a}{n_{3}}\right) \text { on } S .
\end{align*}
$$

Since $\bar{n}=\left(-\frac{\partial \varphi}{\partial y_{1}},-\frac{\partial \varphi}{\partial y_{2}}, 1\right) /\left(1+\left|\nabla^{\prime} \varphi\right|^{2}\right)^{1 / 2}$, the expressions in (2.12) are defined for a sufficiently small neighbourhood of the point $y^{\prime}=0$. Now the existence of $w$ satisfying (2.12) and the inequality $\|w\|_{3} \leqq c\left(\|a\|_{5 / 2,5}+\|h\|_{3 / 2,5}\right)$ $\leqq c\left(\|a\|_{5 / 2, s}+\|b\|_{3 / 2, s}\right)$ follows from the results of [25] (see Chap. 7) and from embedding theorems.

Let $B_{R}=\{x:|x|<R\}$ be a ball in $\mathbb{R}^{3}$. Consider the following problem:

$$
\begin{gather*}
\zeta+\operatorname{div}(u \zeta)=G \quad \text { in } B_{R},  \tag{2.13}\\
\left.\zeta\right|_{\partial B_{R}}=0, \quad \partial \zeta /\left.\partial n\right|_{\partial B_{R}}=0 .
\end{gather*}
$$

Lemma 2.5. Let $G \in H_{0}^{2}\left(B_{R}\right), u \in H^{3}\left(B_{R}\right),\left.u \cdot \bar{n}\right|_{\partial B_{R}}=0$ and $\|u\|_{3, B_{R}}<\gamma$, where $\gamma$ is a sufficiently small constant. Then problem (2.13) has a unique solution $\zeta \in H_{0}^{2}\left(B_{R}\right)$ such that

$$
\begin{equation*}
\|\zeta\|_{2} \leqq c\|G\|_{2} . \tag{2.14}
\end{equation*}
$$

Proof. Let $\zeta_{\varepsilon} \in H^{4}\left(B_{R}\right) \cap H_{0}^{2}\left(B_{R}\right)$ be a solution of

$$
\begin{gather*}
\varepsilon \Delta^{2} \zeta_{\varepsilon}+\zeta_{\varepsilon}+\operatorname{div}\left(u \zeta_{\varepsilon}\right)=G \quad \text { in } B_{R}  \tag{2.15}\\
\left.\zeta_{\varepsilon}\right|_{\partial B_{R}}=0,\left.\quad\left(\partial \zeta_{\varepsilon} / \partial n\right)\right|_{\partial B_{R}}=0,
\end{gather*}
$$

where $\varepsilon$ is a positive constant. Multiplying both sides of (2.15) ${ }_{1}$ by $\zeta_{\varepsilon}$, intergrating over $B_{R}$ and using $\|u\|_{3}<\gamma$ with $\gamma$ small enough, one easily gets

$$
\begin{equation*}
\varepsilon\left\|\Delta \zeta_{\varepsilon}\right\|_{0}^{2}+\left\|\zeta_{\varepsilon}\right\|_{0}^{2} \leqq c\|G\|_{0}^{2} \tag{2.16}
\end{equation*}
$$

Analogously, multiplying (2.15) by $\Delta^{2} \zeta_{\varepsilon}$ gives

$$
\begin{equation*}
\varepsilon \int_{B_{R}}\left|\Delta^{2} \zeta_{\varepsilon}\right|^{2} d x+\int_{B_{\mathbf{R}}}\left|\Delta \zeta_{\varepsilon}\right|^{2} d x \leqq\|G\|_{2}\left\|\Delta \zeta_{\varepsilon}\right\|_{0}+\left|\int_{B_{R}} \operatorname{div}\left(u \zeta_{\varepsilon}\right) \Delta \zeta_{\varepsilon}^{2} d x\right| \tag{2.17}
\end{equation*}
$$

Consider the last integral on the right-hand side of (2.17):

$$
J=\int_{B_{R}} \operatorname{div}\left(u \zeta_{\varepsilon}\right) \Delta^{2} \zeta_{\varepsilon} d x=\int_{B_{R}} \Delta\left(\operatorname{div} u \zeta_{\varepsilon}+u \nabla \zeta_{\varepsilon}\right) \Delta \zeta_{\varepsilon} d x \equiv J_{1}+J_{2} .
$$

Embedding theorems give

$$
\begin{gather*}
\left|J_{1}\right| \leqq c\|u\|_{3}\left(\left|\zeta_{\varepsilon}\right|_{\infty}+\left|\nabla \zeta_{\varepsilon}\right|_{4}+\left\|\Delta \zeta_{\varepsilon}\right\|_{0}\right)\left\|\Delta \zeta_{\varepsilon}\right\|_{0}  \tag{2.18}\\
\left|J_{2}\right| \leqq c\|u\|_{3}\left(\left|\nabla \zeta_{\varepsilon}\right|_{4}+\left\|\nabla \nabla \zeta_{\varepsilon}\right\|_{0}+\left\|\Delta \zeta_{\varepsilon}\right\|_{0}\right)\left\|\Delta \zeta_{\varepsilon}\right\|_{0} .
\end{gather*}
$$

Moreover, by interpolation inequalities,

$$
\begin{equation*}
\left|\nabla \zeta_{\varepsilon}\right|_{p} \leqq c \delta\left\|\Delta \zeta_{\varepsilon}\right\|_{0}+c(\delta)\left\|\zeta_{\varepsilon}\right\|_{0}, \quad \delta \in(0,1), \quad p=4, \infty \tag{2.19}
\end{equation*}
$$

Hence, for small $\gamma$, (2.16)-(2.19) imply

$$
\begin{equation*}
\varepsilon\left\|\Delta^{2} \zeta_{\varepsilon}\right\|_{0}^{2}+\left\|\Delta \zeta_{\varepsilon}\right\|_{0}^{2}+\left\|\zeta_{\varepsilon}\right\|_{0}^{2} \leqq c\|G\|_{2}^{2} . \tag{2.20}
\end{equation*}
$$

The last estimate yields the existence of a subsequence $\zeta_{\varepsilon}$ such that $\varepsilon\left\|\Delta^{2} \zeta_{\varepsilon}\right\|_{0} \rightarrow 0$, $\zeta_{\varepsilon} \rightarrow \zeta$ weakly in $H_{0}^{2}\left(B_{R}\right)$ and strongly in $H^{1}\left(B_{R}\right)$ as $\varepsilon \rightarrow 0$. Passing to the limit in (2.15) shows that $\zeta$ is a solution of (2.13). Estimate (2.14) follows from (2.20).

Consider now the problem

$$
\begin{equation*}
\lambda+\operatorname{div}(v \lambda)=g \tag{2.21}
\end{equation*}
$$

in a bounded domain $\Omega$ with $S \in C^{2}$. Assume that

$$
\begin{equation*}
v \in H^{3}(\Omega),\left.v \cdot \bar{n}\right|_{S}=0, \quad g \in H^{2}(\Omega) \tag{2.22}
\end{equation*}
$$

Lemma 2.6. Let conditions (2.22) be satisfied and let $\|v\|_{3}<\gamma$, where $\gamma$ is sufficiently small. Then Eq. (2.21) has a unique solution $\lambda \in H^{2}(\Omega)$ satisfying

$$
\begin{equation*}
\|\lambda\|_{2} \leqq c\|g\|_{2} . \tag{2.23}
\end{equation*}
$$

Proof. Let $R$ be large enough to satisfy $\bar{\Omega} \subset B_{R}$. We can find extensions $u$ and $G$ of $v$ and $g$ such that

$$
\begin{gather*}
G \in H_{0}^{2}\left(B_{R}\right), \quad u \in H^{3}\left(B_{R}\right),\left.\quad u \cdot \bar{n}\right|_{\partial B_{R}}=0  \tag{2.24}\\
\|G\|_{2, B_{R}} \leqq c\|g\|_{2, \Omega}, \quad\|u\|_{3, B_{R}} \leqq c\|v\|_{3, \Omega}
\end{gather*}
$$

Let $\zeta$ be the solution of (2.13) with these $u$ and $G$. By (2.14) and (2.24), $\zeta \in H_{0}^{2}\left(B_{R}\right)$ and

$$
\begin{equation*}
\|\zeta\|_{2, B_{R}} \leqq c\|g\|_{2, \Omega} . \tag{2.25}
\end{equation*}
$$

Using the trace operator to Eq. (2.13) $)_{1}$ one can see that $\lambda=\left.\zeta\right|_{\Omega}$ satisfies (2.21). Moreover,

$$
\|\lambda\|_{2, \Omega} \leqq c\|\zeta\|_{2, B_{\mathrm{R}}} \leqq c\|g\|_{2, \Omega} .
$$

It was proved in [7] that problem (2.21), (2.22) has a unique solution $\lambda \in L_{2}(\Omega)$ for every $g \in L_{2}(\Omega)$. Hence the lemma is proved.

Remark 2.2. The condition $\int_{\Omega} g d x=0$ implies that $\int_{\Omega} \lambda d x=0$.

## 3. On the Stokes Problem in a Prescribed Domain

Let $\Omega \subset \mathbb{R}^{3}$ be a bounded domain with boundary $S$. Consider the following boundary value problem for the Stokes equations:

$$
\begin{gather*}
-\mu \Delta v-v \nabla \operatorname{div} v+\nabla p=f, \quad \operatorname{div} v=g \quad \text { in } \Omega  \tag{3.1}\\
\left.v \cdot \bar{n}\right|_{S}=0,\left.\quad\left(T^{\prime}(v) \bar{n}-\left(\bar{n} \cdot T^{\prime}(v) \cdot \bar{n}\right) \bar{n}\right)\right|_{S}=0 \quad \text { on } S, \tag{3.2}
\end{gather*}
$$

where $g$ satisfies the condition

$$
\begin{equation*}
\int_{\Omega} g d x=0 . \tag{3.3}
\end{equation*}
$$

For a bounded domain $\Omega$ obtained by rotation about vector $B$, the function $f$ must satisfy the condition

$$
\begin{equation*}
\int_{\Omega} f u_{0} d x=0 \tag{3.4}
\end{equation*}
$$

where $u_{0}=B \times x$. Note that (3.3), (3.4) are necessary conditions for the existence of a classical solution to (3.1), (3.2) (see [47]).

By a generalized solution to problem (3.1), (3.2) we mean a vector $v \in H(\Omega)$ and a function $p \in \hat{L}_{2}(\Omega)=\left\{p \in L_{2}(\Omega):(p, 1)_{\Omega}=0\right\}$ which satisfy the integral identity

$$
\begin{equation*}
\frac{\mu}{2} E(v, \eta)-(p, \operatorname{div} \eta)_{\Omega}=(f, \eta)_{\Omega}-(v-\mu)(g, \operatorname{div} \eta)_{\Omega} \tag{3.5}
\end{equation*}
$$

for all $\eta \in H(\Omega)$, and such that $\operatorname{div} v=g$. Here $E(v, \eta)$ is defined by (2.1). The problem

$$
\begin{equation*}
\operatorname{div} \tilde{v}=g,\left.\quad \tilde{v} \cdot \bar{n}\right|_{S}=0 \tag{3.6}
\end{equation*}
$$

has a solution such that $\tilde{v} \in H^{1}(\Omega)$ and

$$
\begin{equation*}
\|\tilde{v}\|_{1, \Omega} \leqq c\|g\|_{0, \Omega} \tag{3.7}
\end{equation*}
$$

If $\eta$ in (3.5) is divergence-free, then $u=v-\tilde{v}$ satisfies

$$
\begin{equation*}
\frac{\mu}{2} E(u, \eta)=(f, \eta)_{\Omega}-\frac{\mu}{2} E\left(\tilde{v}^{\prime}, \eta\right) . \tag{3.8}
\end{equation*}
$$

By the Riesz theorem, for $f, g \in L_{2}(\Omega)$ satisfying (3.3), (3.4) there exists a solution to (3.8) such that $u \in\{v \in H(\Omega): \operatorname{div} v=0\}$ and

$$
\begin{equation*}
\|u\|_{1, \Omega} \leqq \frac{c}{\mu}\|f\|_{0, \Omega}+c\|g\|_{0, \Omega} . \tag{3.9}
\end{equation*}
$$

Having found $v=u+\tilde{v}$, identity (3.5) implies that there exists $p \in \hat{L}_{2}(\Omega)$ (see [21, 47]). Let $\eta$ be a solution to (3.6) for $g=p$. Then from (3.5) we get the estimate

$$
\begin{equation*}
\|p\|_{0, \Omega} \leqq c\|f\|_{0, \Omega}+c(\xi+\mu)\|g\|_{0, \Omega} \tag{3.10}
\end{equation*}
$$

Therefore we have shown (see [21, 47], in reality we repeat the considerations from [47]).

Theorem 3.1. Let $S \in \operatorname{Lip.}$ Then for any $g, f \in L_{2}(\Omega)$ satisfying (3.3), (3.4), problem (3.1), (3.2) has a unique generalized solution $(v, p) \in H(\Omega) \times \hat{L}_{2}(\Omega)$ such that

$$
\begin{equation*}
\|v\|_{1, \Omega}+\|p\|_{0, \Omega} \leqq c\left(\|f\|_{0, \Omega}+\|g\|_{0, \Omega}\right) . \tag{3.11}
\end{equation*}
$$

Let us now establish the differential properties of the generalized solution.
Theorem 3.2. Let $f \in H^{s}(\Omega), g \in H^{1+s}(\Omega), S \in H^{5 / 2+s}$ and let (3.3), (3.4) be satisfied. Then the generalized solution ( $v, p$ ) of problem (3.1), (3.2) belongs to $H^{2+s}(\Omega)$ $\times H^{1+s}(\Omega)$ and

$$
\begin{equation*}
\|v\|_{2+s, \Omega}+\|p\|_{1+s, \Omega} \leqq c\left(\|f\|_{s, \Omega}+\|g\|_{1+s, \Omega}\right), \quad s=0,1 . \tag{3.12}
\end{equation*}
$$

Remark 3.1. In the case $S \in C^{3}$ the same result was proved in [47]. Theorem 3.2 was shown by Solonnikov (private communication). For the reader's convenience we present the proof in the Appendix.

Let us now consider the nonhomogeneous Stokes problem corresponding to (3.1), (3.2). Hence instead of (3.2) we have

$$
\begin{equation*}
\left.v \cdot \bar{n}\right|_{S}=a,\left.\quad\left(T^{\prime}(v) \bar{n}-\left(\bar{n} T^{\prime}(v) \bar{n}\right) \bar{n}\right)\right|_{S}=b . \tag{3.13}
\end{equation*}
$$

Using Lemma 2.4 and Theorem 3.2 one has
Theorem 3.3. Let $f \in H^{1}(\Omega), g \in H^{2}(\Omega), S \in H^{7 / 2}, a \in H^{5 / 2}, b \in H^{3 / 2}$, let (3.4) be statisfied, and let

$$
\begin{equation*}
\int_{S} a d \sigma=\int_{\Omega} g d x \tag{3.14}
\end{equation*}
$$

Then there exists a solution ( $v, p$ ) of problem (3.1), (3.14) such that $v \in H^{3}(\Omega)$, $p \in H^{2}(\Omega)$ and

$$
\begin{equation*}
\|v\|_{3}+\|p\|_{2} \leqq c\left(\|f\|_{1}+\|g\|_{2}+\|a\|_{5 / 2, S}+\|b\|_{3 / 2, s}\right) \tag{3.15}
\end{equation*}
$$

Remark 3.2. Suppose the right-hand side functions of problem (3.1), (3.13) do not depend on $\varphi$ (in the cylindrical coordinates), symmetry conditions (5.4), (3.14), (3.4) are satisfied and $\Omega$ is cylindrically symmetric which satisfies symmetry condition (5.1). Then there exists a cylindrically symmetric solution to the problem (3.1), (3.13), which satisfies symmetry conditions (5.6).

## 4. Existence and Uniqueness for Compressible Navier-Stokes Equations

In this section we prove the existence and uniqueness of solutions to the compressible Navier-Stokes system in a bounded domain with prescribed boundary. First we consider the following linear problem which follows from problem (1.1):

$$
\begin{gather*}
\bar{A} v+p_{1} \nabla \eta=K \quad \text { in } \Omega  \tag{4.1}\\
v \cdot \bar{n}=0 \quad \text { on } S, \\
\bar{\tau}_{k} T^{\prime}(v) \bar{n}=0 \quad \text { on } S, k=1,2, \tag{4.2}
\end{gather*}
$$

where $\bar{A}=-\frac{\mu}{\bar{\varrho}} \Delta-\frac{v}{\bar{\varrho}} \nabla \operatorname{div}, \eta=\varrho-\bar{\varrho}, p_{1}=\frac{p_{\varrho}(\bar{\varrho})}{\bar{\varrho}}>0, p_{\varrho}=\frac{\partial p}{\partial \varrho}, \bar{\varrho}$ is defined in Sect. 1 and

$$
\begin{equation*}
\int_{\Omega} \eta d x=0 . \tag{4.3}
\end{equation*}
$$

We also consider the following equation

$$
\begin{equation*}
\operatorname{div}(w \eta)+\varrho \overline{\operatorname{div}} v=G \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
w \cdot \bar{n}=0 \quad \text { on } S . \tag{4.5}
\end{equation*}
$$

First we obtain an a priori estimate for solutions of the above problem. To do this we follow the methods of [62] and [63] restricted to the stationary case.

To obtain the a priori estimate we assume

$$
\begin{equation*}
\xi \geqq \frac{2}{3} \mu . \tag{4.6}
\end{equation*}
$$

Lemma 4.1. Let $(v, \eta) \in H^{3}(\Omega) \times H^{2}(\Omega)$ be a solution of $(4.1) \div(4.5), w \in H^{3}(\Omega)$ and let (4.6) be satisfied. Then

$$
\begin{equation*}
\|v\|_{2}^{2}+\|\eta\|_{1}^{2} \leqq \varepsilon_{1}\|v\|_{3}^{2}+c\|w\|_{3}^{2}\|\eta\|_{0}^{2}+Y_{1} \tag{4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
Y_{1}=c\left(\|K\|_{0}^{2}+\|G\|_{0}^{2}\right) \tag{4.8}
\end{equation*}
$$

and $\varepsilon_{1}$ can be made arbitrarily small.
Proof. Multiplying (4.1) by $v$, (4.4) by $\frac{p_{1}}{\bar{\varrho}} \eta$, integrating over $\Omega$ and adding these expressions one gets

$$
\begin{equation*}
\int_{\Omega}\left(\bar{A} v \cdot v+p_{1} \operatorname{div}(v \eta)+\frac{p_{1}}{\bar{\varrho}} \operatorname{div}(w \eta) \eta\right) d x=\int_{\Omega}\left(K v+\frac{p_{1}}{\bar{\varrho}} G \eta\right) d x . \tag{4.9}
\end{equation*}
$$

Using (4.2) the first term on the left-hand side is

$$
\begin{aligned}
\int_{\Omega} \bar{A} v \cdot v d x= & \frac{1}{\varrho} \int_{\Omega}-\left[\mu\left(\frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}\right)+\left(\xi-\frac{2}{3} \mu\right) \delta_{i j} \operatorname{div} v\right]_{x_{j}} v_{i} d x \\
= & \frac{1}{\varrho} \int_{S}-\left[\mu\left(\frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}\right)+\left(\xi-\frac{2}{3} \mu\right) \delta_{i j} \operatorname{div} v\right]_{n_{j} v_{i} d s} \\
& +\frac{\mu}{\bar{\varrho}} \int_{\Omega}\left(\frac{\partial v_{i}}{\partial x_{j}} \frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{i}}{\partial x_{j}} \frac{\partial v_{j}}{\partial x_{i}}\right) d x \\
& +\frac{1}{\varrho}\left(\xi-\frac{2}{3} \mu\right) \int_{\Omega}(\operatorname{div} v)^{2} d x=\frac{\mu}{2 \varrho} E(v, v) \\
& +\frac{1}{\varrho}\left(\xi-\frac{2}{3} \mu\right) \int_{\Omega}(\operatorname{div} v)^{2} d x
\end{aligned}
$$

The second term on the left-hand side of (4.9) vanishes because of the Stokes formula and (4.2) . Finally the third term on the left-hand side of (4.9) is estimated by

$$
\int_{\Omega} \operatorname{div}(w \eta) \eta d x=\int_{\Omega} \frac{\eta^{2}}{2} \operatorname{div} w d x \leqq \varepsilon_{2}\|\eta\|_{0}^{2}+\frac{c}{\varepsilon_{2}}\|w\|_{3}^{2}\|\eta\|_{0}^{2}
$$

where the embedding $H^{3}(\Omega) \subset W_{\infty}^{1}(\Omega), \Omega \subset \mathbb{R}^{3}$, has been used.
Summarizing

$$
\begin{equation*}
E(v, v) \leqq c X_{1}+\left(\varepsilon_{2}+\varepsilon_{3}\right)\|\eta\|_{0}^{2}+\frac{c}{\varepsilon_{2}}\|w\|_{3}^{2}\|\eta\|_{0}^{2} \tag{4.10}
\end{equation*}
$$

where

$$
\begin{equation*}
X_{1}=\|K\|_{-1}^{2}+\frac{1}{\varepsilon_{3}}\|G\|_{0}^{2} \tag{4.11}
\end{equation*}
$$

Using Theorem 3.2 to the Stokes problem

$$
\begin{gather*}
\bar{A} v+p_{1} \nabla \eta=K \quad \text { in } \Omega, \\
\operatorname{div} v=\operatorname{div} v \quad \text { in } \Omega,  \tag{4.12}\\
v \cdot \bar{n}=0 \quad \text { on } S, \\
\bar{\tau} \cdot T^{\prime}(v) \bar{n}=0 \quad \text { on } S,
\end{gather*}
$$

and (4.3) gives

$$
\begin{equation*}
\|v\|_{2}^{2}+\|\eta\|_{1}^{2} \leqq c\left(\|\operatorname{div} v\|_{1}^{2}+\|K\|_{0}^{2}\right) . \tag{4.13}
\end{equation*}
$$

By the interpolation inequality

$$
\begin{equation*}
\|\operatorname{div} v\|_{1}^{2} \leqq \varepsilon_{4}\|v\|_{3}^{2}+\frac{c}{\varepsilon_{4}}\|v\|_{1}^{2} \tag{4.14}
\end{equation*}
$$

estimates (4.10), (4.13) and the Korn inequality one obtains (4.7) for sufficiently small $\varepsilon_{2}, \varepsilon_{3}$ and $\varepsilon_{1}=\varepsilon_{4}$.

Now we prove the main estimate for problem (4.1), (4.2), (4.4).
Lemma 4.2. $A$ solution $(v, \eta) \in H^{3}(\Omega) \times H^{2}(\Omega)$ to problem (4.1), (4.2), (4.4) with conditions (4.3) and (4.6) satisfies the estimate

$$
\begin{equation*}
\|v\|_{3}^{2}+\|\eta\|_{2}^{2} \leqq c Y_{2}, \tag{4.15}
\end{equation*}
$$

where

$$
\begin{equation*}
Y_{2} \equiv\|K\|_{1}^{2}+\|G\|_{2}^{2}+C(S)\|w\|_{3}^{2}\|\eta\|_{2}^{2}, \tag{4.16}
\end{equation*}
$$

$w \in H^{3}(\Omega)$ and satisfies (4.5).
Proof. We consider problem (4.1) $\div(4.4)$ locally. We restrict our attention to a neighbourhood of the boundary, because the considerations in interior subdomains are simpler.

We need some notation. Let us introduce a partition of unity $\left(\left\{\tilde{\Omega}_{i}\right\},\left\{\zeta_{i}\right\}\right)$. Let $\tilde{\Omega}$ be one of the $\tilde{\Omega}_{i}$ 's and $\zeta(x)=\zeta_{i}(x)$ the corresponding function. Let $\tilde{\omega}$ be such that $\overline{\tilde{\omega}} \subset \widetilde{\Omega}$ and $\zeta(x)=1$ for $x \in \tilde{\omega}$. Considering a neighbourhood of a boundary we assume that $\tilde{\Omega} \cap S \neq \emptyset, \tilde{\tilde{\omega}} \cap S \neq \emptyset$. Let $\beta \in \tilde{\tilde{\omega}} \cap S=\tilde{S} \equiv \widetilde{\Omega} \cap S$. Introduce local coordinates $\{y\}$ connected with $\{x\}$ by the relation

$$
\begin{equation*}
y_{k}=\sum_{l=1}^{3} \alpha_{k l}\left(x_{l}-\beta_{l}\right), \quad \alpha_{3 k}=n_{k}(\beta), \quad k=1,2,3 \tag{4.17}
\end{equation*}
$$

where $\alpha_{k l}$ is a constant orthogonal matrix such that $\widetilde{S}$ is determined by the equation $y_{3}=F\left(y_{1}, y_{2}\right), F \in H^{7 / 2}$, and $\widetilde{\Omega}=\left\{y:\left|y_{i}\right|<d, i=1,2, F\left(y^{\prime}\right)<y_{3}<F\left(y^{\prime}\right)+d\right.$, $\left.y^{\prime}=\left(y_{2}, y_{2}\right)\right\}$. Simultaneously we introduce a new vector $u^{\prime}$ (where $u$ replaces $v, \eta$ and so on) by the formula

$$
u_{i}^{\prime}(y)=\left.\sum_{j=1}^{3} \alpha_{i j} u_{j}(x)\right|_{x=x(y)}
$$

and scalar $p^{\prime}$ defined as $p^{\prime}(y)=\left.p(x)\right|_{x=x(y)}$, where $x=x(y)$ is the inverse transformation to (4.17). Further, we introduce new variables by

$$
\begin{equation*}
z_{i}=y_{i}, \quad i=1,2, \quad z_{3}=y_{3}-\tilde{F}\left(y_{1}, y_{2}, y_{3}\right), \quad y \in \widetilde{\Omega}, \tag{4.18}
\end{equation*}
$$

which will be denoted by $z=\Phi(y)$, where $\tilde{F}$ is an extension of $F$, so $\tilde{F} \in H^{4}(\Omega)$. Let $Q=\Phi(\widetilde{\Omega})=\left\{z:\left|z_{i}\right|<d, i=1,2,0<z_{3}<d\right\}$ and $\hat{u}(z)=\left.u^{\prime}(y)\right|_{y=\Phi^{-1}(z)}$. Finally, set $\hat{S}=\Phi(\widetilde{S})$.

We also asume that $\hat{V}_{k}=\left.\frac{\partial z_{i}}{\partial y_{k}} \nabla_{z_{i}}\right|_{y=\Phi^{-1}(z)}$.
Moreover, we introduce the operator $\delta_{h}^{l} a(z)=h^{-1}\left[a\left(z_{1}, \ldots, z_{l}+h\right.\right.$, $\left.\left.z_{l+1}, \ldots, z_{n}\right)-a(z)\right], l \leqq 2, n=3$, which satisfies the formulas $\delta_{n}^{l}(a \cdot b)=a_{h}^{l} \delta_{h}^{l} b+\delta_{h}^{l} a b$, $\left(\delta_{h}^{l} a, b\right)_{Q}=-\left(a, \delta_{-h}^{l} b\right)_{Q}$, where $a_{h}^{l}(z)=a\left(z_{1}, \ldots, z_{l-1}, z_{l}+h, z_{l+1}, \ldots, z_{n}\right)$.

Using this notation we write Eqs. (4.1), (4.4) in the form

$$
\begin{gather*}
\hat{\bar{A} v} \tilde{v}+p_{1} \hat{\nabla} \tilde{\eta}=\tilde{K}+k_{1} \quad \text { in } Q  \tag{4.19}\\
\hat{\nabla} \cdot(\hat{w} \tilde{\eta})+\varrho \underline{\varrho} \widehat{\operatorname{div}} \tilde{v}=\tilde{G}+k_{2} \quad \text { in } Q \tag{4.20}
\end{gather*}
$$

where $\tilde{v}=\hat{v} \hat{\zeta}, \tilde{\eta}=\hat{\eta} \widehat{\zeta}, \tilde{K}=\hat{K} \widehat{\zeta}, \tilde{G}=\hat{G} \widehat{\zeta}, \hat{\bar{A}}=-\frac{\mu}{\bar{\varrho}} \hat{\nabla}^{2}-\frac{\nu}{\bar{\varrho}} \hat{\nabla} \widehat{\operatorname{div}}, \widehat{\operatorname{div}}=\hat{\nabla} \cdot$,

$$
\begin{align*}
& k_{1}=p_{1} \hat{\eta} \hat{\nabla} \zeta-\bar{\mu}\left(2 \hat{\nabla}_{k} \hat{v} \hat{\nabla}_{k} \hat{\zeta}+\hat{v} \hat{\Delta} \hat{\zeta}\right)-\bar{v}\left(\widehat{\operatorname{div}} \hat{v} \hat{\nabla} \hat{\zeta}+\hat{\nabla} \hat{v}_{k} \hat{\nabla}_{k} \hat{\zeta}+\hat{v}_{k} \hat{\nabla} \hat{\nabla}_{k} \hat{\zeta}\right),  \tag{4.21}\\
& k_{2}=\hat{\eta} \hat{w} \hat{\nabla} \hat{\zeta}+\bar{\varrho} \hat{v} \hat{\nabla} \hat{\zeta} .
\end{align*}
$$

Moreover, we set $z_{\alpha}=\tau_{\alpha}, \alpha=1,2, z_{3}=n$.
By taking the operator $\hat{\nabla}$ of (4.20) multipled by $\frac{\bar{\mu}+\bar{v}}{\bar{\varrho}}$ and adding the result to
19) one has (4.19) one has

$$
\begin{equation*}
p_{1} \hat{\nabla} \tilde{\eta}=\bar{\mu}(\hat{\Delta} \tilde{v}-\hat{\nabla} \widehat{\operatorname{div}} \tilde{v})-\frac{\bar{\mu}+\bar{v}}{\varrho} \hat{\nabla} \hat{\nabla} \cdot(\hat{w} \tilde{\eta})+\tilde{K}+\frac{\bar{\mu}+\bar{v}}{\bar{\varrho}} \hat{\nabla} \tilde{G}+k_{3} \tag{4.22}
\end{equation*}
$$

where $k_{3} \equiv \frac{\bar{\mu}+\bar{v}}{\bar{\varrho}} \hat{\nabla} k_{2}+k_{1}$. Differentiating (4.19), (4.20) once with respect to $\tau$, applying the operator $\delta_{n}^{l}, l<3$, multiplying by $\delta_{h}^{l} \tilde{v}_{\tau}, \frac{p_{1}}{\bar{\varrho}} \delta_{h}^{l} \tilde{\eta}_{\tau}$, respectively, integrating over $Q$ and summing one gets

$$
\begin{array}{r}
\int_{\Omega}\left[\delta _ { h } ^ { l } \left(\hat{\bar{A} \tilde{v})_{\tau} \delta_{h}^{l} \tilde{v}_{\tau}+\frac{p_{1}}{\bar{\varrho}} \delta_{h}^{l}(\hat{\nabla} \cdot(\hat{w} \tilde{\eta}))_{\tau} \delta_{h}^{l} \tilde{\eta}_{\tau}+p_{1} \delta_{h}^{l}(\hat{\nabla} \tilde{\eta})_{\tau} \delta_{h}^{l} \tilde{v}_{\tau}+p_{1} \delta_{h}^{l}\left(\widehat{\operatorname{div}} \tilde{v}_{\tau} \delta_{h}^{l} \tilde{\eta}_{\tau}\right] d z} \begin{array}{rl} 
& =\int_{\Omega}\left[\left(\delta_{h}^{l} \tilde{K}_{\tau}+\delta_{h}^{l} k_{1}, \tau\right) \delta_{h}^{l} \tilde{v}_{\tau}+\frac{p_{1}}{\bar{\varrho}}\left(\delta_{h}^{l} \tilde{G}_{\tau}+\delta_{h}^{l} k_{2},{ }_{\tau}\right) \delta_{h}^{l} \tilde{\eta}_{\tau}\right] d z
\end{array}\right.\right. \text { (4}
\end{array}
$$

Now we consider each term on the left-hand side of (4.23) separately. For the second term we have

$$
\begin{align*}
\int_{\Omega} \delta_{h}^{l}(\hat{\nabla} \cdot(\hat{w} \tilde{\eta})),_{\tau} \delta_{h}^{l} \tilde{\eta}_{\tau} d z= & \int_{\Omega}\left(\hat{w} \hat{z}_{y}\right)_{h}^{l} \cdot \nabla_{z} \delta_{h}^{l} \tilde{\eta}_{\tau} \delta_{h}^{l} \tilde{\eta}_{\tau} d z \\
& +\int_{\Omega}\left\{\left[\delta_{h}^{l}\left(\hat{w} \hat{z}_{y}\right) \nabla_{z} \tilde{\eta}_{\tau}+\delta_{h}^{l}\left(\hat{z}_{y} \nabla_{z} \cdot \hat{w} \tilde{\eta}\right), \tau\right] \delta_{h}^{l} \tilde{\eta}_{\tau}\right\} d z \tag{4.24}
\end{align*}
$$

The first term on the right-hand side of (4.24) gives

$$
\begin{gather*}
\frac{1}{2} \int_{\partial Q}\left(\hat{w}_{i} \hat{z}_{k y_{i}}\right)_{h}^{l} \hat{n}_{k}\left(\delta_{h}^{l} \tilde{\eta}_{\tau}\right)^{2}-\frac{1}{2} \int_{Q}\left(\delta_{h}^{l} \tilde{\eta}_{\tau}\right)^{2}\left(\hat{w}_{i} \hat{z}_{k y_{i}} l_{h, z_{k}}^{l} d z \leqq \varepsilon\|\tilde{\eta}\|_{2, Q}^{2}\right. \\
+\frac{c}{\varepsilon} P\left(\left\|\hat{z}_{y}\right\|_{3, Q}\right)\|\hat{w}\|_{3, Q}^{2}\|\hat{\eta}\|_{2, Q^{\prime}}^{2} \tag{4.25}
\end{gather*}
$$

where $P$ is a polynomial and the boundary term vanishes because

$$
\Phi^{-1}\left(w_{i} z_{k y_{i}}\right)_{h}^{l} n_{k}|\hat{s}=w \cdot \bar{n}|_{S}=0 .
$$

In obtaining estimate (4.25) we have used the facts that

$$
\begin{equation*}
\left\|\delta_{h}^{l} u\right\|_{0, Q} \leqq c\left\|u_{\tau}\right\|_{0, Q} \text { for } u \in H^{1}(Q), l<3, h \text {-arbitrary } \tag{4.26}
\end{equation*}
$$

and $z=z(y) \in H^{4}(\Omega)$, so

$$
\left|\left(\hat{w}_{i} \hat{z}_{k y_{i}}\right)_{h z_{k}}^{l}\right|_{\infty, Q} \leqq c P\left(\left\|\hat{z}_{y}\right\|_{3, Q}\right)\|\hat{w}\|_{3, Q},
$$

where theorems of embedding were used. Below using theorems of embedding similar considerations will be done also however this will not be mentioned explicitly.

The other terms in (4.24) are estimated by

$$
\begin{equation*}
P\left(\left\|\hat{z}_{y}\right\|_{3, Q}\right)\left\|\hat{z}_{y}\right\|_{3, Q}\|\hat{w}\|_{3, Q}\|\tilde{\eta}\|_{2, Q}\left\|\tilde{\eta}_{\tau \tau}\right\|_{0, Q} \leqq \varepsilon\|\hat{\eta}\|_{2, Q}^{2}+\frac{c}{\varepsilon} P\left(\left\|\hat{z}_{y}\right\|_{3, Q}\right)\|\hat{w}\|_{3, Q}^{2}\|\hat{\eta}\|_{2, Q}^{2} . \tag{4.27}
\end{equation*}
$$

By (4.26) the third and fourth terms on the left of (4.23) are estimated by

$$
\begin{equation*}
P\left(\left\|\hat{z}_{y}\right\|_{3, Q}\right)\left\|\hat{z}_{y}\right\|_{3, Q}\left(\|\tilde{\eta}\|_{1, Q}+\left\|\tilde{\eta}_{\tau}\right\|_{1, Q}\right)\|\tilde{v}\|_{2, Q} \tag{4.28}
\end{equation*}
$$

if we integrate by parts and use the fact that the boundary term $\int_{\partial Q}\left(\hat{n}_{k}\left(\hat{z}_{k y_{i}}\right)_{h}^{l} \delta_{h}^{l} \tilde{v}_{i}\right)_{\tau} \delta_{h}^{l} \tilde{\eta}_{\tau}$ vanishes.

The first term on the left-hand side of (4.23) is

$$
\begin{equation*}
\frac{\mu}{2 \bar{\varrho}} \hat{E}\left(\delta_{h}^{l} \tilde{v}_{\tau}, \delta_{h}^{l} \tilde{v}_{\tau}\right)+\frac{1}{\bar{\varrho}}\left(\xi-\frac{2}{3} \mu\right) \int_{Q}\left(\widehat{\operatorname{div}} \delta_{h}^{l} \tilde{v}_{\tau}\right)^{2} d z+\{ \} \tag{4.29}
\end{equation*}
$$

where $\hat{E}(u, v)=\int_{Q}\left(\hat{V}_{i} u_{j}+\hat{V}_{j} u_{i}\right)\left(\hat{V}_{i} v_{j}+\hat{V}_{j} v_{i}\right)$ and $\}$ can be estimated by

$$
\begin{equation*}
P\left(\left\|\hat{z}_{y}\right\|_{3, Q}\right)\left\|\hat{z}_{y}\right\|_{2, Q}\|\hat{v}\|_{3, Q}\|\hat{v}\|_{2, Q} . \tag{4.30}
\end{equation*}
$$

Summarizing,

$$
\begin{equation*}
\frac{\mu}{2} \hat{E}\left(\delta_{h}^{l} \tilde{v}_{\tau}, \delta_{h}^{l} \tilde{v}_{\tau}\right)+\left(\xi-\frac{2}{3} \mu\right) \int_{Q}\left(\widehat{\operatorname{iiv}} \delta_{h}^{l} \tilde{v}_{\tau}\right)^{2} d z \leqq c\left(X_{2}+X_{3}\right)+\varepsilon\left(\|\hat{\eta}\|_{2, Q}^{2}+\|\hat{v}\|_{3, Q}^{2}\right) \tag{4.31}
\end{equation*}
$$

where

$$
\begin{align*}
& X_{2} \equiv P\left(\left\|\hat{z}_{y}\right\|_{3, Q}\right)\left(\|\hat{v}\|_{2, Q}^{2}+\|\hat{\eta}\|_{1, Q}^{2}\right)  \tag{4.32}\\
& X_{3} \equiv\|\tilde{K}\|_{1, Q}^{2}+\|\widetilde{G}\|_{2, Q}^{2}+P\left(\left\|\hat{z}_{y}\right\|_{3, Q}\right)\|\hat{\eta}\|_{2, Q}^{2}\|\hat{w}\|_{3, Q}^{2}
\end{align*}
$$

and the following inequalities have been used:

$$
\begin{align*}
& \int_{Q} \delta_{h}^{l} k_{1, \tau} \delta_{h}^{l} \tilde{v}_{\tau} d z \leqq \varepsilon\|\hat{v}\|_{3, Q}^{2}+c\left(\|\hat{v}\|_{2, Q}^{2}+\|\hat{\eta}\|_{1, Q}^{2}\right),  \tag{4.33}\\
& \int_{Q} \delta_{h}^{l} k_{2, \tau} \delta_{h}^{l} \tilde{\eta}_{\tau} d z \leqq \varepsilon\left\|\tilde{\eta}_{\tau \tau}\right\|_{0, Q}^{2}+c P\left(\left\|\hat{z}_{y}\right\|_{3, Q}\right)\left(\|\hat{\eta}\|_{3, Q}^{2}\|\hat{w}\|_{3, Q}^{2}+\|\hat{v}\|_{2, Q}^{2}\right) .
\end{align*}
$$

Letting $h$ to 0 in (4.31), using (4.6) and the Korn inequality one obtains

$$
\begin{equation*}
\left\|\tilde{v}_{z \tau \tau}\right\|_{0, Q}^{2} \leqq c\left(X_{2}+X_{3}\right)+\varepsilon\left(\|\hat{\eta}\|_{2, Q}^{2}+\|\hat{v}\|_{3, Q}^{2}\right) . \tag{4.34}
\end{equation*}
$$

Applying the operator $\delta_{h}^{l}, l<3$, to the third component of (4.22), multiplying by $\hat{\nabla}_{n} \delta_{h}^{l} \tilde{\eta}$ and integrating over $Q$ yields

$$
\begin{equation*}
\left\|\hat{V}_{n} \delta_{h}^{l} \tilde{\eta}\right\|_{0, Q}^{2} \leqq c\left\|\tilde{v}_{z \tau \tau}\right\|_{0, Q}^{2}+c d\left\|\tilde{v}_{z z \tau}\right\|_{0, Q}^{2}+\varepsilon\left(\|\hat{\eta}\|_{2, Q}^{2}+\|\hat{v}\|_{3, Q}^{2}\right)+c\left(X_{2}+X_{3}\right), \tag{4.35}
\end{equation*}
$$

where $d=\operatorname{diam} Q$ [see explanation after (4.18)]. Using that $\partial z_{i} / \partial y_{j}=\delta_{i j}+\nabla_{y_{j}} F_{i}$ and $\left.\nabla_{y} F\right|_{y=0}=0$ the first two terms in the right-hand side follow from

$$
\begin{aligned}
\left\|\delta_{h}^{l}(\hat{\Delta} \tilde{v}-\hat{V} \widehat{\operatorname{div}} \tilde{v})\right\|_{0, Q} \leqq & \left\|(\hat{\Delta} \tilde{v}-\hat{V} \widehat{\operatorname{div}} \tilde{v})_{\tau}\right\|_{0, Q} \\
\leqq & \left\|\Delta_{z} \tilde{v}_{\tau}-\nabla_{z} \operatorname{div}_{z} \tilde{v}_{\tau}\right\|_{0, Q} \\
& +P\left(\left\|z_{y}\right\|_{3, Q}\right)\left[|\hat{\nabla} \hat{F}|_{\infty, Q}\left\|\tilde{v}_{z z \tau}\right\|_{0, Q}+\|\tilde{v}\|_{2, Q}\right]
\end{aligned}
$$

where

$$
\left\|\Delta_{z} \tilde{v}_{\tau}-\nabla_{z} \operatorname{div}_{z} \tilde{v}_{\tau}\right\|_{0, Q} \leqq c\left\|\tilde{v}_{z \tau \tau}\right\|_{0, Q}, \quad|\hat{\nabla} \hat{F}|_{\infty, Q} \leqq c\|\hat{\nabla} \hat{F}\|_{3, Q} d
$$

and

$$
\left\|\hat{r}_{n} \tilde{\eta}_{\tau}\right\|_{0, Q}^{2} \geqq\left\|\tilde{\eta}_{n \tau}\right\|_{0, Q}^{2}-c d\left\|\tilde{\eta}_{z \tau}\right\|_{2, Q}^{2} .
$$

To get this estimate we have used the following inequalities:

$$
\begin{aligned}
& \int_{Q} \delta_{h}^{l} \hat{V}_{n}(\hat{\nabla} \cdot(\hat{w} \tilde{\eta})) \hat{\nabla}_{n} \delta_{h}^{l} \tilde{\eta} d z \leqq \varepsilon\left\|\hat{\nabla}_{n} \delta_{h}^{l} \tilde{\eta}\right\|_{0, Q}^{2}+c\|\hat{w}\|_{3, Q}\left\|\hat{V}_{n} \delta_{h}^{l} \tilde{\eta}\right\|_{0, Q}^{2} \\
&+P\left(\left\|\hat{z}_{y}\right\|_{3, Q}\right)\|\hat{w}\|_{3, Q}\|\tilde{\eta}\|_{2, Q}^{2} \\
& \leqq \varepsilon\|\hat{\eta}\|_{2, Q}^{2}+c P\left(\left\|\hat{z}_{y}\right\|_{3, Q}\right)\|\hat{w}\|_{3, Q}^{2}\|\hat{\eta}\|_{2, Q}^{2},
\end{aligned}
$$

where the boundary term which appears in estimating the left-hand side vanishes in the same way as in (4.25), and

$$
\begin{aligned}
& \int_{Q} \delta_{n}^{l} k_{3} \nabla_{n} \delta_{n}^{l} \tilde{\eta} d z \leqq \varepsilon\left\|\hat{V}_{n} \delta_{h}^{l} \tilde{\eta}\right\|_{0, Q}^{2} \\
&+P\left(\left\|\hat{z}_{y}\right\|_{3, Q}\right)\left(\|\hat{w}\|_{2, Q}^{2} \cdot\|\hat{\eta}\|_{2, Q}^{2}+\|\hat{v}\|_{2, Q}^{2}+\|\hat{\eta}\|_{1, Q}^{2}\right)
\end{aligned}
$$

Letting $h$ to 0 in (4.35) we have

$$
\begin{equation*}
\left\|\tilde{\eta}_{n \tau}\right\|_{0, Q}^{2} \leqq c\left\|\tilde{v}_{z \tau \tau}\right\|_{0, Q}^{2}+(c d+\varepsilon)\left(\|\hat{v}\|_{3, Q}^{2}+\|\hat{\eta}\|_{2, Q}^{2}+c\left(X_{2}+X_{3}\right) .\right. \tag{4.36}
\end{equation*}
$$

Equation (4.19) can be written in the form

$$
\begin{equation*}
(\bar{\mu}+\bar{v}) \hat{\nabla} \widehat{\operatorname{div}} \tilde{v}=-\bar{\mu}(\hat{V} \hat{\nabla} \tilde{v}-\hat{\nabla} \widehat{\operatorname{div}} \tilde{v})+p_{1} \hat{\nabla} \tilde{\eta}-\tilde{K}-k_{1} . \tag{4.37}
\end{equation*}
$$

Differentiating the third component of (4.37) with respect to $\tau$ yields

$$
\begin{gather*}
\left\|\hat{V}_{n} \widehat{\operatorname{iiv}} \tilde{v}_{\tau}\right\|_{0, Q}^{2} \leqq c\left\|\tilde{v}_{z \tau \tau}\right\|_{0, Q}^{2}+c d\left(\|\hat{v}\|_{3, Q}^{2}+\|\hat{\eta}\|_{2, Q}\right) \\
+c\left\|\tilde{\eta}_{n \tau}\right\|_{0, Q}^{2}+c\left(X_{2}+X_{3}\right) . \tag{4.38}
\end{gather*}
$$

From (4.34), (4.36), and (4.38) one obtains

$$
\begin{equation*}
\left\|\tilde{\eta}_{n \tau}\right\|_{0, Q}^{2}+\left\|(\widehat{\operatorname{div}} \tilde{v})_{n \tau}\right\|_{0, Q}^{2} \leqq(\varepsilon+c d)\left(\|\hat{\eta}\|_{2, Q}^{2}+\|\hat{v}\|_{3, Q}^{2}\right)+c\left(X_{2}+X_{3}\right) . \tag{4.39}
\end{equation*}
$$

Differentiating with respect to $\tau$ the Stokes problem

$$
\begin{gather*}
\bar{A}_{z} \tilde{v}+p_{1} \nabla_{z} \tilde{\eta}=\left(\bar{A}_{z}-\hat{\bar{A}}\right) \tilde{v}+\left(\nabla_{z}-\hat{\nabla}\right) \tilde{\eta}+\tilde{K}+k_{1}, \quad \text { in } Q, \\
\operatorname{div}_{z} \tilde{v}=\operatorname{div}_{z} \tilde{v} \text { in } Q \\
\tilde{v}_{z}=\tilde{v} \bar{n}_{z}-\hat{v} \hat{\bar{n}} \text { on } \hat{S},  \tag{4.40}\\
\bar{\tau}_{z} T_{z}^{\prime}(\tilde{v}) \bar{n}_{z}=\bar{\tau}_{z} T_{z}^{\prime}(\tilde{v}) \bar{n}_{z}-\hat{\bar{\tau}} \hat{T}^{\prime}(\hat{v}) \hat{\bar{n}} \hat{\zeta} \text { on } \hat{S}, \\
\tilde{v} \cdot \bar{n}_{z}=0 \quad \text { on } \partial Q \backslash \hat{S}, \\
\bar{\tau}_{z} T_{z}^{\prime}(\tilde{v}) \bar{n}_{z}=0 \quad \text { on } \partial Q \backslash \hat{S}
\end{gather*}
$$

where $\bar{n}_{z}=(0,0,1)$ and $\bar{\tau}_{z}^{1}=(1,0,0), \bar{\tau}_{z}^{2}=(0,1,0)$, and using Theorem 3.3 gives

$$
\begin{align*}
&\left\|\tilde{v}_{z z \tau}\right\|_{0, Q}^{2}+\left\|\tilde{\eta}_{z \tau}\right\|_{0, Q}^{2} \leqq c\left\|\left(\operatorname{div}_{z} \tilde{v}\right)_{z \tau}\right\|_{0, Q}^{2}+c d\left(\|\hat{\eta}\|_{2, Q}^{2}\right. \\
&\left.+\|\hat{v}\|_{3, Q}^{2}\right)+c\left(X_{2}+X_{3}\right) \tag{4.41}
\end{align*}
$$

Applying the operator $\delta_{h}^{3}, h>0$, to the third component of (4.22), multiplying by $\hat{V}_{n} \delta_{h}^{3} \tilde{\eta}$ and integrating over $Q$ one obtains

$$
\begin{align*}
\left\|\hat{V}_{n} \delta_{h}^{3} \tilde{\eta}\right\|_{0, Q} \leqq & =c\left\|\tilde{v}_{z n \tau}\right\|_{0, Q}^{2}+c d\|\hat{v}\|_{3, Q}^{2} \\
& +\varepsilon\left(\|\hat{\eta}\|_{2, Q}^{2}+\|\hat{v}\|_{3, Q}^{2}\right)+c\left(X_{2}+X_{3}\right) \tag{4.42}
\end{align*}
$$

where analogous considerations are carried out as in the case of inequality (4.35). Hence letting $h$ to 0 we have

$$
\begin{equation*}
\left\|\tilde{\eta}_{n n}\right\|_{0, Q}^{2} \leqq c\left\|\tilde{v}_{z n t}\right\|_{0, Q}^{2}+(\varepsilon+c d)\left(\|\hat{\eta}\|_{2, Q}^{2}+\|\hat{v}\|_{3, Q}^{2}\right)+c\left(X_{2}+X_{3}\right) . \tag{4.43}
\end{equation*}
$$

Differentiating the third component of (4.37) with respect to $n$ shows that

$$
\begin{align*}
&\left\|(\widehat{\operatorname{div}} \tilde{v})_{n n}\right\|_{0, Q}^{2} \leqq c\left\|\tilde{v}_{z n t}\right\|_{0, Q}^{2}+c d\|\hat{v}\|_{3, Q}^{2} \\
&+c\left\|\hat{V}_{n} \tilde{\eta}_{n}\right\|_{0, Q}^{2}+c\left(X_{2}+X_{3}\right) . \tag{4.44}
\end{align*}
$$

Now (4.43) and (4.44) imply

$$
\begin{gather*}
\left\|\tilde{\eta}_{n n}\right\|_{0, Q}^{2}+\|\left(\widehat{\operatorname{div}} \tilde{v}_{n n}\left\|_{0, Q}^{2} \leqq c\right\| \tilde{v}_{z n t} \|_{0, Q}^{2}+(\varepsilon+c d)\left(\|\hat{\eta}\|_{2, Q}^{2}+\|\hat{v}\|_{3, Q}^{2}\right)\right. \\
+c\left(X_{2}+X_{3}\right) . \tag{4.45}
\end{gather*}
$$

Finally, from (4.39), (4.41), and (4.45) we have

$$
\begin{align*}
\left\|\tilde{v}_{z z \tau}\right\|_{0, Q}^{2} & +\left\|(\widehat{\operatorname{div}} \tilde{v})_{z z}\right\|_{0, Q}^{2}+\left\|\tilde{\eta}_{z z}\right\|_{0, Q}^{2} \\
& \leqq c(d+\varepsilon)\left(\|\hat{\eta}\|_{2, Q}^{2}+\|\hat{v}\|_{3, Q}^{2}\right)+c\left(X_{2}+X_{3}\right) . \tag{4.46}
\end{align*}
$$

Going back to the old coordinates, summing over all neighbourhoods of the partition of unity and using Lemma 4.1 implies

$$
\begin{equation*}
\|v\|_{2}^{2}+\|\eta\|_{2}^{2}+\left\|v_{x x \tau}\right\|_{0}^{2}+\left\|(\operatorname{div} v)_{x x}\right\|_{0}^{2} \leqq c(d+\varepsilon)\left(\|v\|_{3}^{2}+\|\eta\|_{2}^{2}\right)+c Y_{2} \tag{4.47}
\end{equation*}
$$

where $\tau$ signifies that near the boundary only the tangent derivatives appear. Using Theorem 3.2 to the Stokes problem (4.12) gives

$$
\begin{equation*}
\|v\|_{3}^{2}+\|\eta\|_{2}^{2} \leqq c\left(\|\operatorname{div} v\|_{2}^{2}+\|K\|_{1}^{2}\right) . \tag{4.48}
\end{equation*}
$$

Hence from (4.47) and (4.48) for sufficiently small $d$ and $\varepsilon$ we get (4.15). From Lemma 4.2 we have

Theorem 4.3. Let $v, \eta$ be a solution to problem (4.1), (4.2), (4.4). Let (4.3) and (4.6) be satisfied. Let $A \equiv\|w\|_{3}$ be sufficiently small. Then

$$
\begin{equation*}
\|v\|_{3}^{2}+\|\eta\|_{2}^{2} \leqq c_{1}\left(\|K\|_{1}^{2}+\|G\|_{2}^{2}\right) \tag{4.49}
\end{equation*}
$$

Now we prove the existence of solutions to the linear problem (4.1), (4.2), (4.4) with conditions (4.3) and (4.6), where $w \in H^{3}(\Omega)$ is treated as a given function satisfying (4.5). We follow the method of [62].

First, we consider the case of $\xi / \mu$ large enough. Defining

$$
\begin{equation*}
\pi \equiv \varrho \bar{\varrho} p_{1} \eta / \mu-(\xi / \mu+1 / 3) \operatorname{div} v \tag{4.50}
\end{equation*}
$$

we transform the problem into two problems

$$
\begin{gather*}
-\Delta v+\nabla \pi=\varrho K / \mu \quad \text { in } \Omega, \\
\operatorname{div} v=(\xi / \mu+1 / 3)^{-1}\left(\bar{\varrho} p_{1} \eta / \mu-\pi\right) \quad \text { in } \Omega,  \tag{4.51}\\
\left.v \cdot \bar{n}\right|_{S}=0 \quad \text { on } S, \\
\left.\bar{\tau}_{k} T^{\prime}(v) \bar{n}\right|_{S}=0, \quad k=1,2, \quad \text { on } S,
\end{gather*}
$$

and

$$
\begin{gather*}
\bar{\varrho}(\xi / \mu+1 / 3)^{-1} \bar{\varrho} p_{1} \eta / \mu+\operatorname{div}(w \eta)=\bar{\varrho}(\xi / \mu+1 / 3)^{-1} \pi+G \quad \text { in } \Omega  \tag{4.52}\\
\int_{\Omega} \eta=0 .
\end{gather*}
$$

We solve (4.51), (4.52) by means of a fixed point theorem. Having determined $\left(\eta^{*}, \pi^{*}\right)$ on the right-hand side of $(4.51)_{2}$, we first get $(v, \pi)$ from the Stokes problem (4.51), and then $\eta$ from (4.52). A fixed point of the map

$$
\begin{equation*}
\Phi:\left(\eta^{*}, \pi^{*}\right) \rightarrow(\eta, \pi) \tag{4.53}
\end{equation*}
$$

is a solution of (4.51), (4.52). Set

$$
\begin{align*}
K_{1} & \equiv\left\{\left(\eta^{*}, \pi^{*}\right) \in H^{2}(\Omega) \times H^{2}(\Omega): \int_{\Omega} \eta^{*}\right. \\
& \left.=\int_{\Omega} \pi^{*}=0,\left\|\eta^{*}\right\|_{2}^{2} \leqq B,\left\|\pi^{*}\right\|_{2}^{2} \leqq B\right\} . \tag{4.54}
\end{align*}
$$

Using Theorem 3.2 to the Stokes problem (4.51) (this problem is equivalent to the problem considered in Sect. 3 so the same results hold) we have (for the reader's convenience we repeat the considerations in [62])

$$
\begin{align*}
\|v\|_{3}^{2}+\|\pi\|_{2}^{2} & \leqq c\left[\mu^{-2}\|K\|_{1}^{2}+(\xi / \mu+1 / 3)^{-2}\left(\frac{\bar{\varrho}^{2} p_{1}^{2}}{\mu^{2}}\left\|\eta^{*}\right\|_{2}^{2}+\left\|\pi^{*}\right\|_{2}^{2}\right)\right] \\
& \leqq c_{2}\left[\mu^{-2}\|K\|_{1}^{2}+(\xi / \mu+1 / 3)^{-2}\left(\bar{\varrho}^{-2} p_{1}^{2} \mu^{-2}+1\right) B\right] . \tag{4.55}
\end{align*}
$$

In the case of a domain $\Omega$ obtained by rotation about the vector $B, K$ must satisfy condition (3.4). We have to underline that we used Theorem 3.2 in the case $S \in H^{7 / 2}$.

By Lemma 2.6, if

$$
\begin{equation*}
\|w\|_{3} \leqq c_{3} \bar{\varrho}^{2} p_{1}(\xi+\mu / 3)^{-1} \tag{4.56}
\end{equation*}
$$

where $c_{3}=c_{3}(\Omega)$ is determined by embedding theorems, for solutions to problem (4.52) one obtains the estimate

$$
\begin{align*}
\|\eta\|_{2}^{2} \leqq & c\left[\mu^{2} \varrho^{-4} p_{1}^{-2}(\xi / \mu+1 / 3)^{2}\|G\|_{2}^{2}+\mu^{2} \varrho^{-2} p_{1}^{2}\|\pi\|_{2}^{2}\right] \\
\leqq & c_{4}\left[\varrho^{-4} p_{1}^{-2}(\xi+\mu / 3)^{2}\|G\|_{2}^{2}\right. \\
& \left.+\bar{\varrho}^{-2} p_{1}^{-2}\left(\|K\|_{1}^{2}+(\xi / \mu+1 / 3)^{-2}\left(\bar{\varrho}^{2} p_{1}^{2}+1\right) B\right)\right] . \tag{4.57}
\end{align*}
$$

Assuming that the right-hand sides of (4.55) and (4.57) are less than $B$, which may be satisfied if

$$
\begin{equation*}
\max \left\{c_{2} \mu^{-2}\|K\|_{1}^{2}, c_{4} \bar{\varrho}^{-4} p_{1}^{-2}(\xi+\mu / 3)^{2}\|G\|_{2}^{2}+\bar{\varrho}^{-2} p_{1}^{-2}\|K\|_{1}^{2}\right\}<B, \tag{4.58}
\end{equation*}
$$

and if $\xi / \mu$ is large enough, we obtain $\|\pi\|_{2}^{2}<B,\|\eta\|_{2}^{2} \leqq B$. This means that $\Phi\left(K_{1}\right) \subset K_{1}$. The set $K_{1}$ is a convex compact subset of $Z \equiv H^{1}(\Omega) \times H^{1}(\Omega)$. Moreover, $\Phi: K_{1} \rightarrow K_{1}$ is continuous in the $Z$ topology. Hence by Schauder's theorem, $\Phi$ has a fixed point.

In this way we have proved the existence of solutions to (4.51), (4.52) for sufficiently large $\xi / \mu$ and small $\|w\|_{3}$.

To prove the existence of solutions of problem (4.51), (4.52) in the general case ( $\xi / \mu$ arbitrary, $\xi \geqq 2 / 3 \mu$ ) we use the same continuity method as in [62], applied to the following operators:

$$
\begin{aligned}
& \mu_{t}=(1-t) \mu_{0}+t \mu, \xi_{t}=(1-t) \xi_{0}+t \xi, t \in[0,1], \\
& L_{t}(v, \eta) \equiv\left(-\mu_{t} \Delta v-\left(\xi_{t}+1 / 3 \mu_{t}\right) \nabla \operatorname{div} v+\bar{\varrho} p_{1} \nabla \eta, \varrho \operatorname{div} v+\operatorname{div}(w \eta)\right)=(K, G), \\
& X \equiv\left\{(v, \eta) \in H^{3}(\Omega) \times H^{2}(\Omega),\left.v \cdot \bar{n}\right|_{s}=0,\left.\bar{\tau} T^{\prime}(v) \bar{n}\right|_{s}=0, \int_{\Omega} \eta=0\right\}, \\
& Y \equiv\left\{(K, G) \in H^{1}(\Omega) \times H^{2}(\Omega), \int_{\Omega} G d x=0\right\},
\end{aligned}
$$

where $\xi_{0} / \mu_{0}$ is large enough and such that (4.56) is satisfied (see the previous part of the proof). It can be easily proved that the set $T \equiv\{t \in[0,1]$ : for each $(K, G) \in Y$ there exists a unique solution

$$
\left.(v, \eta) \in X \quad \text { of } \quad L_{t}(v, \eta)=(K, G)\right\}
$$

is nonempty and $T \equiv[0,1]$ (see [62]).
Hence we have proved
Theorem 4.4. Let $K \in H^{1}(\Omega), G \in H^{2}(\Omega), \xi>(2 / 3) \mu, S \in H^{7 / 2}, w \in H^{3}(\Omega)$ and suppose $A=\|w\|_{3}$ is sufficiently small (see (4.56) and assumptions of Theorem 4.3). Then there exists a solution $(v, \eta) \in H^{3}(\Omega) \times H^{2}(\Omega)$ of problem (4.51), (4.52) such that

$$
\begin{equation*}
\|v\|_{3}+\|\eta\|_{2} \leqq c_{5}\left(\|K\|_{1}+\|G\|_{2}\right) \leqq A \tag{4.59}
\end{equation*}
$$

Now we are in a position to prove the existence of solutions to the nonlinear problem (1.1). Set
$K_{2}=\left\{(v, \eta) \in H^{3}(\Omega) \times H^{2}(\Omega),\left.v \cdot \bar{n}\right|_{S}=0,\left.\bar{\tau} \cdot T^{\prime}(v) \bar{n}\right|_{S}=0, \int_{\Omega} \eta=0,\|v\|_{3}+\|\eta\|_{2} \leqq D\right\}$,
where $D$ will be chosen later. To use Theorem 4.4 we must require that $D \leqq A$. Setting

$$
\begin{equation*}
K=\left(p_{1}-\frac{p_{\varrho}(\bar{\varrho}+\sigma)}{\bar{\varrho}+\sigma}\right) \nabla \sigma-w \cdot \nabla w+\frac{\sigma}{\bar{\varrho}+\sigma} \bar{A} w+f, \quad G=0 \tag{4.60}
\end{equation*}
$$

in (4.51) and (4.52), Theorem 4.4 implies the map

$$
\begin{equation*}
\Psi:(w, \sigma) \rightarrow(v, \eta) \tag{4.61}
\end{equation*}
$$

From (4.59) and (4.60) we have

$$
\begin{align*}
\|v\|_{3}+\|\eta\|_{2} & \leqq c_{5}\|K\|_{1} \leqq c_{6}\left(\|\sigma\|_{2}^{2}+\|\sigma\|_{2}^{3}+\|w\|_{3}^{2}+\|\sigma\|_{2}\|w\|_{3}+\|\sigma\|_{2}^{2}\|w\|_{3}+\|f\|_{1}\right) \\
& \leqq c_{7}\left[D^{2}(1+D)+\|f\|_{1}\right] \tag{4.62}
\end{align*}
$$

Choosing $D$ and $\|f\|_{1}$ so small that the right-hand side of (4.62) is less than $D$ we get $\Psi\left(K_{2}\right) \subset K_{2}$. On the other hand, $K_{2}$ is convex and compact in $Z_{1} \equiv H^{2}(\Omega) \times H^{1}(\Omega)$ and $\Psi$ is continuous in the topology of $Z_{1}$. Hence by Schauder's theorem, $\Psi$ has a fixed point which is a solution to (1.1). Therefore we have proved

Theorem 4.5. Let $f \in H^{1}(\Omega)$ with $\|f\|_{1}$ sufficiently small, $S \in H^{7 / 2}$. Assume (4.6). Then there exists a solution $(v, \eta) \in H^{3}(\Omega) \times H^{2}(\Omega)$ to problem (1.1) and

$$
\begin{equation*}
\|v\|_{3}+\|\eta\|_{2} \leqq c\|f\|_{1} . \tag{4.63}
\end{equation*}
$$

Remark 4.6. Suppose a bounded domain $\Omega$ is obtained by rotation about the vector $B$ and satisfies symmetry conditions (5.1). Suppose $f$ satisfies symmetry conditions (5.4) and $\|f\|_{1}$ is sufficiently small. Then there exists a symmetric solution to problem (1.1) determined by Theorem 4.5 and satisfying (5.6).

## 5. Variation of a Free Boundary

Let $\Omega^{(1)}$ and $\Omega^{(2)}$ be two domains given by

$$
\Omega^{(i)}=\left\{x: r<\zeta^{(i)}(\theta)\right\}, \quad i=1,2,
$$

where $\zeta^{(i)}(\theta)=R_{0}+R^{(i)}(\theta), R_{0}=$ const and $R^{(i)}(\theta)$ satisfies the symmetry conditions

$$
\begin{equation*}
\frac{d^{l} R^{(i)}}{d \theta^{l}}(\pi / 2+\theta)=(-1)^{l} \frac{d^{l} R^{(i)}}{d \theta^{l}}(\pi / 2-\theta), \quad l=0,1,2,3 . \tag{5.1}
\end{equation*}
$$

Assume that $R^{(i)} \in H^{7 / 2}(0, \pi)$. Using the implicit function theorem one can show (we omit the simple but cumbersome calculations) that the surfaces $\Gamma^{(i)}=\partial \Omega^{(i)}$ are then of class $H^{7 / 2}$. Suppose additionally that

$$
\begin{equation*}
\left\|R^{(1)}-R^{(2)}\right\|_{7 / 2,(0, \pi)}<\varepsilon_{0}, \quad\left\|R^{(i)}\right\|_{7 / 2,(0, \pi)} \leqq R_{0} / 2 \tag{5.2}
\end{equation*}
$$

with sufficiently small $\varepsilon_{0}$.

Consider in $\Omega^{(1)}$ and $\Omega^{(2)}$ the boundary value problem (1.1) with the additional condition

$$
\begin{equation*}
\int_{\Omega^{(i)}} \varrho^{(i)}(x) d x=M \tag{5.3}
\end{equation*}
$$

 and satisfies the symmetry conditions: $\left(f_{r}, f_{\varphi}, f_{\theta}\right)=\left(f_{r}, 0, f_{\theta}\right)$, the functions $f_{r}, f_{\theta}$ depend only on $(r, \theta)$ and

$$
\begin{align*}
& \frac{\partial^{l} f_{r}}{\partial \theta^{l}}(r, \pi / 2+\theta)=(-1)^{l} \frac{\partial^{l} f_{r}}{\partial \theta^{l}}(r, \pi / 2-\theta) \\
& \frac{\partial^{l} f_{\theta}}{\partial \theta^{l}}(r, \pi / 2+\theta)=(-1)^{l+1} \frac{\partial^{l} f_{\theta}}{\partial \theta^{l}}(r, \pi / 2-\theta), \quad l=0,1 \tag{5.4}
\end{align*}
$$

Then the necessary and sufficient condition for the solvability of problem (1.1) is satisfied and by virtue of Theorem 4.5 and Remark 4.6 there exists a solution $\left(v^{(i)}, \varrho^{(i)}\right)$ of (1.1) in $\Omega^{(i)}$ such that $\varrho^{(i)}$ admits the representation

$$
\varrho^{(i)}(x)=\bar{\varrho}^{(i)}+\eta^{(i)}(x)
$$

where $\varrho^{(i)}=M / \Omega^{(i)}\left|,\left|\Omega^{(i)}\right|=\operatorname{vol} \Omega^{(i)}=\frac{2 \pi}{3} \int_{0}^{\pi}\left(R_{0}+R^{(i)}(\theta)\right)^{3} \sin \theta d \theta\right.$,

$$
\begin{equation*}
\int_{\Omega^{(i)}} \eta^{(i)}(x) d x=0 \tag{5.5}
\end{equation*}
$$

and $\left(v^{(i)}, \eta^{(i)}\right)$ satisfies the following symmetry conditions: $v^{(i)}, \eta^{(i)}$ depend only on $r, \theta,\left(v_{r}^{(i)}, v_{\varphi}^{(i)}, v_{\theta}^{(i)}\right)=\left(v_{r}^{(i)}, 0, v_{\theta}^{(i)}\right)$,

$$
\begin{gather*}
\frac{\partial^{l} v_{r}^{(i)}}{\partial \theta^{l}}(r, \pi / 2+\theta)=(-1)^{l} \frac{\partial^{l} v_{r}^{(i)}}{\partial \theta^{l}}(r, \pi / 2-\theta), \\
\frac{\partial^{l} v_{\theta}^{(i)}}{\partial \theta^{l}}(r, \pi / 2+\theta)=(-1)^{l+1} \frac{\partial v_{\theta}^{(i)}}{\partial \theta^{l}}(r, \pi / 2-\theta), \quad l=0,1,2,3,  \tag{5.6}\\
\frac{\partial^{l} \eta^{(i)}}{\partial \theta^{l}}(r, \pi / 2+\theta)=(-1)^{l} \frac{\partial^{l} \eta^{(i)}}{\partial \theta^{l}}(r, \pi / 2-\theta), \quad l=0,1,2 .
\end{gather*}
$$

Moreover, $\left(v^{(i)}, \eta^{(i)}\right)$ obeys the estimates

$$
\begin{equation*}
\left\|v^{(i)}\right\|_{3, \Omega^{(i)}}+\left\|\eta^{(i)}\right\|_{2, \Omega^{(i)}} \leqq c\|f\|_{1, \Omega^{(i)}}, \quad i=1,2 \tag{5.7}
\end{equation*}
$$

Note that for sufficiently small $\varepsilon_{0}$ in (5.2) the constant in (5.7) can be chosen the same for all $R^{(i)}$ satisfying (5.2).

We now compare $\left(v^{(1)}, \varrho^{(1)}\right)$ with $\left(v^{(2)}, \varrho^{(2)}\right)$. For this purpose we construct a transformation which maps $\Omega^{(1)}$ onto $\Omega^{(2)}$. Let $x=\left(x_{1}, x_{2}, x_{3}\right)$ and $(r, \varphi, \theta)$ be Cartesian and spherical coordinates in $\Omega^{(1)}$ and let $y=\left(y_{1}, y_{2}, y_{3}\right)$ and $(\hat{r}, \varphi, \theta)$ be the same coordinates in $\Omega^{(2)}$. Introduce the transformation

$$
\begin{equation*}
\hat{r}=r+\lambda\left(\frac{r}{R_{0}+R^{(1)}(\theta)}\right) \omega(r, \theta) \tag{5.8}
\end{equation*}
$$

where $\lambda(t)$ is a smooth cut-off function with $\lambda(t)=0$ in a neighbourhood of $t=0$ and $\lambda(t)=1$ for $t \geqq 1 / 4$, and $\omega \in H^{4}\left(\Omega^{(1)}\right)$ satisfies the boundary condition

$$
\begin{equation*}
\left.\omega(r, \theta)\right|_{r=R_{0}+R^{(1)}(\theta)}=R^{(2)}(\theta)-R^{(1)}(\theta), \tag{5.9}
\end{equation*}
$$

and the inequality

$$
\begin{equation*}
\|\omega\|_{4, \Omega^{(1)}} \leqq c\left\|R^{(1)}-R^{(2)}\right\|_{7 / 2,(0, \pi)} \tag{5.10}
\end{equation*}
$$

One can easily show that the transformation (5.8) maps $\Gamma^{(1)}$ onto $\Gamma^{(2)}$ and for sufficiently small $\varepsilon_{0}$ its jacobian is bounded away from zero. Hence (5.8) defines a one-to-one mapping $y=\Phi x$ of $\Omega^{(1)}$ onto $\Omega^{(2)}$. From (5.8)-(5.10) one gets the estimate

$$
\begin{equation*}
\left\|x-\Phi^{-1} y\right\|_{4, \Omega^{(1)}}+\|y-\Phi x\|_{4, \Omega^{(2)}} \leqq c\left\|R^{(2)}-R^{(1)}\right\|_{7 / 2,(0, \pi)} . \tag{5.11}
\end{equation*}
$$

Let us rewrite problem (1.1) for $v^{(1)}, \varrho^{(1)}$ in the new coordinates $y$ :

$$
\begin{gather*}
-\mu \hat{\nabla}^{2} \hat{v}^{(1)}-v \hat{\nabla} \widehat{\operatorname{div}} \hat{v}^{(1)}+\left(\bar{\varrho}^{(1)}+\hat{\eta}^{(1)}\right)\left(\hat{v}^{(1)} \hat{\nabla}\right) \hat{v}^{(1)}+\hat{\nabla} p\left(\bar{\varrho}^{(1)}+\hat{\eta}^{(1)}\right) \\
=\left(\bar{\varrho}^{(1)}+\hat{\eta}^{(1)}\right) \hat{f}, \hat{\nabla} \cdot\left[\left(\varrho^{(1)}+\hat{\eta}^{(1)}\right) \hat{v}^{(1)}\right]=0,\left.\quad \hat{v}^{(1)} \cdot \hat{n}\right|_{\Gamma^{(2)}}=0,  \tag{5.12}\\
\hat{T}^{\prime}\left(\hat{v}^{(1)}\right) \hat{n}-\left.\left(\hat{n} \cdot \hat{T}^{\prime}\left(\hat{v}^{(1)}\right) \hat{n}\right) \hat{n}\right|_{\Gamma^{(2)}}=0,
\end{gather*}
$$

where $\quad \hat{v}^{(1)}(y)=v^{(1)}\left(\Phi^{-1} y\right), \quad \hat{\eta}^{(1)}(y)=\eta^{(1)}\left(\Phi^{-1} y\right), \quad \hat{f}(y)=f\left(\Phi^{-1} y\right), \quad \hat{\nabla}=A(y) \nabla$, $\hat{n}=\frac{A \bar{n}}{|A \bar{n}|}=B \bar{n}, A$ and $\hat{T}^{\prime}$ are matrices with elements

$$
a_{i j}(y)=\left.\frac{\partial x_{j}}{\partial x_{i}}\right|_{y=\Phi^{-1} x}, \quad \hat{T}_{i j}^{\prime}=\sum_{m=1}^{3}\left(a_{i m} \frac{\partial v_{j}^{(1)}}{\partial x_{m}}+a_{j m} \frac{\partial v_{i}^{(1)}}{\partial x_{m}}\right), \quad i, j=1,2,3 .
$$

Subtracting equations (1.1) for $\left(v^{(2)}, \varrho^{(2)}\right)$ from system (5.12) we get the following boundary value problem for the differences $u(y)=\hat{v}^{(1)}(y)-v^{(2)}(y)$, $Q(y)=\hat{\eta}^{(1)}(y)-\eta^{(2)}(y)$ :

$$
\begin{gathered}
-\mu \nabla^{2} u-\nu \nabla \operatorname{div} u+p^{\prime}\left(\bar{\varrho}^{(1)}\right) \nabla Q=F_{1}+F_{2}+F_{3}, \\
\varrho^{(1)} \nabla \cdot u=G_{1}+G_{2} \\
u \cdot \bar{n}_{\Gamma^{(2)}}=b, \quad T^{\prime}(u) \bar{n}-\left.\bar{n}\left(\bar{n} \cdot T^{\prime}(u) \bar{n}\right)\right|_{\Gamma^{(2)}}=d
\end{gathered}
$$

with

$$
\begin{aligned}
& F_{1}= \mu\left(\hat{\nabla}^{2}-\nabla^{2}\right) \hat{v}^{(1)}+v(\hat{\nabla} \mathrm{div}-\nabla \operatorname{div}) \hat{v}^{(1)}-(\hat{\nabla}-\nabla) p\left(\bar{\varrho}^{(1)}+\hat{\eta}^{(1)}\right)-\left(\bar{\varrho}^{(1)}+\hat{\eta}^{(1)}\right) \\
& \cdot\left((\hat{\nabla}-\nabla) \cdot \hat{v}^{(1)}\right) \hat{v}^{(1)}-\left(\bar{\varrho}^{(1)}-\bar{\varrho}^{(2)}\right)\left(\nabla \cdot v^{(2)}\right) v^{(2)}+\bar{\varrho}^{(1)}(\hat{f}-f) \\
&+\hat{\eta}^{(1)}(\hat{f}-f)+\left(\bar{\varrho}^{(1)}-\bar{\varrho}^{(2)}\right) f ; \\
& F_{2}= Q f-\left(\bar{\varrho}^{(1)}+\hat{\eta}^{(1)}\right)(\nabla \cdot u) \hat{v}^{(1)}-\left(\bar{\varrho}^{(1)}+\hat{\eta}^{(1)}\right)\left(\nabla \cdot v^{(2)}\right) u-Q\left(\nabla \cdot v^{(2)}\right) v^{(2)} ; \\
& F_{3}=- {\left[\left(p^{\prime}\left(\bar{\varrho}^{(1)}+\hat{\eta}^{(1)}\right)-p^{\prime}\left(\varrho^{(2)}+\eta^{(2)}\right)\right) \nabla \eta^{(2)}+\left(p^{\prime}\left(\varrho^{(1)}+\hat{\eta}^{(1)}\right)-p^{\prime}\left(\bar{\varrho}^{(1)}\right)\right) \nabla Q\right] ; } \\
& \quad G_{1}=(\nabla-\hat{\nabla}) \cdot\left(\left(\bar{\varrho}^{(1)}+\hat{\eta}^{(1)}\right) \hat{v}^{(1)}\right)+\left(\bar{\varrho}^{(2)}-\bar{\varrho}^{(1)}\right) \nabla \cdot v^{(2)} ; \\
& G_{2}=-\nabla \cdot\left(\hat{\eta}^{(1)} u\right)-\nabla \cdot\left(Q v^{(2)}\right) ; \\
& b=\left.\hat{v}^{(1)} \cdot(\hat{n}-\bar{n})\right|_{\Gamma^{(2)}}=\left.\hat{v}^{(1)} \cdot(B-I) \bar{n}\right|_{\Gamma^{(2)}} ; \quad d=\left\{\left[\hat{T}^{\prime}\left(\hat{v}^{(1)}\right)-T^{\prime}\left(v^{(2)}\right)\right] \bar{n}+\hat{T}^{\prime}\left(\hat{v}^{(1)}\right)\right. \\
&\left.\cdot(\hat{n}-\bar{n})+\bar{n}\left[\bar{n} \cdot\left(\hat{T}^{\prime}\left(\hat{v}^{(1)}\right)-T^{\prime}\left(\hat{v}^{(1)}\right)\right) \bar{n}\right]+\left[\hat{n}\left(\hat{n} \cdot T^{\prime}\left(\hat{v}^{(1)}\right) \hat{n}\right)-\bar{n}\left(\bar{n} \cdot T^{\prime}\left(\hat{v}^{(1)}\right) \bar{n}\right)\right]\right\}\left.\right|_{\Gamma^{(2)}} .
\end{aligned}
$$

Using inequalities (5.7), $i=1,2$, (5.11) and the formulas

$$
\bar{\varrho}^{(i)}=3 M /\left(2 \pi \int_{0}^{\pi}\left(R_{0}+R^{(i)}(\theta)\right)^{3} \sin \theta d \theta\right)
$$

one gets the estimates

$$
\begin{gather*}
\left\|F_{1}\right\|_{1, \Omega^{(2)}}+\left\|G_{1}\right\|_{2, \Omega^{(2)}} \leqq c(|f|)\left\|R^{(1)}-R^{(2)}\right\|_{7 / 2,(0, \pi)} \\
\left\|F_{2}\right\|_{1, \Omega^{(2)}}+\left\|G_{2}\right\|_{2, \Omega^{(2)}} \leqq c(|f|)\left(\|Q\|_{2, \Omega^{(2)}}+\|u\|_{3, \Omega^{(2)}}\right) \\
\left\|F_{3}\right\|_{1, \Omega^{(2)}}+\|b\|_{7 / 2, \Gamma^{(2)}}+\|d\|_{5 / 2, \Gamma^{(2)}} \\
\leqq c(|f|)\left(\|Q\|_{2, \Omega^{(2)}}+\|u\|_{3, \Omega^{(2)}}+\left\|R^{(1)}-R^{(2)}\right\|_{7 / 2,(0, \pi)}\right) \tag{5.14}
\end{gather*}
$$

Here $|f|=\|f\|_{c^{2}\left(\Omega^{(2)}\right)}$, and the constant $c(|f|)$ is small for small $|f|$. Note that in deriving (5.14) we also use imbedding theorems, the properties of the function $p$ and the estimate

$$
\begin{aligned}
\left\|f\left(\Phi^{-1}(y)\right)-f(y)\right\|_{c^{1}\left(\Omega^{(2)}\right)} & \leqq c\|f\|_{c^{2}\left(\Omega^{(2)}\right)}\left|y-\Phi^{-1} y\right|_{4, \Omega^{(2)}} \\
& \leqq c|f|\left\|R^{(1)}-R^{(2)}\right\|_{7 / 2,(0, \pi)}
\end{aligned}
$$

One easily verifies that the right-hand sides of system (5.13) satisfy condition (3.14). Hence we can get an estimate for $u, Q$ using Theorem 3.3 ( $u, Q$ is a solution of the Stokes system). Since (see (5.5))

$$
\begin{aligned}
\left|\int_{\Omega^{(2)}} Q(y) d y\right| & =\left|\int_{\Omega^{(2)}} \eta^{(1)}\left(\Phi^{-1}(y)\right) d y\right| \\
& =\left|\int_{\Omega^{(2)}} \hat{\eta}^{(1)}(y)\left[\operatorname{det} A^{-1}-1\right] d y\right| \leqq c(|f|)\left\|R^{(1)}-R^{(2)}\right\|_{7 / 2,(0, \pi)}
\end{aligned}
$$

inequalities (3.15) and (5.14) yield

$$
\|u\|_{3, \Omega^{(2)}}+\|Q\|_{2, \Omega^{(2)}} \leqq c(|f|)\left(\|u\|_{3, \Omega^{(2)}}+\|Q\|_{2, Q^{(2)}}\right)+c(|f|)\left\|R^{(1)}-R^{(2)}\right\|_{7 / 2,(0, \pi)} .
$$

Hence for sufficiently small $|f|$,

$$
\begin{equation*}
\|u\|_{3, \Omega^{(2)}}+\|Q\|_{2, \Omega^{(2)}} \leqq c(|f|)\left\|R^{(1)}-R^{(2)}\right\|_{7 / 2,(0, \pi)} \tag{5.15}
\end{equation*}
$$

Consider the functions $\Psi^{(i)}(x)=\left.\left(-p\left(\varrho^{(i)}\right)+\bar{n} \cdot T^{\prime}\left(v^{(i)}\right) \bar{n}\right)\right|_{\Gamma^{(i)}}$. Since the solutions $\left(v^{(i)}, \varrho^{(i)}\right)$ satisfy the symmetry conditions (5.6), $\Psi^{(i)}(x)$ is a function of $\theta$ only and satisfies conditions (5.1). Therefore, we have proved the following
Theorem 5.1. The functions $\Psi^{(i)}(\theta)=\left.\left(\bar{n} \cdot T\left(v^{(i)}\right) \bar{n}-p\left(\varrho^{(i)}\right)\right)\right|_{r=R+R_{0}^{(i)}(\theta)}$ satisfy the symmetry conditions (5.6) and obey the estimate

$$
\begin{equation*}
\left\|\Psi^{(1)}-\Psi^{(2)}\right\|_{3 / 2,(0, \pi)} \leqq c(|f|)\left\|R^{(1)}-R^{(2)}\right\|_{7 / 2,(0, \pi)} \tag{5.16}
\end{equation*}
$$

(5.16) follows from (5.15).

## 6. Existence of Solutions

To prove the existence for the original problem (1.1), (1.5), (1.6) we shall use a method of successive approximations. Before describing this method we transform Eq. (1.5). Assume that the free boundary $\Gamma$ is specified by $\Gamma=\left\{x: r=R_{0}+R(\varphi, \theta)\right\}$. We can write the mean curvature operator in spherical coordinates $(r, \varphi, \theta)$ for the function $\zeta(\varphi, \theta)=R_{0}+R(\varphi, \theta)$ as follows [22]:

$$
\begin{equation*}
H(x)=L \zeta=-\frac{1}{\sin \theta}\left[\frac{\partial}{\partial \varphi}\left(h^{-1} \frac{\partial}{\partial \varphi} \zeta\right)+\frac{\partial}{\partial \theta}\left(h^{-1} \sin ^{2} \theta \frac{\partial}{\partial \theta} \zeta\right)\right]+2 \sin \theta h^{-1} \tag{6.1}
\end{equation*}
$$

where $h=\left(\zeta^{2} \sin ^{2} \theta+(\partial \zeta / \partial \varphi)^{2}+(\partial \zeta / \partial \theta)^{2} \sin ^{2} \theta\right)^{1 / 2}$. Linearizing the right-hand side of (6.1) one gets

$$
L \zeta=2 / R_{0}-1 / R_{0}^{2}\left(\Delta^{*}+2\right)\left(R-\Phi^{*}(R)\right.
$$

where $\Delta^{*}=1 / \sin \theta\left[\partial / \partial \varphi\left((\sin \theta)^{-1} \partial / \partial \varphi\right)+\partial / \partial \theta(\sin \theta \partial / \partial \theta)\right]$ is the Laplace-Beltrami operator on the sphere $S^{1}$ and

$$
\begin{align*}
& \Phi^{*}(R)= R /\left(\zeta R_{0} \sin \theta\right)\left[\partial / \partial \varphi\left(h^{-1} \partial R / \partial \varphi\right)+\partial / \partial \theta\left(h^{-1} \sin ^{2} \theta \partial R / \partial \theta\right)\right] \\
&+\left.2 \sin \theta R^{2} \int_{0}^{1}(1-\tau) L_{1}^{2} \Psi(x, y, z)\right|_{\substack{x=R_{0}+\tau R \\
y=\tau \partial / / \partial \theta \\
z=\tau R / / \partial \varphi}} \partial d \tau \\
&-1 /\left(R_{0} \sin \theta\right)\left\{\partial / \partial \varphi\left[\left.R(\partial R / \partial \varphi) \int_{0}^{1} L_{1} \Psi(x, y, z)\right|_{\substack{x=R_{0}+\tau R \\
y=\tau \partial R / \partial \theta \\
z=\tau R R / \partial \varphi}} d \tau\right]\right. \\
&+\partial / \partial \theta\left[\left.\sin ^{2} \theta R(\partial R / \partial \theta) \int_{0}^{1} L_{1} \Psi(x, y, z)\right|_{\substack{x=R_{0}+\tau R \\
y=\tau R / / \partial \theta \\
z=\tau \tau R / \partial \varphi}} d \tau,\right.  \tag{6.2}\\
& L_{1}=\partial / \partial x+\partial / \partial y+\partial / \partial z, \quad \Psi(x, y, z)=\left(\left(x^{2}+y^{2}\right) \sin ^{2} \theta+z^{2}\right)^{-1 / 2} .
\end{align*}
$$

Now we consider in detail the properties of the operator $\left(\Delta^{*}+2\right)$, i.e. of the equation

$$
\begin{equation*}
\left(\Delta^{*}+2\right) Z=F . \tag{6.3}
\end{equation*}
$$

Theorem 6.1. For any $F \in H^{m}\left(S^{1}\right)$ satisfying

$$
\begin{equation*}
\int_{S^{1}} F(\varphi, \theta) \cos \theta d S^{1}=0 \tag{6.4}
\end{equation*}
$$

Eq. (6.3) has a unique solution $Z \in H^{m+2}\left(S^{1}\right)$ such that

$$
\begin{equation*}
\int_{S^{1}} Z(\varphi, \theta) \cos \theta d S^{1}=0 \tag{6.5}
\end{equation*}
$$

and we have the estimate

$$
\begin{equation*}
\|Z\|_{m+2, S^{1}} \leqq c\|F\|_{m, S^{1}} \tag{6.6}
\end{equation*}
$$

Proof. It is well known that the Laplace-Beltrami operator $\Delta^{*}$ is an elliptic self adjoint operator and hence (see e.g. [42, Chap. I, Sect. 8.2]) $\Delta^{*}$ has the Fredholm
property in the scale of Sobolev spaces. Moreover, $\lambda=2$ is an eigenvalue of $\Delta^{*}$ with eigenfunction $U=\cos \theta$ (see e.g. [42, Chap. III, Sect. 22.2]). This implies the theorem.

Theorem 6.2. Let $F$ be a function of $\theta$ only, $F \in H^{3 / 2}(0, \pi)$, which satisfies the symmetry conditions

$$
\begin{equation*}
\left(d^{l} F / d \theta^{l}\right)(\pi / 2+\theta)=(-1)^{l}\left(d^{l} F / d \theta^{l}\right)(\pi / 2-\theta), \quad l=0,1 . \tag{6.7}
\end{equation*}
$$

Then there exists a unique solution $Z \in H^{7 / 2}(0, \pi)$ of Eq. (6.3) also depending on $\theta$ only and such that

$$
\begin{equation*}
\left(d^{l} Z / d \theta^{l}\right)(\pi / 2+\theta)=(-1)^{l}\left(d^{l} Z / d \theta^{l}\right)(\pi / 2-\theta), \quad l=0,1,2,3, \tag{6.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\|Z\|_{7 / 2,(0, \pi)} \leqq c\|F\|_{3 / 2,(0, \pi)} . \tag{6.9}
\end{equation*}
$$

Proof. For a function $Z$ independent of $\varphi$ the operator $\left(\Delta^{*}+2\right) Z$ takes the form

$$
\left(\Delta^{*}+2\right) Z=1 / \sin \theta(\partial / \partial \theta(\sin \theta(\partial Z / \partial \theta(\theta)))+2 Z(\theta) .
$$

Hence it is sufficient to solve the ordinary differential equation

$$
\begin{equation*}
1 / \sin \theta d / d \theta(\sin \theta(d Z / d \theta)(\theta))+2 Z(\theta)=F(\theta), \quad \theta \in(0, \pi) \tag{6.10}
\end{equation*}
$$

Introducing the variable $\eta=\cos \theta$ gives

$$
\begin{equation*}
d / d \eta\left[\left(1-\eta^{2}\right)(d \hat{Z} / d \eta)(\eta)\right]+2 \hat{Z}(\eta)=\hat{F}(\eta), \quad \eta \in(-1.1) \tag{6.11}
\end{equation*}
$$

where $\hat{Z}(\eta)=Z(\arccos \eta), \hat{F}(\eta)=F(\arccos \eta)$. The homogeneous equation corresponding to (6.11) has two linearly independent solutions $\hat{Z}_{1}(\eta)=\eta$ and $\hat{Z}_{2}(\eta)=1-1 / 2 \eta \ln ((1+\eta) /(1-\eta))$. The solution of the nonhomogeneous problem (6.11) satisfying (6.8) can be written in the form
$\hat{Z}(\eta)= \begin{cases}\hat{Z}_{1}(\eta) \int_{-1}^{\eta} \hat{Z}_{2}(\xi) \hat{F}(\xi) d \xi+\hat{Z}_{2}(\eta) \int_{\eta}^{1} \hat{Z}_{1}(\xi) \hat{F}(\xi) d \xi+\kappa_{0} \hat{Z}_{1}(\eta), & 0 \leqq \eta \leqq 1, \\ -\hat{Z}_{2}(\eta) \int_{-1}^{\eta} \hat{Z}_{1}(\xi) \hat{F}(\xi) d \xi-\hat{Z}_{1}(\eta) \int_{\eta}^{1} \hat{Z}_{2}(\xi) \hat{F}(\xi) d \xi-\kappa_{0} \hat{Z}_{1}(\eta), & -1 \leqq \eta \leqq 0,\end{cases}$
where $\kappa_{0}=-\int_{-1}^{0} \hat{Z}_{2}(\xi) \hat{F}(\xi) d \xi$. Using (6.7) one can easily calculate that

$$
\begin{equation*}
\hat{Z}(-\eta)=\hat{Z}(\eta), \quad(d \hat{Z} / d \eta)(-\eta)=-(d \hat{Z} / d \eta)(\eta), \quad(d \hat{Z} / d \eta)(0)=0 \tag{6.13}
\end{equation*}
$$

Let us estimate the norm

$$
\langle\hat{Z}\rangle_{1}=\left(\int_{-1}^{1} \hat{Z}(\eta)^{2} d \eta+\int_{-1}^{1}\left(1-\eta^{2}\right)|(d \hat{Z} / d \eta)(\eta)|^{2} d \eta\right)^{1 / 2}
$$

which is equivalent to $\|Z\|_{1, S^{1}}$. Since $\ln ((1+\eta) /(1-\eta)) \in L_{2}(-1,1)$ one easily gets the estimate

$$
\begin{equation*}
\int_{-1}^{1}|\hat{Z}(\eta)|^{2} d \eta \leqq c\left(\int_{-1}^{1} \hat{F}(\eta)^{2} d \eta+\kappa_{0}^{2}\right) \leqq c \int_{-1}^{1} \hat{F}(\eta)^{2} d \eta \tag{6.14}
\end{equation*}
$$

From (6.12) we calculate

$$
\frac{d}{d \eta} \hat{Z}(\eta)= \begin{cases}\int_{-1}^{\eta} \hat{Z}_{2}(\xi) \hat{F}(\xi) d \xi+d / d \eta \hat{Z}_{2}(\eta) \int_{\eta}^{1} \xi \hat{F}(\xi) d \xi+\kappa_{0}, & 0 \leqq \eta \leqq 1 \\ -d \hat{Z}_{2} / d \eta(\eta) \int_{-1}^{\eta} \xi \hat{F}(\xi) d \xi-\int_{\eta}^{1} \hat{Z}_{2}(\xi) \hat{F}(\xi) d \xi-\kappa_{0}, & -1 \leqq \eta \leqq 0\end{cases}
$$

Since $\left|(d / d \eta) \hat{Z}_{2}(\eta)\right| \leqq c\left(1-\eta^{2}\right)^{-1}, \eta \in(-1,1)$, we have

$$
\begin{aligned}
\int_{-1}^{1}(1 & \left.-\eta^{2}\right)|(d / d \eta) \hat{Z}(\eta)|^{2} d \eta \\
& \leqq c\left(\kappa_{0}^{2}+\int_{0}^{1}\left(1-\eta^{2}\right)\left(\int_{-1}^{\eta} \hat{Z}_{2}(\xi) \hat{F}(\xi) d \xi\right)^{2} d \eta+\int_{0}^{1}\left(1-\eta^{2}\right)^{-1}\left(\int_{\eta}^{1} \xi \hat{F}(\xi) d \xi\right)^{2} d \eta\right) \\
& \leqq c\left(\int_{-1}^{1} \hat{F}(\xi)^{2} d \xi+\int_{0}^{1}\left(1-\eta^{2}\right)^{-1}\left(\int_{\eta}^{1} \xi d \xi\right) d \eta \int_{-1}^{1} \hat{F}(\xi)^{2} d \xi\right) \\
& \leqq c\left(\int_{-1}^{1} \hat{F}(\eta)^{2} d \eta\right) .
\end{aligned}
$$

Therefore $Z(\theta)=\hat{Z}(\cos \theta) \in H^{1}\left(S^{1}\right)$.
Now we prove that $\hat{Z}(\eta)$ is a unique solution of problem (6.11) belonging to $H^{1}\left(S^{1}\right)$ and satisfying (6.13). Indeed, the general solution of the homogeneous problem corresponding to (6.11) is

$$
\hat{Z}_{h}(\eta)=c_{1} \hat{Z}_{1}(\eta)+c_{2} \hat{Z}_{2}(\eta)
$$

Since $\hat{Z}_{1}(\eta)=\eta$ does not satisfy $(6.13)$ and $\hat{Z}_{2}(\eta)=1+(1 / 2) \ln ((1+\eta) /(1-\eta))$ has infinite norm $\langle\cdot\rangle_{1}$ we get $c_{1}=0, c_{2}=0$ and hence $\hat{Z}_{h}(\eta) \equiv 0$. It follows from the symmetry conditions (6.13) that $\hat{Z}$ defined by (6.12) satisfies

$$
\int_{-1}^{1} \eta \hat{Z}(\eta) d \eta=0
$$

which is equivalent to (6.5). Hence $\hat{Z}(\theta)=Z(\cos \theta)$ coincides with the unique solution of problem (6.3). By Theorem 6.1, $Z \in H^{7 / 2}(0, \pi)$ and estimate (6.9) holds. Using Eq. (6.10) one can verify that $Z(\theta)$ satisfies the symmetry conditions (6.8). The theorem is proved.

Now we can describe our method of successive approximations. First we assume that the liquid is at rest, i.e. $v_{0}(x) \equiv 0, \varrho_{0}(x) \equiv \bar{\varrho}_{0}$, and that the domain $\Omega_{0}$ occupied by the liquid is the ball of radius $R_{0}$, i.e. $\Omega_{0}=\left\{x: r<R_{0}\right\}$. To satisfy conditions (1.5), (1.6) we have to take $\varrho_{0}$ and $R_{0}$ such that

$$
\begin{equation*}
2 \sigma / R_{0}=p\left(\bar{\varrho}_{0}\right)-p_{0}, \quad 4 \pi R_{0}^{3} \bar{\varrho}_{0} / 3=M, \tag{6.15}
\end{equation*}
$$

i.e. $R_{0}$ is the solution of the algebraic equation

$$
\begin{equation*}
R_{0}\left(p\left(3 M /\left(4 \pi R_{0}^{3}\right)\right)-p_{0}\right)=2 \sigma . \tag{6.16}
\end{equation*}
$$

All the subsequent approximations $\left(v_{n}, \varrho_{n}, \Omega_{n}\right)$ will be found in symmetric form, i.e. we suppose that the functions $v_{n}, \varrho_{n}$ depend on $r, \theta$ only and satisfy the sym-
metry conditions (5.6). The domain $\Omega_{n}$ is specified by $\Omega_{n}=\left\{x: \mathrm{r}<R_{0}+R_{n}(\theta)\right\}$, where $R_{n}$ satisfies (5.1). If ( $v_{n}, \varrho_{n}, \Omega_{n}$ ) are already found we take $v_{n+1}, \varrho_{n+1}$ to be a solution of the auxiliary problem (1.1) in the fixed domain $\Omega_{n}$. In addition, the function $\varrho_{n+1}$ is assumed to have the form $\varrho_{n+1}(x)=\varrho_{n+1}+\eta_{n+1}(x)$, with $\bar{\varrho}_{n+1}=3 M /\left(2 \pi \int_{0}^{\pi} \sin \theta\left(R_{0}+R_{n}(\theta)\right)^{3} d \theta\right)$. Then at every step the condition

$$
\begin{equation*}
\bar{\varrho}_{n+1}\left|\Omega_{n}\right|=M \tag{6.17}
\end{equation*}
$$

is valid. To define the domain $\Omega_{n+1}=\left\{x: r<R_{0}+R_{n+1}(\theta)\right\}$ we solve the equation

$$
\begin{align*}
\left(\Delta^{*}+2\right) R_{n+1}= & 2 R_{0}-R_{0}^{2} \Phi^{*}\left(R_{n}\right)+R_{0}^{2} \sigma^{-1}\left(-p\left(\varrho_{n+1}\right)+p_{0}\right. \\
& \left.+\bar{n} \cdot T^{\prime}\left(v_{n+1}\right) \bar{n}\right)\left.\right|_{r=R_{0}+R_{n}(\theta)}, \quad n>1, \tag{6.18}
\end{align*}
$$

where $\Phi^{*}(R)$ is given by (6.2).
If $\|f\|_{c^{2}\left(\Omega_{n}\right)}$ is sufficiently small (compared with $\left.\left|\Omega_{n}\right|\right)$ then problem (1.1) in $\Omega_{n}$ has a unique solution $\left(v_{n+1}, \varrho_{n+1}+\eta_{n+1}\right)$ (see Theorem 4.5) and

$$
\begin{equation*}
\left\|v_{n+1}\right\|_{3, \Omega_{n}}+\left\|\eta_{n+1}\right\|_{2, \Omega_{n}} \leqq c\|f\|_{1, \Omega_{n}} . \tag{6.19}
\end{equation*}
$$

Moreover, since the initial domain $\Omega_{0}$ and $f$ satisfy the symmetry condition (5.1) and (5.4) the solution ( $v_{n+1}, \varrho_{n+1}$ ) also satisfies (5.6).

Consider now problem (6.18). Assume that $R_{n}(\theta)$ is a symmetric function such that $R_{n} \in H^{7 / 2}(0, \pi)$ and the conditions (6.8) are valid. Using (6.2), the representation of the normal vector $\bar{n}$ of the tensor $T^{\prime}$ in spherical coordinates and the symmetry properties of $v_{n+1}, \varrho_{n+1}$ one finds that the right-hand side of (6.18) satisfies (6.7). Moreover since $\Phi^{*}(R)$ is quadratic in $R$ (see (6.2)),

$$
\begin{equation*}
\left\|\Phi^{*}\left(R_{n}\right)\right\|_{3 / 2,(0, \pi)} \leqq c\left(\left\|R_{n}\right\|_{7 / 2,(0, \pi)}\right)^{2} \tag{6.20}
\end{equation*}
$$

Further, by (6.19),

$$
\begin{align*}
& \left\|2 R_{0}+\left.R_{0}^{2} \sigma^{-1}\left(-p\left(\varrho_{n+1}\right)+p_{0}+\bar{n} \cdot T^{\prime}\left(v_{n+1}\right) \bar{n}\right)\right|_{r=R_{0}+R_{n}(\theta)}\right\|_{3 / 2,(0, \pi)} \\
& \quad \leqq c\left(\|f\|_{1, \Omega_{n}}+g\left(\left\|R_{n}\right\|_{7 / 2,(0, \pi)}\right)\right) \tag{6.21}
\end{align*}
$$

where $g(t)$ is small for small $t$. In deriving (6.21) we have also used (6.15) and the estimate

$$
\begin{aligned}
\left\|p\left(\bar{\varrho}_{0}\right)-p\left(\bar{\varrho}_{n+1}+\eta_{n+1}\right)\right\|_{3 / 2,(0, \pi)} & \leqq c\left(\left|\varrho_{0}-\bar{\varrho}_{n+1}\right|+\left\|\eta_{n+1}\right\|_{2, \Omega_{n}}\right) \\
& \leqq c\left(\|f\|_{1, \Omega_{n}}+g\left(\left\|R_{n}\right\|_{7 / 2,(0, \pi)}\right)\right),
\end{aligned}
$$

which is a consequence of the formulas

$$
\begin{equation*}
\bar{\varrho}_{0}=3 M / 4 \pi R_{0}^{3}, \bar{\varrho}_{n+1}=3 M /\left(2 \pi \int_{0}^{\pi} \sin \theta\left(R_{0}+R_{n}(\theta)\right)^{3} d \theta\right) \tag{6.22}
\end{equation*}
$$

Hence by Theorem 6.2 there exists a unique solution $R_{n+1} \in H^{7 / 2}(0, \pi)$ of problem (6.18) satisfying (6.8) and the inequality

$$
\begin{equation*}
\left\|R_{n+1}\right\|_{7 / 2,(0, \pi)} \leqq c\|f\|_{1, \Omega_{n}}+g_{1}\left(\left\|R_{n}\right\|_{7 / 2,(0, \pi)}\right) . \tag{6.23}
\end{equation*}
$$

Since $R_{0}(\theta) \equiv 0,(6.23)$ shows that for sufficiently small $\|f\|_{c^{2}}$ the numbers $\bar{\varrho}_{n+1}$ (mean densities) do not differ much from $\varrho_{0}$ and the constant in (6.19) can be chosen the same for all $n$. Hence the sequences $\left\{\left\|v_{n+1}\right\|_{3, \Omega_{n}}\right\},\left\{\left\|\eta_{n+1}\right\|_{2, \Omega_{n}}\right\}$ are also bounded.

Consider the differences $\hat{v}_{n}-v_{n+1}, \hat{\eta}_{n}-\eta_{n+1}, R_{n}-R_{n+1}$ (here $\hat{v}_{n}(y)=v_{n}\left(\Phi_{n}^{-1} y\right)$, $\hat{\eta}_{n}(y)=\eta_{n}\left(\Phi_{n}^{-1} y\right), \Phi_{n}$ is the transformation which maps $\Omega_{n-1}$ onto $\left.\Omega_{n}\right)$. It follows from (6.23) and (6.19) that for sufficiently small $\|f\|_{c^{2}}$ conditions (5.8) are satisfied, and estimates (5.15), (5.16) yield

$$
\begin{align*}
& \left\|\hat{v}_{n}-v_{n+1}\right\|_{3, \Omega_{n}}+\left\|\hat{\eta}_{n}-\eta_{n+1}\right\|_{2, \Omega_{n}} \leqq c(|f|)\left\|R_{n}-R_{n-1}\right\|_{7 / 2,(0, \pi)}  \tag{6.24}\\
& \left\|\left.\left(-p\left(\varrho_{n}\right)+\bar{n} \cdot T^{\prime}\left(v_{n}\right) \bar{n}\right)\right|_{r=R_{0}+R_{n}(\theta)}-\left.\left(-p\left(\varrho_{n+1}\right)+\bar{n} \cdot T^{\prime}\left(v_{n+1}\right) \bar{n}\right)\right|_{r=R_{0}+R_{n}(\theta)}\right\|_{3 / 2,(0, \pi)} \\
& \leqq c(|f|)\left\|R_{n}-R_{n-1}\right\|_{7 / 2,(0, \pi)} . \tag{6.25}
\end{align*}
$$

The functions $R_{n}-R_{n+1}$ satisfy the equation

$$
\begin{aligned}
\left(\Delta^{*}+2\right)\left(R_{n}-R_{n+1}\right)= & -R_{0}^{2}\left(\Phi^{*}\left(R_{n-1}\right)-\Phi^{*}\left(R_{n}\right)\right)+R_{0}^{2} \sigma^{-1}\left[\left(-p\left(\varrho_{n}\right)\right.\right. \\
& \left.+\bar{n} \cdot T^{\prime}\left(v_{n}\right) \bar{n}\right)\left.\right|_{r=R_{0}+R_{n-1}(\theta)}-\left(-p\left(\varrho_{n+1}\right)\right. \\
& \left.\left.+\bar{n} \cdot T\left(v_{n+1}\right) \bar{n}\right)\left.\right|_{r=R_{0}+R_{n-1}(\theta)}\right] .
\end{aligned}
$$

Since (see (6.2))

$$
\begin{aligned}
\| \Phi^{*}\left(R_{n-1}\right) & -\Phi^{*}\left(R_{n}\right) \|_{3 / 2,(0, \pi)} \\
& \leqq c\left(\left\|R_{n}\right\|_{7 / 2,0, \pi)}+\left\|R_{n-1}\right\|_{7 / 2,(0, \pi)}\right) \cdot\left\|R_{n}-R_{n-1}\right\|_{7 / 2,(0, \pi)}
\end{aligned}
$$

using (6.23) and Theorem 6.2 we get the estimate

$$
\begin{equation*}
\left\|R_{n}-R_{n+1}\right\|_{7 / 2,(0, \pi)} \leqq c(|f|)\left\|R_{n-1}-R_{n}\right\|_{7 / 2,(0, \pi)} . \tag{6.26}
\end{equation*}
$$

Inequalities (6.24), (6.26) show that for $|f|$ small enough the sequences $\left\{v_{n}\right\}$, $\left\{\eta_{n}\right\}$ and $\left\{R_{n}\right\}$ have limits in the corresponding spaces. Denote these limits by $v, \eta$ and $R$ respectively.

It is evident that $v, \varrho=\bar{\varrho}+\eta$ and $\Omega=\left\{x: \mathrm{r}<R_{0}+R(\theta)\right\}$, where $\bar{\varrho}=\lim _{n \rightarrow \infty} \bar{\varrho}_{n}=3 M /\left(2 \pi \int_{0}^{\pi} \sin \theta\left(R_{0}+R(\theta)\right)^{3} d \theta\right)$, solve problem (1.1), (1.5), (1.6). Moreover, we have the estimate

$$
\begin{equation*}
\|v\|_{3, \Omega}+\|\eta\|_{2, \Omega} \leqq c\|f\|_{1, \Omega} . \tag{6.27}
\end{equation*}
$$

Thus, we have proved the main result of the paper.
Theorem 6.3. If the norm $\|f\|_{c^{2}}$ is small enough, if $f$ satisfies the symmetry conditions (5.4) and (1.8), if (4.6) holds and p satisfies such conditions that Eq. (6.16) is solvable. Then there exists a unique solution ( $v, \varrho, \Omega$ ) of problem (1.1), (1.5), (1.6). This solution satisfies the symmetry conditions (5.1), (5.6) and estimate (6.27).

Remark 6.1. To show that condition (1.8) is satisfied we show that it is satisfied on each step of the above constructed method of successive approximation. Knowing that $f_{r}=f_{r}(r, \theta), f_{\theta}=f_{\theta}(r, \theta), f_{\varphi}=0$ we have $f_{1}=\left(f_{r} \sin \theta+f_{\theta} \cos \theta\right) \cos \varphi$, $\left.f_{2}=f_{r} \sin \theta+f_{\theta} \cos \theta\right) \sin \varphi, f_{3}=f_{r} \cos \theta-f_{\theta} \sin \theta$, where $f_{i}, i=1,2,3$, are the car-
tesian coordinates of $f$. Knowing that $\Omega_{n}$ is rotationally symmetric and $\eta_{n}=\eta_{n}(r, \theta)$ condition (1.8) implies

$$
\begin{equation*}
\int_{\Omega_{n}} f_{i}(x) d x=0, \quad \int_{\Omega_{n}} \eta_{n} f_{i} d x=0, \quad i=1,2,3 \tag{6.28}
\end{equation*}
$$

Consider

$$
\begin{equation*}
\int_{0}^{\pi} \Phi(\theta) \sin \theta d \theta=\int_{0}^{\pi / 2} \Phi\left(\frac{\pi}{2}-\vartheta\right) \cos \vartheta d \vartheta+\int_{0}^{\pi / 2} \Phi\left(\frac{\pi}{2}+\vartheta\right) \cos \vartheta d \vartheta . \tag{6.29}
\end{equation*}
$$

Equations (5.4), (5.6) $)_{3}$ imply that functions $f_{r} \cos \theta, f_{\theta} \sin \theta, \eta_{n} f_{r} \cos \theta, \eta_{n} f_{\theta} \sin \theta$ satisfy the following relation

$$
\Phi\left(\frac{\pi}{2}-\vartheta\right)=-\Phi\left(\frac{\pi}{2}+\vartheta\right)
$$

which gives that (6.28) holds.

## A. Appendix

In this section we prove Theorem 3.2. We use the partition of unity and notation introduced at the beginning of the proof of Lemma 4.2.

For subdomains $\widetilde{\Omega}$ such that $\bar{\Omega} \cap \partial \Omega=\emptyset$ the results of [23] and local estimates for elliptic systems (see $[1,48]$ ) imply $v \in H^{3}(\widetilde{\Omega}), p \in H^{2}(\widetilde{\Omega})$ and

$$
\begin{equation*}
\|v\|_{s, \tilde{\Omega}}+\|p\|_{s-1, \tilde{\Omega}} \leqq c\left(\|f\|_{s-2, \Omega}+\|g\|_{s-1, \Omega}\right), \quad s=2,3 . \tag{A.1}
\end{equation*}
$$

Hence to show (3.12) it is sufficient to estimate the solution near the boundary $S$. First we consider the case $s=2$. Then $S$ locally is expressed by function $F \in H^{5 / 2}$ which has an extension $\widetilde{F} \in H^{3}(Q)$ [see (4.18)]. Let $\overline{\tilde{\Omega}} \cap S \neq \emptyset, \overline{\tilde{\tilde{}}} \cap S \neq \emptyset$. Let us introduce new vectors $u^{\prime \prime}, \eta^{\prime \prime}$ and so on by the formulas

$$
\begin{align*}
& u_{i}^{\prime \prime}(z)=\left.u_{i}^{\prime}(y) J^{-1}(y)\right|_{y=\Phi^{-1}(z)}, \quad i=1,2,  \tag{A.2}\\
& u_{3}^{\prime \prime}(z)=\left.\left[u_{3}^{\prime}(y)-\widetilde{F}_{y_{i}}(y) u_{i}^{\prime}(y)\right] J^{-1}(y)\right|_{y=\Phi^{-1}(z)},
\end{align*}
$$

where $J(y)=1-\widetilde{F}_{y_{3}}$ is the Jacobian of the transformation $z=\Phi(y)$ (vector $u^{\prime}$ and the function $\Phi$ are defined in the proof of Lemma 4.2). Let us recall that summation convention over repeated indices be assumed. From [20] it follows that $\operatorname{div}_{z} u^{\prime \prime}(z)=\left.J^{-1}(y) \operatorname{div}_{y} u^{\prime}(y)\right|_{y=\Phi^{-1}(z)}$. For simplicity we write $w=v^{\prime \prime}, \xi=\eta^{\prime \prime}$.

Using the new variables $\{y\}$ [see (4.17)] and assuming that $\eta^{\prime}$ vanishes outside $\widetilde{\Omega}$ instead of (3.5) we obtain

$$
\begin{equation*}
\frac{\mu}{2} E\left(v^{\prime}, \eta^{\prime}\right)-\left(p^{\prime}, \operatorname{div} \eta^{\prime}\right)_{\tilde{\Omega}}=\left(f^{\prime}, \eta^{\prime}\right)_{\tilde{\Omega}}+(\mu-v)\left(g^{\prime}, \operatorname{div} \eta^{\prime}\right)_{\tilde{\Omega}} \tag{A.3}
\end{equation*}
$$

From (A.2) we have $v_{i}^{\prime}(y)=\left(1-\widetilde{F}_{y_{3}}(y)\right) v_{i}^{\prime \prime}(z(y)), i=1,2$,

$$
v_{3}^{\prime}(y)=\left(1-\tilde{F}_{y_{3}}(y)\right) \cdot v_{3}^{\prime \prime}(z(y))+\sum_{l=1}^{2} \widetilde{F}_{y_{l}}(y) v_{l}^{\prime \prime}(z(y))
$$

The same formulas hold for $\eta^{\prime}$. Moreover, $\operatorname{div}_{z} v^{\prime \prime}=\left.\left(J^{-1}(y) g^{\prime}(y)\right)\right|_{y=\Phi^{-1}(z)}$. Hence, after passing to variables $z$ and integrating by parts from (A.3) one gets

$$
\begin{equation*}
\frac{\mu}{2} E(w, \xi)+\frac{\mu}{2} \varepsilon(w, \xi)-(\hat{p}, \operatorname{div} \xi)_{Q}=\left(f_{1}, \xi\right)_{Q}+(\mu-v)(\operatorname{div} w, \operatorname{div} \xi)_{Q} \tag{A.4}
\end{equation*}
$$

where

$$
\begin{align*}
& \hat{p}(z)=\left.p^{\prime}(y)\right|_{y=\Phi^{-1}(z)}, \\
& f_{1 i}(z)= {\left[f_{i}^{\prime}(y)+\widetilde{F}_{y_{i}}(y) f_{3}^{\prime}(y) J^{-1}(y)\right.} \\
&\left.+(\mu-v) \frac{\partial}{\partial z_{i}}\left(\widetilde{F}_{y_{3}} J^{-1} g^{\prime}\right)\right]\left.\right|_{y=\Phi \Phi^{-1}(z)}, \quad i=1,2, \\
& f_{13}(z)= {\left[f_{3}^{\prime}(y) J^{-1}(y)+(\mu-v) \frac{\partial}{\partial z_{3}}\left(\widetilde{F}_{y_{3}} J^{-1} g^{\prime}\right)\right], }  \tag{A.5}\\
& \varepsilon(w, \xi)=\int_{Q}\left[p_{k l}^{i j} w_{i z_{k}} \xi_{j z_{l}}+p_{k}^{i j} w_{i z_{k}} \xi_{j}+\bar{p}_{k}^{i j} w_{i} \xi_{j z_{k}}+p^{i j} w_{i} \xi_{j}\right] J^{-1} d z, \\
& p_{k l}^{i j}=p_{4}^{(1)}(\nabla \widetilde{F}), \quad p_{k}^{i j}, \bar{p}_{k}^{i j}=p_{3}^{(2)}(\nabla \widetilde{F}) D^{2} \widetilde{F}+p_{2}^{(3)}(\nabla \widetilde{F}), \\
& p^{i j}=p_{2}^{(4)}(\nabla \widetilde{F}) D^{2} \widetilde{F} D^{2} \widetilde{F},
\end{align*}
$$

$p_{l}^{(m)}$ are polynomials of degree $l$ with no constant terms.
Put in (A.4) $\zeta \xi$ in place of $\xi$, where $\zeta$ is a smooth function such that $\zeta=1 \quad$ if $\quad\left|z_{i}\right| \leqq d / 4, \quad i=1,2, \quad z_{3} \leqq d / 4, \quad$ and $\quad \zeta=0 \quad$ if $\quad\left|z_{i}\right| \geqq d / 2, \quad z_{3} \geqq d / 2$. Let $\tilde{w}=\zeta w, \tilde{p}=\hat{p} \zeta, \tilde{f}_{1}=f_{1} \zeta$. Then instead of (A.4) one gets

$$
\begin{equation*}
\frac{\mu}{2} E(\tilde{w}, \xi)+\frac{\mu}{2} \varepsilon(\tilde{w}, \xi)-(\tilde{p}, \operatorname{div} \xi)_{Q}=\Phi(\xi)+(\mu-v)(\operatorname{div} \tilde{w}, \operatorname{div} \xi)_{Q} \tag{A.6}
\end{equation*}
$$

where

$$
\begin{align*}
& \Phi(\xi)=-\frac{\mu}{2} E^{\prime}(w, \zeta, \xi)-\frac{\mu}{2} \varepsilon^{\prime}(w, \zeta, \xi)+(\hat{p}, \nabla \zeta \cdot \xi)_{Q}+\left(\widetilde{f}_{1}, \xi\right)_{Q} \\
&+(\mu-v)(\nabla \zeta \operatorname{div} w, \xi)_{Q}+(\mu-v)(\nabla(w \cdot \nabla \zeta), \xi)_{Q},  \tag{A.7}\\
& E^{\prime}(w, \zeta, \xi)=\int_{Q}\left[T_{i j}(w)\left(\zeta_{z_{j}} \xi_{i}+\zeta_{z_{i}} \xi_{j}\right)-\left(\zeta_{z_{i}} w_{j}+\zeta_{z_{j}} w_{i}\right) T_{i j}(\xi)\right] d z  \tag{A.8}\\
& \varepsilon^{\prime}(w, \zeta, \zeta)=\int_{Q}\left[p_{k l}^{i j}\left(w_{i z_{k}} \zeta_{z_{l}} \xi_{j}-w_{i} \zeta_{z_{k}} \xi_{j z_{l}}\right)-\left(p_{k}^{i j}+\bar{p}_{k}^{i j}\right) w_{i} \zeta_{z_{k}} \xi_{j}\right] J^{-1} d z
\end{align*}
$$

To prove Theorem 3.2 for $s=0$ we regularize the boundary, i.e. we assume that $\widetilde{F}_{m} \in C^{\infty}$ and $\left\|\widetilde{F}_{m}-\widetilde{F}\right\|_{3} \rightarrow 0, m \rightarrow \infty$. Consider the integral identity

$$
\frac{\mu}{2} E\left(w_{m}, \xi\right)+\frac{\mu}{2} \varepsilon_{m}\left(w_{m}, \xi\right)-\left(q_{m}, \operatorname{div} \xi\right)_{Q}=\Phi(\xi)+(\mu-v)(\operatorname{div} \tilde{w}, \operatorname{div} \xi)_{Q},(\text { A. } 9)
$$

where $q_{m}=\tilde{p}_{m}$ and

$$
\begin{gathered}
\varepsilon_{m}(w, \xi)=\int_{Q}\left(p_{k m}^{i j}(m) w_{i z_{k}} \xi_{j z_{l}}+\left(p_{k}^{i j}(m) w_{i z_{k}} \xi_{j}+\bar{p}_{k}^{i j}(m) w_{i} \xi_{j z_{k}}+p^{i j}(m) w_{m i} \xi_{j}\right) J^{-1} d z\right. \\
p_{k l}^{i j}=p_{4}^{(1)}\left(\nabla \widetilde{F}_{m}\right) \quad \text { and so on } .
\end{gathered}
$$

From the definition of $\Phi$ we have

$$
\begin{equation*}
|\Phi(\xi)| \leqq c\left(\|\hat{p}\|_{0}+\|w\|_{1}+\left\|\tilde{f}_{1}\right\|_{0}\right)\|\xi\|_{1} \leqq c\left(\|f\|_{0}+\|g\|_{0}\right)\|\xi\|_{1} . \tag{A.10}
\end{equation*}
$$

To obtain (A.10) we have used (3.11) and estimates

$$
\begin{gather*}
\left|E^{\prime}(w, \zeta, \xi)\right| \leqq c\|w\|_{1}\|\xi\|_{1}, \\
\left|\varepsilon^{\prime}(w, \zeta, \xi)\right| \leqq c\left(\|\tilde{F}\|_{3}\right)\|w\|_{1}\|\xi\|_{1}, \tag{A.11}
\end{gather*}
$$

which follow from (A.8), defintion of the coefficients $p_{k l}^{i j}, p_{k}^{i j}, \bar{p}_{k}^{i j}, p^{i j}$ and imbedding theorems. Moreover,

$$
\begin{equation*}
\left|\varepsilon_{m}\left(w_{m}, \xi\right)\right| \leqq c(d)\left\|w_{m}\right\|_{1}\|\xi\|_{1} \tag{A.12}
\end{equation*}
$$

where $c(d) \rightarrow 0$ with $d \rightarrow 0$. To prove (A.12) we use $\left\|\tilde{F}_{m}-\tilde{F}\right\|_{3} \rightarrow 0$ and the fact that $\nabla \tilde{F}$ is small in a neighbourhood of the point $z=0$. Since the term $\varepsilon_{m}\left(w_{m}, \xi\right)$ defines a small operator we can use standard arguments (see [47,53,54]) to prove the existence of a unique solution $\left(w_{n}, q_{m}\right)$ satisfying (A.9) and such that

$$
\begin{gather*}
w_{m} \in H^{1}(Q), \quad q_{m} \in \hat{L}_{2}(Q), \quad \operatorname{div} w_{m}=q_{1} \equiv \operatorname{div} \tilde{w},  \tag{A.13}\\
\left.w_{m}\right|_{\partial Q \backslash\left(z: z_{3}=0\right)}=0,\left.\quad w_{m 3}\right|_{z_{3}=0}=0, \\
\left\|w_{m}\right\|_{1}+\left\|q_{m}\right\|_{0} \leqq c\left(\|f\|_{0}+\|g\|_{0}+\left\|g_{1}\right\|_{0}\right) \leqq c\left(\|f\|_{0}+\|g\|_{0}\right) . \tag{A.14}
\end{gather*}
$$

Let $\xi$ have a compact support in $Q$. Integrating by parts we can reduce the right-hand side of $\Phi(\xi)$ from (A.9) to the form $\Phi(\xi)=(\widetilde{\Phi}, \xi)_{Q}$, where $\tilde{\Phi} \in L_{2}(Q)$. Moreover, since the coefficients of $\varepsilon_{m}$ are smooth and $g_{1}=\operatorname{div} \tilde{w}=\zeta g+\nabla \zeta \cdot w \in H^{1}(Q)$ we can prove (in the same way as in [23], the additional term $\varepsilon_{m}$ doesn't imply any difference) that $w_{m} \in H^{2}(\widetilde{Q}), q_{m} \in H^{1}(\widetilde{Q})$ for every $\widetilde{Q}$ such that $\tilde{\tilde{Q}} \subset Q$. Integrating by parts in (A.9) with $\xi$ such that supp $\xi \subset Q$ we get that $\left(w_{m}, q_{m}\right)$ satisfies almost everywhere in $Q$ the following system of equations

$$
\begin{gather*}
-\mu \Delta_{z} w_{m}-v \nabla_{z} \operatorname{div}_{z} w_{m}+\sum_{|\alpha| \leqq 2} \sum_{k=1}^{3} b_{k}^{(\alpha)} D_{z}^{\alpha} w_{m k}+\nabla_{z} q_{m}=\tilde{\Phi}  \tag{A.15}\\
\operatorname{div}_{z} w_{m}=g_{1}
\end{gather*}
$$

where the sum in (A.15) corresponds to the term $\varepsilon_{m}$ and the coefficients $b_{k}^{(\alpha)},|\alpha|=2$, are small as $d \rightarrow 0$. To estimate $w_{m}, q_{m}$ near the boundary $z_{3}=0$ one can use the arguments from [47]. First, from the integral identity (A.9) one gets $w_{m z \tau} \in L_{2}\left(Q^{\prime}\right)$, $q_{m \tau} \in L_{2}\left(Q^{\prime}\right)$, where $Q^{\prime}=\operatorname{supp} \zeta$ and the index $\tau$ means the derivatives with respect to $z_{i}, i=1,2$. Then expressing $w_{m z_{3} z_{3}}, q_{m z_{3}}$ from the "Stokes" equations (A.15) one gets $w_{m z_{3} z_{3}}, q_{m z_{3}} \in L_{2}(Q)$. Hence $w_{m} \in H^{2}\left(Q^{\prime}\right), q_{m} \in H^{1}\left(Q^{\prime}\right)$. Note once more, that in these considerations the smoothness of function $\widetilde{F}_{m}$ has been used.

Now we estimate $\left\|w_{m}\right\|_{2, Q^{\prime}}\left\|q_{m}\right\|_{1, Q^{Q}}$, using only that $\tilde{F}_{m} \in H^{3}$. To do this we put $\xi=\zeta\left(\delta_{h}^{l} \tilde{w}_{m}\right)_{\tau}, l=1,2, \tilde{w}_{m}=\zeta w_{m}, q_{m}=\zeta q_{m}$ into (A.9). Then we get

$$
\begin{align*}
& \frac{\mu}{2} E\left(\tilde{w}_{m},\left(\delta_{h}^{l} \tilde{w}_{m}\right)_{\tau}\right)+ \frac{\mu}{2} \varepsilon_{m}\left(\tilde{w}_{m},\left(\delta_{h}^{l} \tilde{w}_{m}\right)_{\tau}\right)-\left(\tilde{q}_{m}, \operatorname{div}\left(\delta_{h}^{l} \tilde{w}_{m}\right)_{\tau}\right)_{Q} \\
&= \Phi\left(\zeta\left(\delta_{h}^{l} \tilde{w}_{m}\right)_{\tau}\right)+\left(q_{m} \nabla \zeta,\left(\delta_{h}^{l} \tilde{w}_{m}\right)_{\tau}\right)_{Q} \\
&+(\mu-v)\left(g_{1}, \operatorname{div}\left(\zeta\left(\delta_{h}^{l} \tilde{w}_{m}\right)_{\tau}\right)_{Q}\right.  \tag{A.16}\\
&-\frac{\mu}{2} E^{\prime}\left(w_{m}, \zeta,\left(\delta_{h}^{l} \tilde{w}_{m}\right)_{\tau}\right)-\frac{\mu}{2} \varepsilon^{\prime}\left(w_{m}, \zeta,\left(\delta_{h}^{l} \tilde{w}_{m}\right)_{\tau}\right) \\
& \equiv A\left(\left(\delta_{h}^{l} \tilde{w}_{m}\right)_{\tau}\right), \\
& \frac{\mu}{2} E\left(\tilde{w}_{m},\left(\delta_{h}^{l} \tilde{w}_{m}\right)_{\tau}\right)=-\frac{\mu}{2} E\left(\tilde{w}_{m \tau}, \delta_{h}^{l} \tilde{w}_{m}\right) .
\end{align*}
$$

Estimating the right-hand side of (A.16) we get

$$
\begin{align*}
|A(\xi)| & \leqq c\left(\left\|w_{m}\right\|_{1}+\left\|g_{1 \tau}\right\|_{0}+\left\|q_{m}\right\|_{0}+\|f\|_{0}+\|g\|_{0}\right)\left\|\delta_{h}^{l} \nabla_{z} \tilde{w}_{m}\right\|_{0} \\
& \leqq c\left(\|f\|_{0}+\|g\|_{1}\right)\left\|\delta_{h}^{l} \nabla_{z} \tilde{w}_{m}\right\|_{0} . \tag{A.17}
\end{align*}
$$

To prove (A.17) we integrate by parts with respect to $\tau$ in terms $E^{\prime}, \varepsilon^{\prime}$ and use estimates (A.10), (A.11), (A.14), and (3.11).

Now we estimate $\varepsilon_{m}\left(\tilde{w}_{m}, \xi\right)$. Using the form of $\varepsilon_{m}$ we have

$$
\begin{align*}
\left|\varepsilon_{n}\left(\tilde{w}_{m},\left(\delta_{h}^{l} \tilde{w}_{m}\right)_{\tau}\right)\right|= & \left|\int_{Q}\left(p_{k l}^{i j}(m) \tilde{w}_{m i z_{k}} J^{-1}\right)_{\tau} \delta_{h}^{l} \tilde{w}_{m j z l} d z\right| \\
& +\left|\int_{Q} p_{k}^{i j}(m) \tilde{w}_{m i z_{k}} J^{-1} \delta_{h}^{l} \tilde{w}_{m j \tau} d z\right| \\
& +\left|\int_{Q}\left(\bar{p}_{k}^{i j}(m) \tilde{w}_{m i} J^{-1}\right)_{\tau} \delta_{h}^{l} \tilde{w}_{m j z_{k}} d z\right| \\
& +\left|\int_{Q} p^{i j}(m) \tilde{w}_{m i} J^{-1} \delta_{h}^{l} \tilde{w}_{m j \tau} d z\right| \\
\leqq & c\left\{\left|\left(p_{k l}^{i j}(m)\right)_{\tau}\right| 4\left|J^{-1}\right|_{\infty}\left|\tilde{w}_{m z}\right|_{4}+\left|p_{k l}^{i j}(m)\right|_{\infty}\left|\left(J^{-1}\right)_{\tau}\right|_{4}\left|\tilde{w}_{m z}\right|_{4} \quad(A)\right.  \tag{A.18}\\
& +\left|p_{k l}^{i j}(m)\right|_{\infty}\left|J^{-1}\right|_{\infty}\left|\tilde{w}_{m z \tau}\right|_{2} \\
& +\left|p_{k}^{i j}(m)\right|_{4}\left|J^{-1}\right|_{\infty}\left|\tilde{w}_{m z}\right|_{4}+\left|\left(\bar{p}_{k}^{i j}(m)\right)_{\tau}\right|_{2}\left|J^{-1}\right|_{\infty}\left|\tilde{w}_{m}\right|_{\infty} \\
& +\left|\bar{p}_{k}^{i j}(m)\right|_{4}\left|J^{-1}\right|_{\infty}\left|\tilde{w}_{m z}\right|_{4}+\left|\bar{p}_{k}^{i j}(m)\right|_{4}\left|\left(J^{-1}\right)_{\tau}\right| 4\left|\tilde{w}_{m}\right|_{\infty} \\
& \left.+\left|J^{-1}\right|_{\infty}\left|p^{i j}(m)\right|_{2}\left|\tilde{w}_{m}\right|_{\infty}\right\}\left\|\tilde{w}_{m z \tau}\right\|\left\|_{0} \leqq c(d)\right\| \tilde{w}_{m}\left\|_{2}\right\| \tilde{w}_{m z \tau} \|_{0}
\end{align*}
$$

where $c(d) \rightarrow 0$ with $d \rightarrow 0$. Above, we have used that $\tilde{w}_{m} \in H^{2}$ and imbedding theorems. To prove estimates $\left|p_{k l}^{i j}\right|_{\infty^{\prime}}\left|\left(p_{k l}^{i j}\right)_{\tau}\right|_{4} \leqq c(d)$ and so on the fact that, $\nabla \widetilde{F}$ is small in neighbourhood of $z=0$ and the estimate $|u|_{4, Q} \leqq c(d)|u|_{6, Q} \leqq c(d)\|u\|_{1}$ which follows from the imbedding $H^{1} \subset L_{6}$ have been used.

Consider the term $\left(\tilde{q}_{m}, \operatorname{div} \delta_{h}^{l} \tilde{w}_{m \tau}\right)_{Q}$. Since $\operatorname{div} \tilde{w}_{m}=\nabla \zeta \cdot w_{m}+\zeta g_{1}$ we get

$$
\begin{align*}
\left|\left(\tilde{q}_{m}, \operatorname{div} \delta_{h}^{l} \tilde{w}_{m \tau}\right)_{Q}\right| & =\left|-\left(\tilde{q}_{m \tau}, \delta_{h}^{l}\left(\nabla \zeta \cdot w_{m}\right)\right)_{Q}-\left(\tilde{q}_{m \tau}, \delta_{h}^{l}\left(\zeta g_{1}\right)\right)_{Q}\right| \\
& \leqq \varepsilon\left\|\tilde{q}_{m \tau}\right\|_{0}+c(\varepsilon)\left(\left\|w_{m}\right\|_{1}+\left\|g_{1 \tau}\right\|_{0}\right) . \tag{A.19}
\end{align*}
$$

Passing to a limit as $h \rightarrow 0$ from (A.16)-(A.19) one derives the estimate

$$
\begin{equation*}
\left\|\tilde{w}_{m z \tau}\right\|_{0} \leqq c\left(\|f\|_{0}+\|g\|_{1}\right)+\varepsilon\left\|\tilde{q}_{m \tau}\right\|_{0}+c(d)\left\|\tilde{w}_{m}\right\|_{0} \tag{A.20}
\end{equation*}
$$

In the same way as in [47] we can get the estimate for $\left\|\tilde{q}_{m \tau}\right\|_{0}$, i.e. we put $\xi=\zeta \delta_{h}^{l} \Phi_{\tau}$ into (A.9), where $\Phi$ is a solution of the problem

$$
\operatorname{div} \Phi=\tilde{q}_{m},\left.\quad \Phi\right|_{z_{3}}=0
$$

in the half-space $z_{3}=0$. Repeating the above estimates one gets

$$
\begin{align*}
\left\|\tilde{q}_{m \tau}\right\|_{0} & \leqq c\left(\left\|\tilde{q}_{m}\right\|_{0}+\left\|\tilde{w}_{m}\right\|_{1}+\|f\|_{0}+\|g\|_{1}\right)+c\left\|\tilde{w}_{m z \tau}\right\|_{0}+c(d)\left\|\tilde{w}_{m}\right\|_{2} \\
& \leqq c\left(\|f\|_{0}+\|g\|_{1}\right)+c\left\|\tilde{w}_{m z \tau}\right\|_{0}+c(d)\left\|\tilde{w}_{m}\right\|_{0} \tag{A.21}
\end{align*}
$$

Now we can estimate the derivatives $\tilde{w}_{m z_{3} z_{3}}, \tilde{q}_{m z_{3}}$ calculating them from Eqs. (A.15) (see the end of Sect. 4 in [47]). Hence one gets

$$
\begin{equation*}
\left\|\tilde{w}_{m z_{3} z_{3}}\right\|_{0}+\left\|\tilde{q}_{m z_{3}}\right\|_{0} \leqq c\left(\|f\|_{0}+\|g\|_{1}+\left\|\tilde{w}_{m z \tau}\right\|_{0}+\left\|\tilde{q}_{m \tau}\right\|_{0}\right) \tag{A.22}
\end{equation*}
$$

From (A.20)-(A.22) we obtain (if $\varepsilon$ and $d$ are small)

$$
\begin{equation*}
\left\|\tilde{w}_{m}\right\|_{2}+\left\|\tilde{q}_{m}\right\|_{1} \leqq c\left(\|f\|_{0}+\|g\|_{1}\right) \tag{A.23}
\end{equation*}
$$

Therefore from (A.14) there exists a subsequence $\left\{w_{m}, q_{m}\right\}$ (for simplicity we denote it in the same way) weakly converging in $H^{1}(Q) \times L_{2}(Q)$. From (A.23) it converges weakly in $H^{2}\left(Q^{\prime}\right) \times H^{1}\left(Q^{\prime}\right)$ and strongly in $H^{1}\left(Q^{\prime}\right) \times L_{2}\left(Q^{\prime}\right)$. Let $(U, P) \in\left(H^{1}(Q) \times L_{2}(Q)\right) \cap\left(H^{2}\left(Q^{\prime}\right) \times H^{1}\left(Q^{\prime}\right)\right)$ be a limit of this subsequence. We will prove that $(U, P)$ satisfies the identity (A.6). Let $m \rightarrow \infty$ in (A.9). It is sufficient to consider the term $\varepsilon_{m}\left(w_{m}, \xi\right)$ only:

$$
\begin{align*}
\left|\varepsilon_{m}\left(\tilde{w}_{m}, \xi\right)-\varepsilon(U, \xi)\right|= & \mid \int_{Q}\left\{\left(p_{k l}^{i j}(m)-p_{k l}^{i j}\right) \tilde{w}_{m i z_{k}} \xi_{j z_{l}}\right. \\
& +p_{k l}^{i j}\left(\tilde{w}_{m i z_{k}}-\tilde{U}_{i z_{k}}\right) \xi_{j z_{l}}+\left(p_{k}^{i j}(m)-p_{k}^{i j}\right) \tilde{w}_{m i z_{k}} \xi_{j} \\
& +p_{k}^{i j}\left(\tilde{w}_{m i z_{k}}-\tilde{U}_{i z_{k}}\right) \xi_{j} \\
& +\left(\bar{p}_{k}^{i j}(m)-\bar{p}_{k}^{i j}\right) \tilde{w}_{m i} \xi_{j z_{k}}+\bar{p}_{k}^{i j}\left(\tilde{w}_{m i}-\tilde{U}_{i}\right) \xi_{j z_{k}} \\
& \left.+\left(p^{i j}(m)-p^{i j}\right) \tilde{w}_{m i} \xi_{j}+p^{i j}\left(\tilde{w}_{m i}-\tilde{U}_{i}\right) \xi_{j}\right\} J^{-1} d z \mid \\
\leqq & c\left|p_{k l}^{i j}(m)-p_{k l}^{i j}\right|_{\infty}\left|\tilde{w}_{m z}\right|_{2}\|\xi\|_{0}+\left.c\left|p_{k}^{i j}(m)-p_{k}^{i j}\right|_{4}\left|\left\|\tilde{w}_{m z}\right\|_{0}\right| \xi\right|_{4} \\
& +c\left|\bar{p}_{k}^{i j}(m)-\bar{p}_{k}^{i j}\right|_{4}\left|\tilde{w}_{m}\right|_{4}\left\|\xi_{z}\right\|_{0}+c\left|p^{i j}(m)-p^{i j}\right|_{2}\left|\tilde{w}_{m}\right| 4|\xi|_{4} \\
& \left.+\left|\bar{p}_{k}^{i j}\right|_{4}\left|w_{m}-U\right|_{4}\left|\xi_{z}\right|_{2}+\left|p^{i j}\right|_{3}\left|w_{m}-U\right|_{2}|\xi|_{6}\right) \\
& +\left|\int_{Q}\left\{\left(p_{k l}^{i j}\left(\tilde{w}_{m i z_{k}}-\tilde{U}_{i z_{k}}\right) \xi_{j z_{k}}+p_{k}^{i j}\left(\tilde{w}_{m i z_{k}}-\tilde{U}_{i z_{k}}\right) \xi_{j}\right) J^{-1}\right\} d z\right| \tag{A.24}
\end{align*}
$$

The terms in the brackets tend to zero because $\left\|\tilde{F}_{m}-\tilde{F}\right\|_{3} \rightarrow 0$ and the imbedding $H^{1} \subset L_{q}, q<6$, is compact. The last integral in the right of (A.24) is a linear functional on $H^{1}(Q)$, so it tends to zero. Finally after passing to the limit in (A.9) we obtain

$$
\begin{equation*}
\frac{\mu}{2} E(U, \xi)+\frac{\mu}{2} \varepsilon(U, \xi)-(P, \operatorname{div} \xi)_{Q}=\Phi(\xi)+(\mu-v)(\operatorname{div} \tilde{w}, \operatorname{div} \xi)_{Q} \tag{A.25}
\end{equation*}
$$

Subtracting (A.25) from (A.6) and taking in the resulting identity $\xi=\tilde{w}-U$ one gets $($ since $\operatorname{div}(\tilde{w}-U)=0)$

$$
\frac{\mu}{2} E(\tilde{w}-U, \tilde{w}-U)+\frac{\mu}{2} \varepsilon(\tilde{w}-U, \tilde{w}-U)=0 .
$$

Estimating the term $\varepsilon(\tilde{w}-U, \tilde{w}-U)$ by (A.12) we obtain

$$
E(\tilde{w}-U, \tilde{w}-U) \leqq c(d)\|\tilde{w}-U\|_{1}
$$

Hence for sufficiently small $d$ we have $\tilde{w}-U \equiv 0$, i.e. $\tilde{w}=U \in H^{2}\left(Q^{\prime}\right)$. From the Stokes system we get $\tilde{q} \in H^{1}\left(Q^{\prime}\right)$. The estimate (3.12), $s=2$, follows from (A.23). Therefore Theorem 3.2 for $s=2$ is proved.

Now we shall obtain an estimate for $v \in H^{3}(\Omega)$ and $p \in H^{2}(\Omega)$. In this case $S \in H^{7 / 2}$. Applying transformations (4.17) and (4.18) problem (3.1), (3.2) can be written in the form

$$
\begin{gather*}
A_{z} \tilde{v}+\nabla_{z} \tilde{p}=\left(A_{z}-\hat{A}\right) \tilde{v}+\left(\nabla_{z}-\hat{\nabla}\right) \tilde{p}+\hat{A} \tilde{v}-\hat{A} \hat{v} \hat{\zeta} \text { in } Q, \\
+\hat{\nabla} \tilde{p}-\hat{\nabla} \hat{p} \hat{\zeta}+\tilde{f}, \quad \operatorname{div}_{z} \tilde{v}=\operatorname{div}_{z} \tilde{v}-\widehat{\operatorname{div}} \hat{v} \hat{\zeta}+\tilde{g} \text { in } Q, \\
\hat{v} \cdot \bar{n}_{z}=\hat{v} \bar{n}_{z}-\hat{v} \hat{\bar{n}} \quad \text { on } \hat{S}, \\
\bar{\tau}_{z} T_{z}^{\prime}(\tilde{v}) \bar{n}_{z}=\bar{\tau}_{z} T_{z}^{\prime}(\tilde{v}) \bar{n}_{z}-\hat{\bar{\tau}} \hat{T}^{\prime}(\hat{v}) \hat{\bar{n} \zeta} \text { on } \hat{S},  \tag{A.26}\\
\tilde{v} \bar{n}_{z}=0 \quad \text { on } \partial Q \backslash \hat{S}, \\
\bar{\tau}_{z} T_{z}^{\prime}(\hat{v}) \bar{n}_{z}=0 \quad \text { on } \partial Q \backslash \hat{S}
\end{gather*}
$$

where the same notations as in the proof of Lemma 4.2 [see also problem (4.40)] are used. Applying the operator $\delta_{l}^{k}(k=1,2)$ to (A.21), using the fact that $z=z(y) \in H^{4}(\tilde{\Omega}), v \in H^{2}, p \in H^{1}$ and the estimates for the Stokes problem in the half space (see [1,48]; it was shown in [48] that the Stokes system is an elliptic DouglisNirenberg system and the boundary conditions (3.2) satisfy the compatibility condition) one has

$$
\begin{align*}
\left\|\delta_{h}^{k} \tilde{v}\right\|_{2, Q}+\left\|\delta_{h}^{k} \tilde{p}\right\|_{1, Q} \leqq & c d\left(\left\|\delta_{h}^{k} \tilde{v}\right\|_{2, Q}+\left\|\delta_{h}^{k} \tilde{p}\right\|_{1, Q}\right) \\
& +\left[P\left(\left\|z_{y}\right\|_{3, Q}\right)+c(\zeta)\right]\left(\|v\|_{2}+\|p\|_{1}\right) \\
& +c\left(\|f\|_{1}+\|g\|_{2}\right) \tag{A.27}
\end{align*}
$$

Therefore for sufficiently small $d$ one obtains in the limit as $h \rightarrow 0$

$$
\begin{equation*}
\left\|\tilde{v}_{\tau}\right\|_{2, Q}+\left\|\tilde{p}_{\tau}\right\|_{1, Q} \leqq c\left(\|v\|_{2}+\|p\|_{1}+\|f\|_{1}+\|g\|_{2}\right) \tag{A.28}
\end{equation*}
$$

The derivatives $\tilde{v}_{z_{3} z_{3} z_{3}}, \tilde{p}_{z_{3} z_{3}}$ are estimated in the same way as in the proof of Theorem 2 in [47]. This concludes the proof of Theorem 3.2.
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