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Abstract. Conformal field theory on a family of Riemann surfaces is formulated.
We derive equations of motion of vacua which are parametrized by moduli of
Riemann surfaces and show that these vacua are characterized uniquely by these
equations. Our theory has a deep connection with Sato’s theory of KP
equations.

0. Introduction

Recently it has been recognized that the conformal field theory (CFT) on Riemann
surfaces of arbitrary genus plays an essential role to understand the profound
mechanism of the string theory [F.S.; Fr.]. Among others very important insights
have been brought by a formulation of the bosonization rule [D.J.K.M.; A-
G.B.M.N.V.; E.O.; V.V.] and an observation that the Virasoro (energy-momen-
tum tensor) operator deforms the moduli of Riemann surfaces [E.O.; B.M.S.].

One approach to the CFT on Riemann surfaces is based on the path-integral
method initiated by Polyakov [P.]. This approach can be regarded as a geometric
one which is recently developed into the algebro-geometric level [B.K.].

Another approach to the CFT is an algebraic one based on the representation
theory of the Virasoro algebra, and was initiated by Belavin, Polyakov and
Zamolodchikov [B.P.Z.]. This approach has an essential connection with solvable
models of statistical mechanics and Kac-Moody Lie algebras.

One of the aims of this paper is to unify these two approaches by constructing a
CFT on a family of Riemann surfaces in an operator formalism. Another aim is to
establish a solid mathematical basis for a class of CFT on Riemann surfaces.

The main ingredient of our theory is M. Sato’s theory of KP equations [Sa.;
S.S.]. Originally his theory was developed to solve a problem of soliton equations,
but here we show that his theory actually covers the CFT on Riemann surfaces.
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Here two notions, the universal Grasmann manifold (UGM) and the t-function,
play the most essential role.

Theory of KP equations was reconstructed by Date, Jimbo, Kashiwara and
Miwa in an operator formalism [D.J.K.M.]. Our theory is deeply interrelated with
their formulation and is in a sense an extended version to a completed Fock space;
in order to treat theta functions we need completion. It should be compared with the
treatment of Segal and Wilson [S.W.] which treats the same content in the Hilbert
space formalism.

The relation between the theory of KP equations and Riemann surfaces was
formulated by Krichever as the theory of the Baker-Akhiezer function [Kr.;
Mum. 2], which plays an important role in this paper. This relation to Riemann
surfaces was studied further by Mulase and Shiota in connection with the Schottky
problem [Mul.; Sh.].

Fundamental operators in our theory are the free fermions y(z), ¥(z), the
current J(z) and the energy-momentum tensor 7(z), acting on the Fock space #.
They are provided, a priori, without reference to Riemann surfaces. Information of
Riemann surfaces are carried by vacuum states [X]eIP(%) (the projective Fock
space). In this respect our theory is based on the interaction picture in physicist’s
terminology. The space 4 [respectively 4 which we call the Weierstrass system
(Sect. 2)] of all geometric data sets is a dressed moduli space of Riemann surfaces
(respectively Riemann surfaces and line bundles). The physical vacuum [X]e P(#)
moves with a parametrization of data X e % (or #). An important fact is that these
spaces are infinitesimally homogeneous spaces on which infinite dimensional Lie

d ~
algebras ®=C((z~ 1)) — and G=06®C((z™")) act respectively.

Our main Vlewpomt is to interpret the map € (respectwely T)-P(F), X—[X]
as a period map of the moduli space € (respectively ) and is to investigate the
deformation of moduli generated by operators / € 6 (respectively ®). An important
fact is that the view as a period map matches very well with the method of field
theory. For example the fundamental operators 7(z) and J(z) are just the
deformation generators mentioned above. From a physical point of view this
deformation equation can be considered as an equation of motion of the vacua. On
the other hand it can be regarded as the Gauss-Manin connection from an algebro-
geometric point of view.

We have tried to make this article as self-contained as possible, since no detailed
reference on Sato’s theory is available in western language. This paper is organized
as follows:

Sections 1 and 2 are devoted to the geometrical setup for a description of the
period map. In Sect. 1 we give a description of UGM (universal Grassmann
manifold) and its Pliicker embedding into projective Fock space IP(# ), essentlally
following M. Sato. In Sect. 2 we construct the dressed moduli space of curves @
(following [B.M.S.]) and its generalization 4 including the Picard variety, which are
infinite dimensional complex manifolds.

Using the theory of the abelian functions, we can define a period map from ¢
(respectively Z') to UGM and derive Torelli-type theorems (2.28), (2.29) as a main
result of Sect. 2. The action of the modular group on % (respectively ') is also
important.
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Section 3 is devoted to a preparation of the algebraic setup. In terms of the
fermion operator i/ (2), ¥ (z) acting on the Fock space %, we construct a Fock space
representation of a central extension of & (or ®), where the Virasoro algebra and
the current algebra appear.

In Sect. 4 we provide the bosonization B: % —# (bosonized Fock space) and
show that the image of UGM in # can be characterized by a conjugate pair of wave
functions and the Hirota equations for t-functions. We essentially follow
[D.J.K.M.] but reformulate the theory in an appropriate form for field theory.

The contents of Sects. 1-4 can be summarized in the following diagram:

G B ()~ P(X)—UGM o F* —2s
! ! ! ! ! !
At 6—F(F)—PI)—UGM—P(F)-> P(#) .

The space % (#) is, stated briefly, the deformation of € in the direction to the
Jacobian varieties with a gauge fixing (see Sect. 2,F)). The symbols with “~”
(% etc.) stand for the induced C*-bundles,

H

=

@y(F) T P(A)

In Sect. 5 we construct a well-behaved lifting which we call the t-function of the
period map 4, , with a method based on Krichever’s theory concerning the Baker-
Akhiezer function (i.e. a wave function associated to the curve). This t-function can
be explicitly written down in terms of the classical Riemann theta function and the
Jacobian embedding of Riemann surfaces:

(T, X)) =" DO I(T) +¢|Q) .

This explicit form of the 7-function has been already given by several authors
[IM.O.; A-G.G.R.; V.].

In Sect. 6 the explicit forms of actions of fundamental operators on the t-func-
tion and N-point functions are obtained by using the concrete expression of the
t-function. It is interesting to note that we can obtain the addition formulae of
O-functions associated with the Jacobian of a curve systematically, which are
closely related with the Schottky problem in algebraic geometry [Fay; Mum. 3;
v.G.; Mul.; Sh.].

In Sect. 7 the fundamental differential equations satisfied by the t-function will
be derived. This provides the Gauss-Manin connection of this period map. The
main result of this paper can be stated as follows: The t-function is characterized by
the differential linear equations with infinite degrees of freedom:

[0(Z)+a(t, X)1t(T, X)) =P(/)t(T,X,) , V/e®

g 1 0 ~
> - | do 70 (L X)=25(0)1(T. X) . Vol)ed(X) ,
B

i=1 27r]/——1
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and together with the automorphy:
/1
(T, X, + 0a+5) =€XP ( —2%1/ —1 (T’ZE Qa+‘a(1(1f)+c)>>r(1f, X,) .

Here X, lies in the moduli space (#) of Riemann surfaces (Sect.2, F)) and
T=(t,t,,...) is the parameter of the bosonic Fock space # (Sect. 4, A)). For
/e ®, 0(¢) stands for its action on X, as a vector field on ¢(#) (Sect. 2, D)) and
®p(¢) acts on T as a quantized operator on 5 (3.20), (4.4). For the notations in the
second type of equations (concerning gauge transformations) see the Appendix. Itis
a remarkable fact that the t-function characterized by the above linear equations
satisfies Hirota’s nonlinear equations.

In the Appendix we collect the notations and the formulae in the theory of
abelian functions on Riemann surfaces which we have used for explicit descriptions
of our results in this article.

One of the main characteristics of our theory is that we have constructed the
whole theory to keep the complex analyticity throughout the formulation. Another
characteristic is that any infinite dimensional manifold like € and Z is treated as
a projective limit of a finite dimensional manifold. The latter treatment is com-
patible with the completion of the Fock space.

Moreover the structure of our theory has an intimate similarity with a recent
theory of arithmetic surfaces due to Arakelov and Faltings [Ar.; Fal.].

Some of the results in Sects. 5 and 6 have already been given by Ishibahsi,
Matsuo, and Ooguri [I.M.0O.] and Alvarez-Gaumé, Gomez, and Reina [A-G.G.R.].
These sections are, however, reformulated with the help of the preparations of Sects.
1-4 within the framework of the theory of infinite dimensional complex analytic
manifolds. Our main contribution in this paper is to clear up the geometric setting of
the whole theory and to provide a system of differential equations which
characterizes the t-function uniquely.

After this work has been completed a very interesting paper by Krichever and
Novikov [K.N.]came to our attention, which seems to have a close relation with our

paper.

1. UGM and Its Pliicker Embedding
A) Universal Grassmann Manifold (UGM)

(1.0) The theory of UGM was created and developed by Sato and plays an
essential role in his theory of KP equations [Sato; S.S.]. Thanks to the additional
structure of filtration one can obtain an almost complete analogy to the theory of
usual Grassmann manifolds for finite dimensional spaces [S.N.]. We recall here in
Sect. 1 the most elementary part of the theory (or the part which is the same as usual
finite dimensional cases). The deeper part where we need an essential modification
including the theory of t-functions will be treated in Sects. 3 and 4.

(1.1) Let ¥ be a linear space (over €) equipped with a filtration {F"7"},z
satisfying the following conditions:
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1. {F™ } ez is decreasing, ... >F™¢ oF" 'y >
2. |y Fmv' =7, and () F™v ={0};

mel mel
3. dimgF™y [F™ 1y =1,
4. the topology induced from the filtration (i.e. {F™¥"},,cz form a system of

neighbourhoods of 0) is complete.
Such 7 is actually unique up to isomorphisms.

(1.2) Forconcrete calculation we choose a (topological) basis of 7~ as follows. For
later use we employ Zh=Z+(1/2)={n+(1/2);ne Z} as an index set and choose e
in Fro0Ry _prr2y” for each pueZh. Then every element v in ¥~ can be
expressed as

v= Y e, v,eC

— o0 <Ku<oo
and Helh
Moy )y u
F“V—{v—z vﬂe}.
m<p

(1.3) Example. v =K \/a’—c (K =C((0)) is the field of formal Laurent series). The
filtration comes from the non-archimedian valuation v:¥ —»Z=Zu{o} with

v({")/d{)=n. We use a basis femt @D =gm |/d{}mez. For later use we introduce
another indeterminate z with the relation z{=1. Namely z is a coordinate whose
value tends to oo at the reference point. When we use this coordinate in

¥ =C((z"!))}/dz the valuation is given by v(z"|/dz)=v({ " *}/d)= —m —1.

(1.4) Let ¥ =Homg(7", C) be the topological dual space (namely the space of
continuous C-linear functions on ¥~ with discrete topology on €). Then ¥ has a
canonical dual structure of a filtered space as

F,v =Ker(Hom(¥ ", C)-»Hom(F™v", C)) .
If we set F"/" =F_, ¥, and F,,¥" =F ™™y, then (¥, {F™¥ }) satisfies the same

properties as in (1.1) and ¥~ and ¥~ are dual to each other. In particular

(1): P x¥— €
W W

(0, v)r—— () =7 ()

is a complete dual pairing of topological vector spaces.
For a basis {¢},ezs of 7~ the dual basis {¢"},cz of 7 can be defined by the
relations:

(@]en) =540 .
Then ™12 g Fmy” — Fm* 19" Every element 6e F™¥ < ¥ can be expressed as

=3y g,e*, 0,eC .

m<p
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(1.5) For later use we introduce another notation:

e,=e ", e=é ", uelh .
Then the pairing on ¥ x ¥~ becomes the natural one:
(eule) =0, , (&"|e,)=0 .

(1.6) Definition. A subset M of Zh is called a Maya-diagram if both M N Zh .., and
M®NZh-, are finite sets, where Zh,,={peZh;u>0} etc. and M¢ is the
complement of M in Zh. The integer y(M)=#(MNZh.y)— % (M NZh_,) is
called the charge or the Euler-characteristic of M.

We denote by .# (respectively .#,) the set of all Maya-diagrams (respectively
Maya-diagrams of charge p).

(1.7) Definition. For Me ./, we express it with an increasing function u:Zh.,
={pueZh;u<p}—Zh as

M={...,ulp—=(3/2), u(p—(1/2)} .

This uniquely defined p is called the characteristic function of M. Note that u(v)=v
for v< co. Therefore the set

u()—=v;veZh, u(v)—v=>0}
J

is finite and defines a Young diagram Y(M). We say that Y (M) is associated with M.
The number of boxes

d(M)=Y. k() =)

is called the degree of M.

Y(M)

(1]

L
|

Denote by % (respectively %,) the set of all Young diagrams (respectively Young
diagrams of degree d). Note that #%,=p(d), the number of partitions of d.

(1.8) Lemma. We have a canonical bijection

M——— L xY

v U

M—— (M), Y(M)) .

(1.9) Definition. We fix peZ. The universal Grassmann manifold (of charge p)
UGM? is the set of closed subspaces U of ¥~ such that i) the kernel and coker-
nel of the natural map f:U-¥"/F°¥ is of finite dimension; ii) dimKer(f)
—dimCoker(f)=p. These U’s in UGM? are called semi-infinite subspaces (of

charge p). Set UGM = [] UGM?”.
PEZ
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Note that, by definition, the topology on U, which is induced by 7, is discrete.

(1.10) Byconsidering theimage of F™" ¥ " nUin ¥ [F™¢",me N, one can introduce
on UGM? a canonical structure of a scheme as a projective limit of schemes of finite
type (Grassmann manifolds for finite dimension), but we will not make it precise
here in order to avoid unnecessary complication. Specialists on abstract algebraic
geometry could easily fill in logical gaps. For non-specialists it is enough to know
that UGM? admits a “good” structure of an infinite dimensional complex manifold
as a “limit” of finite dimensional manifolds.

(1.11) Let U be a closed subspace in 7", If we consider the induced filtration
{F"U=F"y"nU} on U, then dimF"U/F"*'U<1. If we set

MU)={m+(1/2)e Zh;dimF"U/F""'U=1} ,

then Ue UGMP? if and only if M(U) is a Maya-diagram of charge p.
We can then define the Youngdiagram Y(U)= Y (M (U))associated with U, and
the degree of U, d(U)=d(M(U)).

B) Tangent Space of UGM

(1.12) Proposition [S.N.}. For Ue UGM we have a canonical isomorphism
Ty YGM ~Homg(U, ¥'/U)

(here TyUGM denotes the ““holomorphic” tangent space of UGM at U).

(1.13) Definition. An endomorphism ¢ on ¥~ is a continuous linear map from
7 1o ¥ such that there exists an integer neZ with @(F™/ )= F"™"(¥")
for all meZ. Denote by F"End(7") the set of such endomorphisms and put
End(7")=uU F"End(¥").

End(7") is thus a filtered C-algebra (i.e. if @, € F™, ¢, € F", then @ o p, € F™*")
whose filtration topology is complete. .

For each ¢ e End (7 ) define 0y(p)e Ty UGM by USy Sy -y U,

(1.14) Proposition. The linear map 0:End(’ﬁ")ﬁHO(UGM,@)={g/oba[ holo-
morphic vector fields on UGM} is an anti-homomorphism of Lie algebras, i.e.
[0(1), 0(02)]=0([@2. @1 ]

C) Frame Bundle on UGM.

(1.15) Definition. Let Ue UGMP. A frame & of U is a basis of U
5:{. e ép—(S/Z)’ ép~(1/2)}

such that for 3uyeZh and VYu<y,, EreFr URPU—-F320  and
Ef=etmod F* T2 U, (Since the topology of U is discrete, all vectors in U can be
expressed as a linear combination of a finite number of vectors in &.) If we express &
with {e"}, then we have

Er=e"¢7  (with Einstein’s notation) veZh, reZh., ,
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or in a form of matrices

P p—32p-—1/2

We denote by FUGM? the set of all frames of elements in UGMP. The natural
map n: FUGM - UGM is holomorphic.

(1.16)  Definition. Let GL(Zh.,) be a group of semi-finite matrices of the form

4 :(af)r,selhq:
* 4 p—3/2
p—1/2

det A+0

For an element 4 € GL(Zh.,) as above we define det(4)=det(4), which is
easily seen to be well-defined. We define

SL(Zh.,)={AcGL(Zh,):detd=1} .
The group GL(Zh.,) operates on FUGM? from the right as follows:
Ay =&, A=(@)eGL(Zh<y) ,  E=(E")rezn.,e FUGM? |

(1.17) Proposition. 1) n: FUGM?—-UGM? is a principal GL(Zh < ,)-bundle,
2) UGMP=FUGM?/SL(Zh - ») > UGM? is a principal C*-bundle.

(1.18)  Definition. Let GL/ (Zh) be the group of invertible linear transformations
g:g(e*)=e"g" of ¥~ such that g# =95 except for a finite number of x, v’s:

-

Also P_=(1+¢;peF'End(¥")) is a group since any element 1+@eP_ is

invertible: (1+¢) '=Y (—1)"¢". An clement geP_ is represented in the
n=0
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following matrix form;

(g%)= t

We denote by GL;(Zh) the linear transformation group on ¥~ generated by
GL/(Zh) and P_. Any element g in GL;(Zh) can be expressed as

(g%) = * *

(1.19) Proposition. 1) The group GL (Zh) acts on FUGM? from the left
transitively.
2) The action of GL(Zh) is commutative with the action of GL(Zh<,):

(g&)A=g(éA) , for VgeGL(Zh) , VAeGL(Zh.,) , V(eFUGM? .
3) GL(Zh) acts on UGM? and UGMP.

(1.20) Proposition (Bruhat decomposition) [S.N.]. 1) For VpeZ and YYe%,
UGMP Y ={Ue UGM?; Y(U)=Y} is a locally closed subspace of UGMP, and P_
acts on each UGMPY transitively.

2) UGM?= [ UGM??Y; disjoint union ( Bruhat decomposition).

Ye¥

3) UGMP? js an open dense subset of UGMP whose complement is of
codimension 1 in UGM?*. We call this subspace UGMP*? the big cell (in UGMP ).
We denote UGM®? simply by UGM?,

We denote F* End (") by B _ whichisthe Lie algebra of P_ . Note thatin 3 _ the
Lie antihomomorphism 6 in (1.14) lifts to

J:B_>HO(UGM, 0) , o—0(0) .

In general it is necessary to ‘“‘subtract an infinity” when we lift the action of
@eEnd(7") —B_ to that on UGM. This procedure will be treated in Sect. 3.

D) Fock Space (Semi-Infinite Form)

(1.22) For each Maya-diagram M = { o u(p—(3/2)), u(p —(1/2))} we denote by
eM or M) the symbol

PP (12) p pu(p=(2) A
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We consider also finite permutations of u(v)’s, under which e is multiplied by +1
as usual.

(1.23)  Definition. The Fock space (of charge p) is a direct product

H qjeM bl
Me ),
and the whole Fock space is
F=@ 7,
p

We define two fundamental operators on #, the charge operator and the mass
operator as

Jo(@)=po if oeZ,,
M(x)=do if a=eM with d(M)=d .

They commute each other ([J,, M]=0). If we set

Fo(d)={ae 7 ;Jo(a)=po, M(e)=da}
we obtain
=@ [] #,d) .
P d
Note that

?p(d): @ (EeM >
1(M)=p,d(M)=d

and 1t is of dimension p(d) [cf. (1.7)].
We define moreover the energy operator as

On #,(d), L, is a scalar operator; Ly= (3 p* +d)id.
We introduce a complete Hausdorff linear topology on %, by the filtration
FY(Z,)=T11 #,d); ... 2F4(F)2F""(F,)=2....
d'zd

(1.24) For a Maya-diagram M as above we define the (dual) symbol ey, by

e = Neyp—32) N eup—1/2)) >

which is also denoted by (M.
Then we define the dual Fock space as a direct sum with discrete topology:

Me .,

We can call it “dual” since we have a continuous bi-linear map
> FxF C

(@, €M)= MIN) =0y
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by which % and # are topologically dual to each other (with discrete topology
on C).
Any element o in % can be written as

a=Y (eploayeM=Y apye .
M M
(1.25) We set
'p>=ep‘<1/2)/\€p—<3/2)/\ L
<}7[: [ /\?p-(3/2) Aép—(l/Z): e /\e—‘p+(3/2>/\év”+(1/2) .
Then 7,(0)=Clp).

(1.26)  Propesition. The group GL(Zh) acts (topologically) on 7 by

G=0Glg): F _— F

W W

PP (U/2) p oip = B2) 5

|_,g(eutrr(l/Z))) /\q(()u‘p*G/ZH) N
Jor ge GL;(Zh), where g(e*) A ... is understood according to the rules of usual
exterior algebra.

Proof. For each Me M,
Gle')y= 3, Gy,

NeM,

where

Gy = (ex|G(e™)) =det (@) uep. p<p)
with

M={...u(p—(3/2), u(p—(1/2))} ,  N={...v(p—(3/2).v(p—(1/2))} .
Since g belongs GL (Zh), the determinant of the infinite matrix is well defined. [

(1.27)  Corollary. The group GL(Zh) acts also on F as G =G [g]e End(F) with
the condition that

(GG ()) = Lale’)
for Nae F,a' e F.

(1.28)  Remark. One can write G(d) explicitly as above by using the matrix

representation of g !

E) Plicker Embedding
(1.29) We consider {={..., &P G2 £r=1/2 e FUGMP. Then we see that

NE=EPTUD A PO e FX—F (0} .
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Hence we obtain a holomorphic map

FUGM?— #, .

(1.30) Proposition. For £ FUGM? and Ae GL(Zh.,) we have
A(EA)=detAd-(AE) .

(1.31) Corollary. We have a commutative diagram of holomorphic maps

uGMr-£, 7,x
rl |
UGM? -5 P(#,)

with which the action of GL;(Zh) is compatible, where IP(F,) is the projective space
F, |C* associated with F,.

(1.32) Definition. The map P: UGMP?—P(%,) is called the Pliicker embedding of
UGM? in the Fock space.

(1.33) Theorem. [S.S.; S.N.]. 1) P is injective and dpy, : Ty UGM? - Tp ) IP(F,) is
also injective for VUe UGMP.

2) The image of P is a closed submanifold in IP(#,) defined by the Plicker
relations.

2. Moduli of Riemann Surfaces and Line Bundles

(2.0) Inthis section we prepare a geometric framework of our theory. The key idea,
dueto [B.M.S.],isto introduce an apparently redundant parameter, a (formal) local
coordinate, which leads us to work on infinite dimensional manifolds such as the
moduli space of locally framed Riemann surfaces. Generalizing [B.M.S.], we
construct moduli spaces to include Picard varieties, in order to realize current
operators in our geometric settings. The theory then becomes more natural by his
generalization. This gigantic moduli space, which we call the Weierstrass system,
can be embedded into UGM, and is later identified with the space of physical vacua.

A) Field of Formal Laurent Series

(2.1) Here we fix a number of notations concerning universal coordinates.

K=C() ={ Z a, (", a,,e(]:}: the field of formal Laurent series,

n> —w

a0

0 =C[[C]] ={ Z a,,C'}: the ring of formal power series,

n=0

r?t=§@={ Yy a,,C"}: the unique maximal ideal of 0.
n=1
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(2.2) In K we define a decreasing filtration satisfying the properties in (1.1) by

FUZ:{Z akgk} .

k=n

This filtration is the one induced from the unique (non-archimedian) valuation
v:K>Z=7Z0{wo} with v({")=n as

F*R=v '([n, o)) .
We have moreover

F'R=0, F'K=t, F'K=t"{n>0).

(2.3) Let Gy = Autg(0) be the group of automorphisms of @ as C-algebra, which we
call coordinate rransformations. We have a natural bijection:

G();)ﬁl —ﬁlz

v u

pe()=b {+b, P+ ..., b #0.
Let G, (n=1) be the subgroup of G, consisting of ¢’s with

PO =Ly T

(2.4) Consider 0*=0 —1= {a ao+a, {(+...; ap+0} which acts on 0 by
multiplication. We call the elements of 0* gauge transformations. Denote by O the
subgroup of elements ¢ whith o=1+a,{"+

We define a semidirect product group GO:GO x 0* by commuting relations

peo=p(a)o ¢ for ¢ eGo, oed.

Then G, acts on @ as C-linear endomorphisms by (¢, o) (f) = (o f ). Note that
(p,0)is umquely determined by its values at 1 and {. We set moreover G, =G, x O¥.
Then G, is a normal subgroup of G,.

d _
(2.5) Let = Der(K) K 7 be the Lie-algebra of derivations on K. Define its
filtration by ¢

F'6=6,={/c®: F"R-F"""R}= 0! dic

.26,26,.,2....
(2.6) Proposition.
1) [64, 6,]1= 6y 4,
2) dmB,/6,., =1,
3) ®,(n> —1) is a subalgebra of ®.

Note that ®,=Lie G, for n 20 but ® _, does not correspond to any holomorphic
Lic group. We denote 6y=B, ;=3B _ in the following.
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~ o d . .
(2.7) Let 6=2"(K)=K d—C+K be the Lie algebra of differential operators of
order <1 on K. Then it satisfies the following commutation relation for

d ~
/i*-!-SiE@ (121,2)

dC
d d d/z , dil d dSZ d51
|: d§+S1,/2 dC+ } </1 dC —, dC)dC+</ C ~1, f)

Define its filtration by

F"@:@n:{De@ CF"K—Fm Ry =00

26,

(2.8) Proposmon D [6,.6,]< ®n+m,
2) ®,(n=0) is a subalgebra of ®

N Note that ®,=Lie G,(n=0). In the following, we denote Go=B @A and
G, =6G_=B_@A_, where N=Lie(*=0 and N_=LicOF =m

(2.9) Remark. The algebra ®, acts on @ as

,d L df
</d_g+s)(f)_/dc+ st

@l

IU

(2.10)  Propesition. The exponential map exp : &, — Gy sending De®, 10 ePe Gy is
well-defined and surjective, and it induces a bijection exp: ®, ~ G, .

(2.11)  Remark. Later we use mainly a coordinate z={"! (i.e. K=C((z™ 1)) to
. L . . d d
adapt our notations to the convention in physics. Since z — = —{ —, the feature
. dz d{
of & does not change much:
=l L
dz

~

&, =Cllz "))z " %@«:[[z*nz-" .

B) Riemannn Surfaces and Their Picard Varieties

(2.12) We recall some elementary notions on Riemann Surfaces. For details we
refer the reader to [Si.; F.K.].

(2.13) Let R be a Riemann surface of genus g =0 and K=K(R) the field of
meromorphic functions on R. Note that K determines R uniquely up to
isomorphisms.

Let Q be a point on R. Denote by O the ring of meromorphic functions on R
which are holomorphic at Q. my is the unique maximal ideal of ¢ consisting of
meromorphic functions vanishing at Q.
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There is a valuation vy at Q in K such that vy(f)=the order of zero at
C = —the order of pole at Q, which defines a filtration {F3K} in K. This v, deter-
mines a point Q with the relation Up={feK;vy(f)=0}. We further define
KQ— hm K/my" 0, (the completion of K with respect to mg-adic topology).

(2.14) Definition. We denote by A(Q)=A(R,Q) the space H(R,0(xQ))
={ /e K: holomorphic except at Q}.

This is a subring in K such that 4(Q)n0y=C1. It has a filtration {F"4(Q))
induced from {FjK} in K.

(2.15) More generally let % be (a sheaf of germs of holomorphic sections of) a line
bundle on R, %, the vector space of meromorphic sections of ¥ which are
holomorphic at Q. Note that %, is an ¢yp-module, free of rank 1.

We denote by H°(Z (*Q)) the space of meromorphic sections of % on R which
are holomorphic except at Q. It has a filtration:

FrHO(ZL(xQ))={fe H'(L(xQ)): order of zero at Q=m}, meZ .
In particular we set:
B(R,Q)=H°(R,O(xQ))= {meromorphic vector fields, holomorphic outside Q} ,
where @ is the sheaf of germs of holomorphic vector fields on R.

(2.16) The set P =Pic(R) of holomorphic line bundles on R has a natural structure
of an abelian Lie group. Its connected components are parametrized by the degree d
(i.e. the first Chern class) or the Euler-characteristic y:

P=1]P9=]] P*, y=d+1—g
deZ 1EZL

The connected component P® of 0 (i.e. the trivial line bundle) is an abelian variety J
=J(R)called the Jacobian variety of R. If we choose a line bundle .#, € P®, we have
an isomorphism of groups J(R) x Z—">P sending (%, d) to ¥ ® £ &¢ (with the
convention: 2 V=2 where £,” denotes the dual of ¥).

P has a canonical involution (charge conjugation) *: P*— P ~* sending & to
Q®YL Y, where Q(=6 ") is the cotangent bundle.

C) Formal Uniformization

(2.17) Let R be a Riemann surface. Denote by R the set of isomorphisms
(as C-algebras) u: Op—>0=C[[{]] (2.1) with Qe R, where (), denotes the com-
pletion 11m (QQ/m'“rl of 0y. A specification of u is equivalent to give a valuation-

preservmg C-algebra homomorphism (OQ—>@ If moreover the image of u 0Q—>(9 1s
contained in the subring of convergent power series (¢ = @, then the specification of u
is nothing but to choose a holomorphic coordinate at Q. Since K is the quotient field
of Og,u: 0Q—>@ induces an injective C-algebra homomorphismAu : K— K which
preserves the valuations and further induces an isomorphism u: Ky— K. Such u is
called a formal uniformization at Q.
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There is a natural surjective map @ : R— R sending uto Q. This R has a canonical
structure of an infinite dimensional complex manifold as a projective limit of finite
dimensional ones: R™ = {u,: Op/mp"™ >0 /" 1},

On R the group G, = Autg(0) acts (from the left) as u—q o u for g € Gy, ue R.
With this action R becomes a (holomorphic) principal fibre space over R with G, as
fibres. Forn=1, R™ — R becomes a principal fibre space over R with G™ =G, /G, as
fibres, and R= lim R™, Go= lil_nG("’.

(2.18) Let (R, (a, f3)) be a (homologically) marked Riemann surface with a canoni-
cal basis {o, ..., 0, B1...., By} of H{(R,Z) (i.c. (o, B;) =06y, (o, o0;)=(B:, B;) =0).
(R, (o, $)) and (R', (¢', ")) are isomorphic if there exist an isomorphism f: R—R’
such that fi(o)=0of, fo(B) =B (fy: Hi(R)—H{(R")). Denote the set of isomor-
phism classes of (R, (a, f)) by 7,. It admits a canonical structure of a complex
manifold of dimension 0 (g9 =0), 1 (g=1), 39 —3 (g =2). We call this 7, the Torelli
space.

On 7, the modular group M (=Sp(2g, Z)) acts properly discontinuously (as
base changes in H, (R, Z)) and the quotient space .J,/M is isomorphic to the coarse
moduli space .4, of Riemann surfaces of genus g (i.e. the set of isomorphism
classes). Over 7, there is a universal family of Riemann surfaces n: %,— 7 ,, where
%,= ) R(seeFig.1).

([R],(xB))e Tg

. 59 R(a,4),Q)

T3 3R], (&, )

R] (&,p)
Fig. 1

What we need here essentially is that the tangent space Tz, 7, of 7, at [R] is
canonically isomorphic to H! (R, ©) via the Kodaira-Spencer map [Ko.]. Then for
any Q€ R the tangent space of %, at Q is canonically isomoprhic to

To%,——H'(R,moOr)=H'(R.Ox(-0Q)) , (922),
TQ%Q/TQ(%Q/Q_Q);’HI (R, mQGR)=H1 (R, Og) (g=0,1) ,
where Ty(%,/7,) is the tangent space at Q of the fibre of n:%6,-.7,.

For the universal family of Riemann surfaces n:%,—.7,, the union of

R; @gz U R <respectively R"™; g\W= U R® | constructed above
(R], (@) e 7 (R, (@B)eT,
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admits a natural structure of a holomorphic family
@®:%,»%, (respectively &,:4"—%,) ,

which are again fibre bundles with structure group G, (respectively G™). For
convenience we set 4’ =%,. Then we have

Ti0.un (€" /AU’ (R) > H' (R, Ox((—n—1)Q)) (n20) .

For each data X=(R, (%, ), Q,u:@Q—»@)e(ég, we define a C-subalgebra of K,

A(X), by uA(R, Q) and Lie subalgebras B(X) of Der(I?)zlzdi by uB(R, Q)
respectively [cf. (2.14), (2.15)]. ¢

(2.19) Proposition [B.M.S.1]. 1) We have canonical isomorphisms:

HY(R, O) < Der(K) / (@ zid?r B(X)> ,

H' (R, Ox((—n—1)Q)) < Der (K)/(@g"“ %—H}?(X))

at X=(R,(@f).Q.u)e%, (nz0).
2) In the limit (n— o0) we have a surjective linear mapping

Oy : Der(K)—>Ty%, .
Ifwe denote the kernel of Ox by B(X), then it satisfies the following exact sequence :
0—-B(X)>B(X)~>H°(R,0)-0 ,

and we have a commutative diagram of short exact sequences:

0—  Tx%,/6,— Tx%, — *Ty6, —0 .
U U 4
. d Der(K) Der(K)
G =0 L —0
0—— Gy =0¢ 7 500 ,

0c dii;+ B(X)

where T‘gg/%g is the set of tangent vectors along the fibre of &.
3) The above isomorphism defines a Lie anti-homomorphism

0:6=Der(K)-H"(%,,0¢)

whose restriction to ®, coincides with the one induced from the action of G,,

. d N
0:6,=0¢ d—é——»HO(%,@@g) .
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4) ForVXe ng the following diagram is commutative :

0x: G-, ——Tx(%,/T,)

J J
Ox: Gy — TX((gg/(gy)

(2.20)A Remgrk. For V/e®, 6(/) is a holomorphic vector field on %, and for
Vg(e %,, Tx%, is spanned by {GX(/),KG(?)}. In this sense we say that the triple
(%,,®,0) is an infinitesimally homogeneous space [B.R.].

D) Formal Trivialization

(2.21) We still consider the family of Riemann surfaces in (2.18). The union of
Picard varieties of fibres forms a holomorphic family of abelian Lie groups:

r:2,= ) PR)-T,
[RIET,

It decomposes into connected components as

D= 11 29= 11 2 [cf. 2.16)] .
deZ xeZ

The fibre product Z,=%, >< Z, is the set of triples {(R, (o, ), Q, &) with Q€ R,

¥ €P(R)} and by prOJectlon we have a commutative diagram
':[9 (gg

|
2, 7,
(2.22)  Definition. 1) For each ¥ ePic(R) with Q € R we define
Zo=lim Lo/my™ %o ,

which is left @y-module free of rank 1.

2) The space }” is a set of quintuples {(X,L)=(R, (o f), 0. %, u,1); Q€R,
FePR),u: (/Q ~ (/ t: $Q ~ (@}, where uis a formal uniformization (2.18) and zis a
u-linear isomorphism of modules (i.e. for fe (EQ and se ,CZQ, t(fs)=u(f)t(s)) called
a formal trivialization or formal gauge fixing of ¥ at Q. This ¢ is determined by the
(formal) section §=¢"1(1) which is a (formal) generator of £ at Q.

For a given data (R, Q, ¥) with a Riemann surface R, Q€ R and ¥ € P(R) we
denote by K the C-vector space of meromorphic sections of ¥ which is a free
K=K(R)-module of rank 1. We further define Z¢(Ky)={D; Ky— Ky, C-linear
map such that 3D e Der (K), for VfeK, VoeKy; D(fo)=D(f)o+/D(p)}. We
then obtain the following exact sequence:

0—— K—> 7} (Ky) —— Der (K)——0 .

For geK, i(9)e Zk(Ky) is defined by i(g)(p)=ge for YpeK,, and for
DeZk(Ky), n(D)=D.
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We next define the Lie subalgebras of 2%(Ky) by
B(R,Q, #)={DeDx(Kg)|D: H*(R, £ (xQ))—»H (R, £(*Q))} ,
B(R,Q,%)=n""(B(R,Q)) .

(2.23) Proposition. With the notations above we obtain the following commutative
diagram of the short exact sequence:

0 0 0
! ! !

0—— AR, Q)—> B(R,Q, ¥)—> B(R,Q)—0
| ! |

00— K —— 9g(Ky) — Der(K) —0

We further define Ky, Q_llm Ky/my™t #,, which is a free Ky,-module of
rank 1. The following relations hold naturally:

]{;p’Q:K ® QQZKQ ® D%Q .
(o) [

We have natural projections ¢: 4, —%,, Z,—%, which form a commutative
diagram of holomorphic maps

Like % this Z also is a projective limit of finite dimensional complex manifolds.
JK is a dlS_]Olnt union of connected components %”1 each of which lies over 2/
respectxvely

On %” the group G. (2 6) acts (from the left) as (u, ) > (@ cu, p(o - 1)) for p € Gy,
cel* Wlth this action Q" becomes a holomorphic principal homogeneous space
over Z, with G, as fibres.

(2.24) Definition. Denote by ]P(EK) the projective space associated with ﬂ" on
which €* acts by €* = ¢ *. This is equivalent to considering the formal tr1v1ahzat10n
up to constants. We can take the quotient since C* is contained in the centre of Gj,.
This space is what we are mainly concerned with.

For each data (X, L)=(R,(«, ), 0, &L, u, l)e% u-linear (u: @Q_’@) isomor-
phism ¢: ZQ—WQ induces u-linear (u: KQ—aK) isomorphism #: Ky Q—»K Then
cach element D e 7 (Ky) defines t(D) € 21 (K). We then define a Lie subalgebra of
Y (K)by B(X, L)= {t(D); De B(R, Q. £)}. From Proposition (2.23) we obtain the
following exact sequence:

0—— A(X)—— B(X,L)— B(X)——0 .
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For (X, L)eflA"g we denote the corresponding element in IP(@) by ((X, L)).
Then in the same way as (2.19) we have the following.

(2.25) Propesition. 1) There is an isomorphism

Tix.yP(E,) =2 (K)/B(X, L) ,

which induces a commutative diagram of short exact sequences

0— E(x,L»IP(fg)/%g - 71(X.L)>]P(§4) —0*T0. ¥, —0
l | |
2'(K) 2'(K)

0— B+ -
B(X,L) sx. D+

2) The above isomorphism defines a Lie anti-homomorphism
0:5=2"(K)->H"(P(Z,), Opz,)

whose restriction to &, =B + U coincides with that induced from the action of G,
onZ,:
g

0:Go— HO(P(Z,). Op(z)) .

(Again (]P(f@, Gy, 0) is an infinitesimal homogeneous space in the sense of
Remark (2.20).)

E) Embedding of Weierstrass System Into UGM

(2.26) Recall that M =Sp(2g, Z) acts on the Torelli space 7, (2.18). It is easy to see
from the construction that the action of M lifts to that on & ; etc. and is compatible
with the diagram in (2.23). We can take the quotient /%Ag=]P(9A”g)/M . This moduli
space ., of framed and gauged Riemann surfaces is called the Weierstrass system
(of genus g).

(2.27) We define a map
r:P#)—UGM(K)

sending (X, L)=(R, (o, B), Q, Z, u,t) to t(H°(R, #(*Q))) = K, which is seen to be
well-defined and holomorphic. In other words the image is the set of Laurent series
expansions of meromorphic sections of . holomorphic outside Q by means of the
chosen (formal) coordinates and gauge. I' can be regarded as the period map of
]P(@). Note that the period domain UGM does not depend on the genus g.

We have the main theorem in this section, which corresponds to Torelli’s
theorem for the Weierstrass system.

(2.28) Theorem. 1) I' maps P(Z'%) into UGMZ.
2) The value of T’ does not change under the action of M, hence we have a
holomorphic map

r:l,=P(4,)/M—UGM(K) .
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3) I is injective for g>1 (for g<1, replace M by M x Aut(R)). Namely
U=t(H°(R, Z(*Q)) <= K determines the data (X, L) up to isomorphisms and scalar.

Proof. Only the last statement 3) is non-trivial. We have however
K=K(R)={flgeK;f.ge U}
AR, Q)={heK;hUc U} .
Hence R is determined by K and Q by A(R, Q), since we have
Go={flg;f,.9€ A(R, Q),vo(/)Zvo(9)} .,
(vo(f)=max {n; fe F"}) .

On the other hand, as R—{Q} is affine, sections in H°(#(*Q)) generates
Lo, Q'+Q and ¥y is characterized as

{feH (Z(xQ) A(R®Q)K; vo(/) 20}

and

(considered as ¥ < Ky (constant sheaf)). Since 4 and U are already contained in K,
the formal uniformization and the local trivialization are also uniquely determined
(up to scalar). O

(2.29) Theorem. For each pair (X,L)e ¥ g and (X, L))e ]P(S?g),
1) the following diagram is commutative;

& End (K)

al 10

-~ F*
T}(X, L)) ]P(‘Qﬁy) - TU(X,L) UuGM ;

2) for each ® D, the holomorphic vector field 0(D) on Z o Is modular invariant,
V0,1, (D) =0,x.,(D) for yeM ;
3) (the local Torelli theorem) the map
Fys Tyx, 1) P(4) = Tyx,1, UGM
is injective if g>1 (in general KerI',=B(X, L)/B(X,L)).

Proof. 1) and 2) are trivial from the definition of 9; We prove 3). From Proposition
(2.25) we have a natural identification: Ty 1, P(Z)=2"'(K)/B(X, L). For a given
De %' (K) the element

I'(D)e Tyx.,, UGM=Hom¢(U(X, L), K/U(X, L))
is represented by the map
r,D):U(X,L)~—K2-R—K/UX,L) .

If we assume I,(D)=0, then we recognize that D:H°(R, Z(xQ))
~HO(R, #(xQ)), since U(X,L)=tH°(R, % (*Q)), where we have omitted the
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symbol 1. On the other hand K= K(R) is generated by {¢//@; ¢/, p€ H*(R, £ (*Q)),
@=+0} as a C-algebra. Considering D=n(D)e Der(K), we obtain:

D(/p)= —47—-— for @,y eH (R, £(xQ)) .

Since D(p), D(y)e H°(R, £ (xQ)), D belongs to Der(K). On the other hand D
preserves H°(R, £(xQ)) and K,=K ® HO(R ZL(*Q)), hence we have

D:Ky— Ky, in other words De Z5(Ky). From the condition D: H(R, Z(*Q))
—HO(R, #(*Q)) we reach the result De B(X). [

F) Sections of Spin

(2.30) ForjeZ wehaveasectiong;: 7,—%,sending [R]to ([R], Q27), where Qg is
the canonical sheaf (or the sheaf of holomorphic forms on R). Note that the degree
of Q@7 is equal to 2(g —1)j, hence the Euler-characteristic is (2 — D(g—-1.

This section lifts to 6;:%, ~Z, (called of spin j) since u: Op— 0 induces
(duy : QR 0 sending f(du_l(g))f to u(f).

(2.31) Now we want to define such section for je} Z. Using the theory of Riemann
constant for each (R,(«, f}))e.7,, we can canonically associate a line bundle
L4(R, (o, f)) =%, such that gA =Qr [BM.; A-G.N.V.]. Here we define
03 T,— 2270670 as (R, (2, f))=(R, (o, B), #27). We define the following
formal trivialization |/du ; £ 4,0 —> Og with (|/du)? = du: (£ o)* = Qg —=> 0, which
is determined up to constants +1.
For je}Z with an identification Q}=%2/, we define a mapping
Oéjfég__,]})(j‘g@j*ﬂ(g*“)) by
6;((R, (2. ), Q. w)) = (R, (&, B), Q. u, L3, (du))
where (|/du)*’; 27} =(L40%H 0.
Then we have a commutative diagram
cgg N Ip(g‘r;uﬂ)(g—n)
Lo
g;: g‘g_,g)g(?j—l)(g—l) .
We define the following composite holomorphic map
I<6;:4,-»UGM®/"Dls-b
which we call the modular embedding of spin j.
(2.32) Proposition. For je+7Z and a section
s;: Der(K)— 2" (K)
U) v

f(C) FofO % 4 ;Y

T ©
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we have a commutative diagram

Der(K)—2>T,%

5 l l(‘%)*

GYK) — TP .
where horizontal arrows are defined in (2.19), (2.25).

We are mainly interested in the case j=%. For simplicity we denote
Gip ;%—’]P(%O) by 4.

(2.33) By using the period matrix €, the jacobian variety J of R can be expressed as
the quotient of €¢ by a lattice L =(1,, Q) Z*¢ of rank 2g through the identification of
J=Hom(H°(R, Qz), C) with €. For an element c=c;,..., c,)e €4, the cor-

responding element ¢ €J satisfies ¢(w;)=c¢;. Choosing a point Q € R, we have an
P

embedding /y: R—J, Pn—»(f w’) mod L.

0
(2.34) For ceJ (=€) denote by %, the line bundle of degree 0 on R corresponding
to cmod L in J. The section of %, can be identified with the space of multiplicative
functions on R,

{f;ﬁa(E;.f(ﬁ+’ma+‘nﬁ):exp(2n|/ —1'ne) f(p),m,neZ?} , (*)

where R is the maximal abelian covering of R. Moreover a multiplicative function
on R can be considered as a multivalued meromorphic function on R. This implies
that for Q € R and ¢ € J we have chosen a local trivialization s, : (.,Z)Q ~ (§Q via this
identification.

Denote by 3'9( =(m4Q¢/7)") the family of universal coverings of J(R)’s, which
is a vector bundle on .7, of rank g. The dual basis of {w,} gives the trivialization of

vector bundle n: 7,—.7,;

We set 6,(7)=%, x F=a set of data (R, (x,f),Q,u.¥,) and define a map
i fég(])aIP(ff‘o’J;gby

G=G112 (R (0, B), 0ot £)>(R, Q, L4 @ Lo, + |/ du ® (us,))
with s, defined above.

(2.35) Proposition. 1) The following diagram is commutative

~

L P(1)

g
A zero
4 section

Cy(7)
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2) The following action of vector fields are compatible :

Cy——B,(F)—P(°)
i
6 Sz 2'(K)

where 0(®) acts on 6,(#)=%, x .7 to its first component only.
Tg
(2.36) Define the actions of Z?2 iand the modular group M on € (%) as follows:
1) Z*% (m,n) acts on (@g(f )—%, as a fibrewise transformation by
c—c+Qm+n. o
2) The modular group M acts on 6,(.#) as

(X, 0)=((X),(CQ+D) 'c) for y=<g §>EM

(2.37) Proposition. With the above notations, the map &y, : ‘6 %2 )—»lP(EK 9 is
invariant under the action of M y=M ,x Z*9, where M (=M T (2 4) < M is the
subgroup of transformations which preserve the Riemann constant A (cf. Sect. 5,C)).

3. Fermion Fock Space and the Second Quantization

(3.0) The main object of this section is to extend and lift the infinitesimal action of
End(7") on UGM (as holomorphic vector fields on it) to the whole diagram

UGM —— #*
l !
UGM L5 P(F) ,
where P is the Pliicker embedding (1.31).

Here we encounter the difficulties of divergences coming essentially from the
infinity of the dimension of UGM. We use a procedure of regularization (a
technique of normal ordering, cf. C)). In fact what acts on % is not End(¥") itself
but its non-trivial extension by a 1-dimensional center. This phenomenon is what

physicists call anomaly. The Virasoro algebra and the current algebra appear as
fundamental subalgebras of this extension (cf. D)).

A) Fermion Operators

(3.1)  Definition. i) The associative algebra with 1 generated by v, ¥, p€ Zh, with
the relations:

['1[/;17 ‘//v]+=[l7/u717/v]+=0 5 ['ﬁu,lﬁ] u+v0
for VYu,veZh , where [A,B),=AB+BA,

(i.e. the Clifford algebra) is called the fermion operator algebra, which we denote
by .o/.
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We define actions of ¥, ¥, (= ") on # and Z as follows:
‘”“=aeu ,  Y*=e* A (left action on F) ,

_, 0 , _
V= ne, , W‘:b—g (right action on %) .
m

Then the above anti-commutation relations hold, i.e. .« acts on & and %.
We denote by W (respectively W) the vector space generated by {y,}
(respectively {y,}) (u€Zh) and set V=W @ W.

(3.2) Proposition. These operators satisfy the following relations .
1) for Y<ule #, \vye F, pelkh,
CulWulvd) = Culp o)
Qul o>y =l vy
2) for Ypel,
Yulp>=0 (u>p) . <LplY,=0 (u<p) ,
Yulp> =0 (u>=p) . {pIY=0 (u< —p),
where |p>, {p| are charged vacua defined in (1.25).
(3.3) Definition. We set

W:W+®W—s W+=@(Elﬁ,‘, W-=®Cwus
u>0 n<o

W=W+®W—s W-&:@q:lﬁu’ W—ze)oq:lpus
nw>0 u<

I7+={lﬁ€ 17; ll"0>:0}=VV+€")VT/+ s
Vo={yeV;0y=0}=W_@W_ .

Elements of 7, (respectively ¥_) are called annihilation operators (respectively
creation operators).

(3.4) In Sect. 1 the Fock space was defined as a semi-infinite exterior product
(geometric interpretation). There is, however, another algebraic presentation of the
Fock space by means of the operator algebra .«/. This form is more convenient for
concrete calculations.

(3.5) Theorem. 1. The following homomorphism of left o/ -modules is injective and its
image is dense:

A|ATV . — F
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2) The following homomorphism of right .o -modules is isomorphic :
Vod\d -~ F

W W

a——0la .

(3.6) The notion of “normal ordering,” familiar to physicists but not to mathema-
ticians, is one of the most important techniques in operator calculus. It can be
formulated mathematically as follows:

We define a linear map (called normal ordering)

AV— AV)RATV ) oA

such that i) it is an isomorphism as left A (), right A (¥,)-bimodule, and
i) :1:=1. Such a linear map exists uniquely.

(3.7)  Definition. We define the following fermion field operators

V(@)= ) gzt

ueZh

P(z)= Z 1[7“2‘“_1/2 i

neZh

which are operator-valued infinite formal Laurent series.

(3.8) Proposition. In the region |z|>|w| the vacuum expectation value of two
operators are well defined,

[ _ 1
VEOTON= O EFmI0= .
T =YY= .

zZ—W

) =0 F0) =0 .

We extend the defining domain of (z)y(w) from |z|>|w]| to (C*)*—4
={(z,w) e C* x C*; z % w} by analytic continuation. The vacuum expectation value
of general field operators <0|...|0)> can be defined in a similar way [T.K.].

Physicists know the following very convenient formula for calculations of
fermion operator algebra.

(3.9) Theorem (Wick’s theorem).

- i
(). ey = ) 19(z). . d(z). .9 (2). - P20 - D (2). . Plzy):
comb.
=2 (B I1 6@ E): 1T oG-
comb. pais rest

where ¢(z)=y(z) or (z). The summation ) is taken over all pairs in
comb.
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{z1.25,....2y} and the sign + comes from the anticommuting relation of fermion
operators (i.e. the signature of a permutation of indices).

(3.10) Definition. 1) Define the filtration on W and W as
F'w=73% Cy*'= Y Cy,,

u>m p<—m
Frw=73% Cy*'= Y Cy,,
u>m u<-m

and introduce a topology on W by this filtration.
2) Denote by # (respectively #°) the completion of W (respectively W) with
respect to this topology. Then we have

"/V=7//+@W_=(® cw> @(@ cw#) .

#>0 u<o
W =W, W =< &) <Ez/7“> ® ( ® 03&") :
u>0 u<0
(3.11) Proposition. 1) There are filtration-preserving linear isomorphisms:
W e,
A A
2) The bilinear maps
WXF >F 5 Wlw)—dluy
WxF >F 5 ()= Plu)
are continuous on each variable.

(3.12) For a point Ue UGM, we define U=7 to be U'={feHom(¥" C);
fiv=0}, and we use the symbol [U] for the image of Uin IP(# ). The isomorphisms
in(3.11) 1) define subspaces # . (U) = # and # . (U) = # correspondingto U< ¥~
and Uc ¥ respectively. The following theorem is very important (4.16).

(3.13) Theorem. We obtain the following equalities :
D W) ={pe W Yluy=0, wye[U]} ,
T (U)={Fe T ; Fluy=0, wyelU]} .
) Wi={lwye7; Ylup=yluy=0 for Yew ' (U),
and Yjew . (U)} .
We call W, (U)@® W, (U) as a space of annihilation operators associated with
UeUGM.
B) A Differential Operator Algebra 9,

(3.14) Among endomorphisms of K=C((z ")), we consider such differential
operators which form a subalgebra &, of End (K), big enough and easy to treat. This
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restriction is only in order to make concrete calculation easier, and all the results in
what follows can be generalized to the whole End (12 )in fact. The reader who knows
the theory of KP equations could remark that this &, is nothing but the “Fourier
transform” of the algebra of microlocal differential operators & =C[[¢]]1((071)).

(3.15)  Definition. We consider the following differential operators:

aefrleie)z () wl@)ee{[2]]

We then define a valuation: ord,: 92—>Zu{oo} in the following way;

-m if P=Y z"a,,<%>, an+0
ord-P=\ i peo

d
<i.e. ord,z= —1, ord, I=0)' Define a (decreasing) filtration on 2, by
z

Gm@z={P<z, i)e@z; ordngm} .
dz

If we introduce a topology on &, with this filtration, then 2, is complete Hausdorff
and the product Z,x 2,— 2, is continuous (i.e. 2, is a complete topological
C-algebra) with respect to this topology.

(3.16) Proposition. 1) In case ord,P=m for Pe 9,, we have
P.F'’K—F’""K .
2) The natural map (defined from 1)) 9,— End(k) is injective (and
G"9, < F"End(K) from 1)).

(3.17) One can rewrite P<z, di> as follows:
z

d (A« . [ d
i) Lol R ool i)

where g, is a polynomial of order at most m —k with respect to z Ed; With this
representation ord,(P) is given by
ord,(P)= —min {m:degg,<m—k for VkeZ} .
Now we consider another valuation defined as

v(P)= —max {k;g, 0}

(i.e. v(z)=—1, v(z 5—>=0>. Clearly we have
z

ord,(P)<v(P) .
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(3.18)  Proposition. The filtration on &, defined from v, F" 9, = {PAe 9D, ;v(P)zm},
is nothing but the one induced from the inclusion map 2,<End(K).

Proposition (3.16) implies that if a series in &, converges with respect to ord_,
then it converges with respect to v, but the converse need not hold.

C) Second Quantization and Anomaly

(3.19) Definition. For Pe 9, we define the adjoint P*e 9, as follows:

dy' d
. (2) =25
Dz ’(dz) dz’

2) (PQ)'=Q'P' for VP, Q € Z, (anti-homomorphism).

. . d
A differential operator P=P (z, d_> € 9, acts naturally on the formal parameter z
Z

of the field operators Y (z), ¥ (z).
For Pe%,, P and P are related as follows:

[ dz:(PYEIIE):= [ dz:y() (PHIG):
@ o)

where | denotes the (clockwise) contour integral around Q.

©

(3.20) Definition. Given Pe Z,, we define an operator @(P) actingon % and Z as
follows:

@Z

o(P)= L PHIE): = [ des v @ F);

This procedure is called the second quantization and this ®@(P) is called the second-
quantized operator corresponding to P. The naming is justified from the next
theorem.

(3.21) Theorem. 1) For Pe Z,,
[2(P), Y (2)]=PY(2) ,
[@(P), Yy (2)]= —P™(2) .

2) For P, Qed,,

[(P), ®(Q)]=2([Q. PD+c(P,Q)id .

where

o] oo o ) ) el )25

o)

called the Schwinger term.
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Proof. 1) From the convergence of the operator product we see that the contour
should be chosen as follows;

4’(P)¢(Z)—

l/

ll/(Z)éb(P)— = v dm//(z) (PY(w) g (w):

Then we can obtain the followmg reldtlon

(P(P), ¥(2)]

[ dw: (PYw) () (2)

nr

= ,: [ dw(Py W) (W) (2)=Py(z) .
2nV—1 e

We can proceed in a similar way for ¥ (z).
2) The commutator of ¢(P) and ®(Q) can be expressed similarly as:

2
> [ dz [ dw:PyOmEon: (QUEFE): |
ﬂl/“—l oo '@

Using Wick’s theorem for the integrand and taking the singular parts into account,
we obtain

(integrand) = : (P, y (W)Y (W) : H(Q. Y ()Y (2):+

2(Pw¢(w))l/7,(W)i (A @Y )+ (P )Y (W) QY)Y ()

Then the first two terms correspond to @([Q, P]) and the third term provides the
Schwinger term ¢(P, Q). O

[2(P), P(Q)] (

(3.22) Proposition [S.S]. The bilinear map c:%2,x 2,—C enjoys the following
properties:

1) e(P,Q)= —c(Q, P);
2) ¢(P,[Q, R])+c(Q, [R, PN+ c(R,[P,Q])=0;

k
3) for the basis uk—7k+”1— a €9,, k=0, nel,
k! \dz
) = (=1 TT (4o -
e (k+/+1)! 22, m

From 1) and 2) the map ¢; Z,x 2,-»C determines a cohomology class
[c]e H*(Z,, ), which turns out to be nonzero cohomology class.

D) Lifting of the Action of 9,

(3.23) Using 9( ®(P) defined in C), we can lift the infinitesimal action 6(P) on UGM
to f(P) on UGM, by defining it on Z * and by checking that it preserves the image
of UGM by the Plicker embedding.
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(3.24) Definition. For each Pe &, we define a vector field; §(P) on % * in the
following way:

0.5 (P)=0(P)luye Tjyy F * —F ,
where juye F .

(3.25) Let IL be a one-dimensional subspace of # and [IL] the corresponding point
in IP(#). Similarly as (1.12) we have a canonical isomorphism

TP(#)——>Home(L, #/LIL) .
Then in the same way as (1.14) we define a holomorphic vector field
O(P)e H'(IP(F),0) for Pe Y, as
Oy(P):Len 7280 7 7L .
For 8 and 6 we infer readily the following propositions.

(3.26) Definition. Let F—B be a C*-bundle. Then the action of C* defines a
holomorphic vector field E on F along the fibre, called the Euler operator. For
F *—IP(F), Eis nothing but the vector field corresponding to id: # — % with the
above description.

(3.27) Proposition. Every 8(P), P€ 9,, preserves the ideal 7 of Oz generated by the
Pliicker relation :

gP) IS .

Therefore G(P) [respectively 6(P)] defines a holomorphic vector field on ETE/M
(respectively UGM). This 08(P) coincides with the one defined in (1.14).
Summing up, we have obtained the following main theorem in this section.

(3.28) Theorem. For Pe 9, there are holomorphic vector fields 0(P), B(P) whose
action is compatible with respect to the following diagram:

0:UGM —— F
! !
0:UGM —P(%) ,

where 6 on UGM is defined in (1.14).
(3.29) Corollary. For P,Qec P, we have
[0(P), 0(Q)]1=0(1Q, P +c(P,Q)E .

E) Current and Virasoro Algebra

(3.30) WePbserve that & =2'(K), (2.7), is a Lie subalgebra of 2,. The operators
®(P), Pe®, play the most essential role in our theory.

(3.31) Definition. 1) The following operators corresponding to scalar multipli-
cations are called current operators:

Jy=—P(") = — ! fdtzm oy .
)

T —1 &
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Then we call

J@= @)=} Jz7"!

nel
the current operator.
2) The following operators corresponding to derivations are called Virasoro
operators (for spin j):

Lilj)=¢<sj<z"+1 %)):(D(z” (z %+j(n+1)))

1 dW(Z) d'ﬁ(z)}
= d 1— _
20 @% z 2" {( ) U (2) =y (2)
for je3 Z, neZ [for s; see (2.32)]. Then we call
!ﬁ( z) dlﬁ( )

Ti(z)=:(1 D V@) =) — =) Lz

neZ
the energy momentum tensor (for spin j-fields).
3) The Lie subalgebra generated by id and {J,} (respectively L") is called the
current algebra (respectively the Virasoro algebra). For j=1/2 we omit the
superindex j in the notation of L and T hereafter.

(3.32). Formulae. From (3.21) we obtain the following fundamental relations of
these operators:

Vs Il =100 1m0

(LD, LP1=(n —m) L), =5 (6> —6j+ 1) (" —1) 3, om0 -
(LY, Tl = =y =5 Q= 1) (P 4100 mo »
Vn ¥ (@)= =2"Y(2) .

¥ @]=2"Y(2) .

(LD (2))=2" (Z Edz—ﬂ'(n + 1)> v ,

R R LI

Moreover between T'(z) and J(z) there is an important relation.
(3.33) Proposition (Sugawara form of energy-momentum tensor).
1 1
T(Z)=§ 8J(2)J(2)3 =3 Y dmdaemiz "

mnel

where ¢ S is the ordering which transforms J,,(n 20) to the right and J,(n <0) to the left
(see Sect. 4,4)).
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(3.34) Proposition. There exist unique maps.
0:6—H%,(%), ©) and 0:6—H(PZL),0)

(holomorphic vector fields) suc/!_ that
1) [0(¢), E]=0,Y/e6® or B,
2) Their actions are compatible, as indicated in the following diagram :

G(F) —P@E®) —UGMO
LA g I
G, (F)| —PF?) | — UGM°
5o Mo o
® o @ - @z
S12
(3.35) Proposition. By the above compatibility and definition (3.24), it follows that
g(/)lfc> = (D(SIIZ © /)‘X/c>
for V)?ce‘gg(}) and V(e ®.

This equation plays an essential role in Sect. 7.

4. t-Function and Wave Function

(4.0) In this section we reformulate the Sato theory of KP equations into a
convenient form for our later use. We give sketchy but selfcontained proof here. For
more details about KP equations and related topics, see for example [Sa.;
D.JK.M.]

A) Bosonization

(4.1) We first explain one of the most fundamental principles of two-dimensional
field theory: fermion-boson correspondence. The fermion Fock space # is
isomorphic to a corresponding boson Fock space # defined below and the
operators acting on these spaces have also a well-defined correspondence.

The boson Fock space is defined as the following vector space:

H =C[[ty,15,..]]1@Clee ]= Y Cllty,t,,...]]e™

meZ

:Z'yfm»

meZ

where ¢;’s are infinite number of indeterminates. An element of J# is called a boson
state vector. We define the degree and the charge as follows:

degt;=i, degeo=
charget;=0(i+0) , chargee™=n ,
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then # decomposes into the charged sector #, (n € Z), each of which is a complete
Hausdorff vector space by the filtration: F'#,= [ #,(d"), #,(d)={f(T)e #,;
degree f(T)=d}. d'zd

(4.2) Definition. We define a linear map B: & —# as follows:

Bl¥y=) e"‘°<n|exp<i Jmtm>|'l’> )
m=1

neZ

(4.3) Theorem (Bosonization [D.J.K.M.]. 1) The linear map B: F —# gives a
topological isomorphism.

B: F=S7.
2) B preserves the charge and the degree
F(d)= H,(d) .
(4.4) We define the following fundamental operators on # :

°

a, =
"ot

(l’le) 5 a_,=nt, (n>0) > q=1 .

The following relations can be easily confirmed:
[amaan]=m5m+n,0 > [am»eq]zeqém,o B

which are standard bosonic commutation relations.

The normal ordering ¢ ¢ of these operators, a,, and ¢", are defined as follows:

1) Inside the symbol 3 § we put polynomials of a,(neZ) and ¢4, and all the
operators a, and e? commute each other.

2) In case the operators inside the symbol $ $ are in normal order [i.e. all the
creation operators (a,(n<0),e%) are located to the left of all the annihilation
operators (a,(n=0))]. The symbol can be taken away and the remaining operators
are considered as those acting on #. Fro example ca,a_,¢=%a_,,a,5=a-,.a,,
for n,m>0.

Each operator @ on the fermion Fock space has the corresponding one
Og=BOB™' on the boson Fock space.

We introduce the following field operator which is familiar in string theory:

Q(z)=q+aplogz— Y Do,
n£0

and set for keZ

@ a 0 —-n a
Vk(z):gekQ(Z)g:exp<k Z tnzn)ektoexp<k10gz——k Z in—é;j) 5

n=1 atO n=1

which we call a vertex operator of charge k.
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Then we have the following:
(4.5) Theorem (Fermion-boson correspondence).
Ve(2)=V_1(2) ,
Up(2)=V:1(2) ,

Jo(2) = Az )-dQ(z)~ Y

nelZ
Tp(z) =32 A4(2)A(2)¢

where Jy(z) and Ty(z) are the bosonized version of the current operator and the energy-
momentum tensor operator.

B) t-Functions and Wave Functions

(4.6) We first take an element U (e U/(\H(/I“’) [cf. (1.20)] of the charge zero sector of
the universal Grassmann manifold and its image in the Fock space |U> e %,*. We
then define the following quantity:

(4.7) Definitions.
o(T, 0)=<0[e" DT> |
< =11 My (2)|T>

Y, ,U) = D)
H(T) T ¢\ 77
P, U)= <1’e7:(]r LZ()Z)IU> ’

where

H(T)= i tud, .

n=1

We call ©(T, ) a t- -function and ¥ (z, T, U), ¥ (z, T, U) (conjugate-) wave functions
associated with e UGM®. Note that ¥, ¥ depend only on U=n(T)e UGM?.

Remark. We can define (T, U) for Ue UGM° as above. Then 7(0, I7) %0 if and
only if Te UGM?.
We provide several important properties of the (conjugate-)wave functions.

(4.8) Proposition [D.J.K.M.]. 1) The wave functions have the following expansions :

'P(z,]T,U)=e“é(1r’z)<1+ Y wk(]T)z“"> ,
k=1
P(z, T, U):ei(m2><1 + ) n'/k(lf)z"‘> )
k=1

where wi(t), W, (t) e C[[T]] and &(T, z)= i t,z".
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2) If we write
T(Za Ea U):Z q’z\l(z7 U)IM
™M

(respectively P (z, T, U)=) Py (z, U)TY) |
M

then we have Wy (z, U)e U (respectively Wy (z, U)e U), where

TM=mgems . M=(ny,my.ms,...) , m(=0)eZ .

Proof. 1) The expansion 1) can be obtained easily with the bosonization rule
mentioned in (4.5);

B

(T, 2) (T +[z], [7)

Y, T,U)=e «(L.0)
5 _ EW2) (T —[z], (7)
Y T,U)=e nr(]f, (7) R

1 1
2722273277
2) Take a base {&,} ez, of ¥ with

where [z]=

ErelU(u<0), EF=e* (u>0),

and satisfying the following relation:

(L ERERTL Y =(L e e L)

Identifying the matrix in the right-hand side of the above equality with an element
g of P_ and the corresponding operator on the Fock space [see (1.26)] as G[g]
(i.e. [U>=G][g]l0>) we obtain the following relation:

G_1< Z %e")G: z (G_lqu)eu: Z l/’vg;vteuz Z g
ueZh ueZh u,veZh veZh
We then obtain
!//(Z)l[/>=< > ¢#€“>G|0>=G< > lﬂﬂé“>|0>= Y. (GY,l0))¢E" .
ueZh ueZh n<0
Bosonizing these relations, we obtain the result:
Yulz,U)eU .

The argument is the same for the conjugate sector. O
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Since U and U (= U*) are orthogonal to each other with respect to Res, -, the
following relations are a natural consequence of 2):
(4.9) Corollary (Bilinear Relation).
Res,- o Pz, T, U)P(z, T, U)=0 .
(4.10) Corollary (Hirota’s Bilinear Equation for t-function) [H.].

y Pj(—ZY)PjH(]j]y)exp( ny,()r(]I)-r(”ll")——-O ,
Jj=0 1

=

where

8

I

6Xp<z ln2”>= P(M)z' , Dy=(D,.}D,.5D,....)
n=1 j

i=0
and
P(Dy) f(T) - g(M)=[P(0y) {/(T+Y)g(T~Y)}lv-o -

This equation is obtained as a direct consequence of the bilinear relation. It
characterizes that the t-function is associated with an element of UGM (Theo-
rem 4.16). (See [D.J.K.M.] for more details about (4.9) and (4.10).)

(4.11)  Remark. The bilinear relation (4.9) is nothing but the bosonized version of
the Pliicker relation, and its fermionic form is represented as

Res.— U @Y @IU>= ). ¥lU> ®F-,|U>=0 .

ueZh
C) 1-Function

(4.12) Putting aside the definitions of 7, ¥ and ¥ given in B) for a while, we
investigate how the properties given in Proposition (4.8) of B) characterize ¥ and .

(4.13) Definition. (Generic Wave Function). We call
PM=) YyTV, Pz, T)=Y, Py TV eC((z™") ®C[[T]]
N N

a comnjugate pair of generic wave functions when they satisfy the following two
conditions:
1) asymptotic behavior

‘I’(z,]f)ze‘f(z’m<1+ i wk(]f)z""> . w(MeC[[T]] ,
k=1

Pz, T)=etED <1+§j wk(lr)z~k> . W (MeC[[T]] ;
k=1

2) bilinear relation

Res,—,, P(z. M P(z, T)= Y TYTVRes, -, Pp(z) Py(z)=0 .

M,N

We denote the whole set of pairs ¥, ¥ satisfying 1) and 2) by WF?.
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(4.14)  Definition (Generic t-function). t(T)e C[[T]] is called the generic t-func-
tion when it satisfies the following conditions:

1) 7(T) satisfies the Hirota’s bilinear equation [Corollary (4.10)],

2) 7(0)*0.

We denote the whole set of generic t-functions by TF.
(4.15) Proposition. 1) For any pair (¥ (z, T), ¥ (z, T)) e WF?, there exists a unique
element Ue UGMY? such that Yy(z)e U, ¥y(z)e U(=UH).

2) The map WF?*—-UGM? given above is bijective.
Proof. 1) The terms w,(T) and w,(T) in the asymptotic expansion of
¥(z, T), P(z, T) can be expanded with respect to ¢; as follows:

w,,('If)::c,,+ Z antj+0(’]rz) s

ji=1
Wo(M)=C,+ Y. Cpit;+0(T3) .
=1
Define elements in C((z™1)) as follows:

Po(2) =¥y, (2)=1+ Z Cz™ ",

n=1

@;(2) =Py, (2) = —z’(l-{—i c,,z"‘>+ Yoz " (21,
)

Po(2) =Py, (2)=1+

n=1

ez ",

gT)j(z)E‘I_’NJ.(z)=zj<1+i E,,z’")-i—i iz " Gz,

where

[,

N, =(0,0,...,0,1,0,...) ,

and define the following vector subspaces:

U=Y Co,()<K ,

n=0
U=) Ca,(z) =K .
n=0

As a direct consequence of the bilinear relation (4.10) we obtain (1) U< U, U= U*.
The concrete expression ¢,(z) and @,(z) given above naturally leads to (2)
UtnF'9 =0, Ut nF°% =0. Recalling M(U)=M(U)={-%, —3,...} [cf. (1.7),
(1.11)], we can show that 3) ¥ =U@®F°y", ¥ =U@®F°¥ . (1), (2) and (3) imply
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U=U*, U=U*. Then by the bilinear relation we obtain the desired result:
Yy(2)eUt=U, YPy(z)eU*=U for VN .

It is obvious from (2) that Ue UGM?.

2) We now show that two pairs of wave functions (¥(z,T), ¥(z, T)),
(¥'(z, M), ¥'(z, T)) € WF? corresponding to the same U e UGM? coincide with each
other. For this purpose we expand the wave functions as follows:

Pz, M=e =D i Y wa(@TY,

n=0 |[N|=n
where
wy(2)eCl[lz"]z"*=F"¢" for |N|>0,
ie.
Py(z)=[e =D Z wy(2) T [y +wy(2) (*)
|M|<|N|

with |[N|= ) n;. By induction with respect to |[N| we show wy(z)=wy(z). The
i=1
argument works similarly for the conjugate sector.

1) For [N|=0 (i.e. N=N,) we obtain

Wy (2)=1+ Y ¢,z "=@o(z)eF U ,

n=1

Wi (2)=1+ ) ¢z "=¢s(2)eF U .
n=1

Since dim F "' U=1, we obtain
Wi (2)=why,(2) .
1) Assuming wy,(z) =wj,(2) for |M|<n, we obtain
=¥y =Py =wy(z) —wy(2) e FPV nU={0} ,

for |[N|=n.
Conversely the mapping UGM?— WF¢ is shown to be surjective because of the
correspondence of equations in (4.7) and Proposition (4.8). O

Define the map TF?/C*— WF? by

T o(T+[z])

Y(T,z)=e (M
5 _ T (T —[z]) %
(T, z)=e e (%)

(4.16) Theorem. The following diagram is commutative and all arrows are
bijections :
TF?|C*
\

UGM? — WF?
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Proof. Only injectivity of the mapping TF?/C*— WF?® is nontrivial. From
Proposition (4.15) ¥ (z, T) and ¥ (z, T) are uniquely characterized by the condition
Yy(z)eU, Py(z)e U for YN. If ¥(z,T) and ¥ (z, ) are expressed by a t-function
7(T) as (**), then the above conditions for ¥ (z, T) and ¥(z, T) are equivalent to the
following conditions on t(T):

Res,— o (E(2)Yp(2)1(M)=0 for VE(x)eU ,
Res, ., (E(@2)Yp(2)1(T)=0 for Vi(z)eU .

These conditions determine t(T) uniquely up to a constant by using the
characterization of |[U) by # . (U) ® % . (U) established in Theorem (3.13). Thus
the mapping TF?/C*— WF? is injective. [

Remark that the t-function t(T) corresponding to Ue UGM? is characterized
by the following infinite order differential equations:

Res. -, (£(2) V-, (M) 1(T)=0 ,
Res, -, (@) V1 (T) (M) =0 .

For simplicity we have restricted the discussions in the generic case (UGM?). We
can generalize the discussions to the whole UGM?.

(4.17) Theorem. The following two conditions are equivalent :
1) f(M)e #y" satisfies Hirota’s bilinear equation (4.10)
Y. Pi(=2Y) P (D) eXp< > yzDr,)f(TT) (M)=0 ;
j=0 =1

2) there exists an element Ue UGM® such that f(M)y=(T, O).

5. The t-Function as a Period Map

(5.0) In the preceding sections we have constructed a sequence of C*-bundles in
the following (cartesian) diagram:

%(’;)_*P(jg)—l?"ﬁa/MT Fr =, ¥
v ! ! ! l
(gg(})'TIP(fg)—r%UGM-—P—»IP(f)_B_,n)(%) ’

ng(}) is the pull-back bundle. o
We now define a holomorphic mapping 4,,, : 6,(.#)—~IP(#,) by

Ay i(gg(j)ﬁ’ UGMO—p*]P(e%))_—"]P(-}%) .

(5.1) The Fundamental Problem. Construct a section of ‘ég (#), equivalently, a
nonzero holomorphic functiont : ?g (#)— #, which makes the following diagram
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commutative
Ho
TN

We actually construct a lifting © by using the theory of KP equations.
Geometrically 7 is a period map of the moduli space (gg(}). For a given lifting
7=1(T, X,) we can construct another lifting of 4, , by v'(T, X) = C(X,) (T, X) for
any holomorphic function C:%,(.#)—C*. In this sense the lifting t is not unique
(see Sect. 7,D)).

A) Baker-Akhiezer Function

(5.2) In this paragraph we reformulate the theory of the Baker-Akhiezer function
(BA-function) of KP equations. For the original theory of the BA-function see
[Kr.; D.].

(5.3) Definition. For a given data X.=(R.(x f), Q,u, £)€%,(F#), we define
A(X,), A(X)eC((z™") ®C[[T]] as follows:

AX)={PE =Y PrE) T

¥y(2)e UX)=]/dut" (R, £,® £(+Q)) .

‘P(Z»F)=<)“f(z’m<z Wk(TF)Z""> . ow(MeC((T]] },

k=0

AX)={¥( M= Y Pa(z)TV|
N

V() e UX)=)/dutl"(R, ,@ L' (+Q))

lﬁ(:,ir):eic-“‘«z kaﬂf)z"‘> . wd(Med]T] } .
k=0

We call an element of A(X,)(A(X,)) as a (conjugate) Baker-Akhiezer function
associated with the data X,. We can then derive the following theorem. We
essentially follow the proof of Krichever and Dubrovin.

(5.4) Theorem [Kr.; D). For a generic data X.=(R,(a,p),Q,u, %), i.e.
O(cl2)*0,
1) A(X)) is a free C[[T]]-module of rank 1 and generated by
OU(M) +I[z]+c|RQ)
O () +c|2) ’
2) A(X,) is a free C[[T)}-module of rank 1 and generated by
_ , z O(T) —1I[z] +¢|Q)
- () el e
Pz, T. X)=/(2) exx»( PR (Z)> UM )

n=1

(D(z, ’]r’ Xc) :f(Z) exl')(— i tngo(n)(z)>
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ee)

where I(T)=(I"(T),...,1°(T)) with (T)= Y Iit,, and I[z]=1"[z],...,I[z])
n=1
with I[z]= Y I Z; For notations of f(z), 9™ (z) and I} see Appendix A.
n=1

For simplicity @(z, T, X,) will simply be written as @(z, T) hereafter. Note that

I(T) is formal power series of T, we consider @ (I(T)|Q) as the following formal
Taylor series expansion:

© N
o(h)|Q)= L <1(1T) %) O0|Q)eC([T]] ,

N=o N!
0 0 0 ., 0 . L .
where ——=| ..., 5 | with — denoting the derivation with respect to the
dy \oy oy’ oy’

i-th argument in ©.

Proof. We can show ®(z, T)eA(X,) by checking the periodicity as multiplicative
function associated with %, and the transformation property as a half-form.
Suppose there is another ¥ (z, T) (£0)e A(X,), the ratio ¥/® possesses neither an
essential singularity nor a pole at Q anymore. Furthermore, in the ratio ¥/®, the
transformation factor as a form and the multiplicative factor are canceled out.
Hence for the expansion of the ratio

Y, T) 2 EaT

D) Y By(z)T
M

E%:fN(Z>FN s

f~(2) i1s a meromorphic function on R without poles at Q. We show that fy(z) is
constant by induction with respect to |[N|=0,1,2,...:

i) For [N|=0,1.e. N=0=(0,0,...), the pole divisor of f,(z) =¥y (2)/Py(z) is at
most D=(O(I[z]+¢|Q)), the zero divisor of @ (I[z]+¢|Q). From the assumption
O(c|2)+0, D is nonspecial and degD=g. Thus f,(z)e L (D)=C1.

i) Assuming fy(z)=const for |[M|<|N|, we have

fy(z)=coefficient of TV in [P(2)—=B(z) Y fu(D)TV@o(2) .

IM|<|N|

Since the pole divisor of fy(z) also divides D (non-special), it follows just like 1) that
fn(z)=const. We then conclude
Y(z, )

V(2 F)eA(XC):(p—(Z T

=Y Gy T¥eC[(T]]
N

namely, A(X,)is a free C[[T]]-module of rank 1. It works similarly for the conjugate
sector. [

Here it should be noted that @(z, T) and ®(z, T) given above are normalized as
wo (T) =W, (T)=1. We can then identify @(z, T) and @ (z, T) as the wave functions
associated with U(X,)e UGM?.
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B) t-Function for 6,(7)

(5.5) ~D(.{finition. (z-function for Cég(])) [IM.O.; A-G.G.R.; V.]. Define
T16,(F)>Hy as

(T, X) =21 DOU(T) +¢|Q) |
where ¢ ()= ) Guutatm (cf. Appendix A-1). We call this a t-function associated
with (7). »"~°

(5.6) Theorem. For the t-function (5.5) the following diagram is commutative :

%'OX
A
T P(Ay)

Proof. By direct calculations we obtain the following:

—¢(T, 2) t(T+[z], X)

¢(Z5 ’H" XC):_e T(’H" XC) b
B(2 _ (T, 2) (T —{z], X))
D(z, T, X)=e AN

which then implies that t:6,(#)—#," is a lifting of 4,,. O

(5.7) Remark. 1) Inthis way the fundamental problem (5.1) is solved affirmatively

with the 7-function given in (5.5). Define 4, , is the line bundle associated with C*-

bundle 9?9(})—»(62](}), the ©(T, X,) gives a nowhere vanishing section of ;.
2) The vacuum amplitude (0, X,)= @ (c|Q) depends only on ¢ =7, x C’.

(5.8) So far we have no principle to eliminate the lifting ambiguity. From the
point of view of the two-dimensional conformal field theory it is unimportant
because the correlation functions depend only on the ratios of the t-function (or its
derivative). On the other hand in string theory the lifting itself is a fundamental
quantity and provides the integrand of the string amplitude. It should then possess a
well-behaved automorphic property with respect to a modular transformation and
good boundary behavior towards the boundary of %, (stable curves [F.S.; F.; N.]).
We thus discuss the modular transformation property of the z-function in the next
paragraph.

C) Modular Transformation Property of the t-Function

(5.9) A modular transformation is induced by a change of the canonical homology
. . . . A B

basis («, ), and is represented by a symplectic matrix yz(c D)eSp(Zg, Z) as

D C . . .
7 <;>:(B A> <Z> In particular M,={ye M ; diagC ‘D=diag4 ‘B=0 (mod2)}
< M is a subgroup of M and keeps the Riemann constant invariant. Our 7-func-
tion (5.5) has the following well-behaved automorphy under the modular trans-

formation M,.
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(5.10) Theorem. For the t-function (5.5) we have
(T, y(X,) =¢e(y)det(CQ+ D) exp(n [/-—1tc(CQ+D)”1C(2[(lF)+c))r(]T, X.)
for YyeM, ,
where e(y) is a constant with £(y)® =1 and depending only on 7.

Proof. The modular transformation property of the following quantities on a
Riemann surface are given by

2(Q)=(4Q+B)(CQ+D) ",
y(I(M)="(CQ+D) ' I(T) ,

p(q(T) = —2r)/ —1I(T)(CQ+D) *CI(T) .
y()="(CQ+D) 'c .

(See Appendix A for the notations.) Together with the transformation property of
the @-function [Mum. 1; A-G.M.V.] for ye M :

O((CQ+D) 'z[p(Q)) =£(y)det (CQ+ D) 2™V 12D 2 g (10
we obtain the desired formula. [J

It should be noted that the t-function has a simpler automorphic factor than the
O-function itself (when ¢ =0) because of the prefactor eta(D

Similarly the t-function has the following well-behaved automorphy with
respect to ce €7

(5.11) Theorem.
(T Xt gasp)=exp( 27/ —1 (HaQa+'a(I(M) + ) (T X,)
for Ya,belZs .
This is a direct consequence of the quasi-periodicity:
O(z+ Qa+b|Q)=exp( —2nV~—1(%‘aQa+‘a(z)))@(z|Q) .

This automorphy turns out to be very important to characterize the t-function,
which will be discussed in Sect. 7,D).

D) Scattering Operator S(X,) [LM.O.; A-G.G.R.; V]

(5.12) Before closing this section, we construct an operator S(X,) which generates
the state vector |X.) of the Fock space

1Xo>=S(X)10> CO01X> . <O[S(X)=<0] ,

where X, =(R, (o, ), Z,, u)eq?g(}) and we assume @ (c|Q2)=+0. This S(X,) is very
convenient in practical calculations (see Sect. 6). For example Wick’s theorem in the
calculation of various N-point functions can be easily verified by means of this
operator.
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We expand the Szeg6 kernel [Fay; So.] of the line bundle ¥, ® %, around Qe R
as follows:

OUEI- DI+l _ 1 & o yipy i

S = S D EGw)  z—w B

then a basis, {é“},lelh of 7, can be given by
¢ro=et (u>0),

£

[ dww* 128 (z,w)y=e #+ ) Cye’ (u>0),

1
2%L/ij16§'z o v>0

or equivalently in the matrix form

(Lo ER SR = (e ) 1

It is easy to check that & 7 belongs to U(X,)=/duH (R, £,® Z.(+Q))e UGM?
for u>0.
Define an operator Q(X,) as follows;

0(X)= (27:1/_) [dz | dW{S (u,W)———}!P(Z)w(W)
= Z>:0 Cuvw—uw—v .

Note that Q(X,)is constructed from creation operators only and thus belongs to P_
and its exponential,

S(Xc).;e-Q(Xc) , S(Xc)ﬂ = QX
are well-defined operators on #.

(5.13) Proposition.

1) Yz X)=SX) () S(X)= ), &,
neZh

U X)=S(X) () S(X)= Y .,
ueZh

where Vs are the dual of E": (EF|EY)=5"+"0,
2) X, = S(X)[05 0K, |
(0]=<0IS(X,) .



292 N. Kawamoto, Y. Namikawa, A. Tsuchiya, and Y. Yamada

6. Action of Operators on the t-Function and Correlation Functions

(6.0) Using the concrete expression of the z-function for (ég(} ) given in the
previous section (5.5), we study the action of various (vertex, current, energy-
momentum) operators. We can derive N-point functions of Riemann surfaces of
arbitrary genus (obtained recently by several authors [I.M.O.; A-G.G.R.]). Thanks
to the fermion-boson correspondence, we can derive N-point functions in two
different ways to obtain nontrivial identities [V.V.; E.O.2; Fay], which are closely
related to the Schottky problem [Mum.3; v.G.; Sh.].

A) Action of Vertex Operators
(6.1) The vertex operators V,(z) (ke Z) has been defined as follows (4.4):
e o) a0 1
Vi(z)=exp <k Y t,,z”) ektozko exp < -k . z""@,,) .
n=1 n=1

Letting the vertex operators operate on the t-function, we obtain the following
result.

(6.2) Theorem.

N
Vi 20 - Vi Gw) t(TL Xo) = [ f(Zi)"‘Ké"‘)KeXP(

i=1

8

N
Iy z ki‘P(")(Zi)>
1 Q=1

N
[1  EG,zpRet Do+ Y kiI[z']+cQ) ,

1Zi<jsN i=1

N
where K=Y k; (total charge of operators Vi, (zy) ... Viy(zn))-

i=1

See Appendix A for the notations. In the derivation of this formula we have used
the following relation:

Vi@ Ve W)= —wy Vi@ V,(w)s
N 2 N
(Z kixi> == Y kkj—x)+K Y kixt
i=1 1<i<jsN i=1

In particular for N=1 and k;= +1, we obtain the following:

(6.3) Corollary.

V- T, X, , “ OU(M) +1 Q
(T, XC)zlr((z—])rTg(;—C) e‘°=f(z)exp<— ; lnq)(")(Z)) (@((1)(;}) -[rz]clJ;)C)] ) ’
_ V T, X, . & SISV Q
P X lizg(X,) ) e-,OZf(Z)exp< ) ,n(Pm(Z)) ( @(( 1)@ E]c '+Qc)| )

These are just the BA-functions ®(z, T) and &(z, T) given in Theorem (5.4).
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B) Action of Current Operators
(6.4) The bosonized expression of the current operator has been given by

0

J(2)=Y nt,z" '+ ) z7"7'o,
n=1

n=1

in (4.5). When the current operator Jp(z) passes through the bilinear factor ¢4 of
the t-function, it receives the following change;

o] oe]
Jﬂz)efqm:g%qm{z LoP )+ Y z”"‘lan}ze“(mjg(z) .

n=1 n=1

Note that Jp(z)=Jp(z,X) depends holomorphically on the data m(X)=X
=(R, (o, B), Q,u)e%,.

(6.5) Proposition.

| e
Je(z1) ... Jp(zn) o (T, X)) = Z (I'I JB(Zi)JB(Zj)>(H JB(Zk)>T(]r9X) >
comb. \ pairs rests
where
jB(Z)jB(W):w(Zs W) 5
ATW‘“‘-‘ x 9 . J
Jp(z) (T, XC)={ Z 1,0P(z)+ Z w'(z) g)—}}r(]f, X, ,
n=1 i=1 g
with
0 (T, X,)=e?® i OU(T)+¢|Q)
ay, s A ayl s

and Y is a summation over all the combinations of dividing (1,2, .. N) into pairs
comb
(i1 15), (i3dy), ... (k-1 l2) and the rest of the numbers (iyx+1s ... i)

(6.6) Corollary.

~

Oi}r(ir,xc) .

Jp(2) (T, Xc)={ Y L@@+ Y, @'(2) A
n=1 i=1

In order to see the meaning of this equality, we make use of the following
definition.

(6.7) Definition. For ne Z with n>0 we define holomorphic vector field v™ on
P(Z,”) by

0f =05(p" (2, X)) e TRR(Z) Xed® .

Note that ¢ (z, X) = [ ' (X) depends holomorphically on the data X=n(X)e %,
(cf. Appendix A).
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(6.8) Theorem. Consider the diagram below

G(F) = P(T0)

= | ot

Cy, ———C,x J
7,
g

1) +Misa holomorphic vector field on P(Z ) along the image of €,(.7) and thus
induces a vector field on € (f)

2) The induced vector ﬁeld v™on € o 7) is tangential to the fibre of the fibering
n:é (/)—-»W and the action on this dzrectlon is given by

?)()?)—i ————1 f w‘Q")(X) i .
T AV ac'

We can see that Jp(z) is an operator which generates infinitesimal deformations of
line bundles.

C) Action of Energy Momentum Tensor

(6.9) Since the bosonized expression of the energy momentum tensor is given by

w—z

1 1
Tg(z)zégJB(z)JB(z s=lim 5 (JB(z)JB(w) "(Z?Tv?>

in (4.5), we can easily obtain the action of T(z) by using Proposition (6.5).

(6.10) Theorem.

TB(z)v:(]T,XC)z{1 i tn 0P (2) 03 (2) + Z Z Lo (z) o' (z)
n=11i=

2 n,m=1

g 2

1
,Z1 {2’ (z ) S 12 S(z,X)}r(]I,XC) ,

where S(z, X) is a projective connection ( Appendix A-5).
We obtain the vacuum expectation value of the energy-momentum tensor
0[T(2)|Xc>
T(z A A1l
TEm="7

(6.11) Propesition [A.W.; So.; I].

1 g 0?
(T(2))x,= 2 o) ”21 W' () (2) 555 3y ay O(c|Q) — —S(z X) .

Using the heat equation of the @-function:

2

syiay OV =4n o

o) ,

ij

0
0Q;;
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we can recognize that the energy momentum tensor induces infinitesimal defor-
mations of moduli [So.; E.O.1].

D) N-Point Functions [Ku.; E.0.2; A-G.G.R.]

In the following we fix the data set X, =(R, Q, (2, f), £, ® ¥., u) such that 7(0, X,)
=@ (c|Q)=%0 and denote X, >=B '17(T,X)e F.

(6.12)  Definition. The N-point function of operators 0 (z,), ..., Oy(zy) on a state
|X.>eZ is defined as follows:

010, (zy), ..., O X,
<(91(21),...,@N(ZN)>XCZ< ' 1(21)<0|XC>N(ZN)[ >

Since we assume @(c|Q)+0, we can represent [X.>e€.# as

X =S(X)105> 01X,
hence the N-point function can be expressed as follows:

O(z1)s oo, On(zn)x, = 0101 (21, X)), ..., On(zy, X)10)
where
0(z, X)=S(X) '0(z) S(X,) ,

is a field operator corresponding to the Heisenberg picture.
On the other hand we can express the N-point function in the bosonized form:

(O (z1), ..., Ox(zy))x. = Gip(21). -%((%ﬁ{vB;;')T(]r, X)

T=0

In the following we calculate the N-point functions of i, }f’s and J’s in two different
ways given above.

(6.13) The fermion 2 N-point function is obtained by putting k;= +1 in the
formula (6.2):

<'10(Zl)7 e l;b(ZN)‘/;(WN)’ cecy lp(wl)>Xc

N :
IT E(zi,zp) TT E(wjowy) @(Z I[Zi]-—ﬁ: Iw;]+c¢ Q)

_i<j i<j i=1 i=1

T EGhwy) 0(cl2) ’

while in the fermionic representation

Pz), ) (wy), .. Y (wy)yx, =dety N<W(Zi)l/7(wj)>xc
and

W@QIWHx= 2, ") EW)=S@zw) ,

u>0
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where
SG )_@(I[Z]——I[w]+c|9)
S T O Q) EG, w)

is the Szegd kernel.
Identifying these two expressions, we obtain the following formula:

(6.14) Proposition (Fay’s trisecant formula) [Fay; V.V.; E.O.1].

N N
[T EGi.z) TT E(w;,wy) @(Z Iz]— z Iw;]+c¢
i=1 i=1

i<j 1<

1_[_ E(Zist) O(c|Q)

ol

The bosonic representation of current N-point functions can be obtained
from (6.5):

del‘NxNS(Zi, Wj) =

(6.15) Proposition.
<J(Zl)5 EERN} J(ZN)>Xc

1 N
"o 5 ([Loe) (1L (5 ey oco.

comb.

On the other hand, using the fermionic representation of J(z, X,), we obtain

w

s6e. =508 i (Fwon - s

=lim {W(Za Xc)lp(wa XC)—Z%} ’

w—z w

and taking the vacuum expectation value (0|...|0», we obtain the following
relations:

(6.16) Proposition.
(J(zy) ... J(zy)px, =dety . nScB(zi, 2))

where

1 1 g 0
S;eg(z, Z):hEl {SC(Z,W)*ZfW}:*@—(E‘E)—) Z:l (Ul(Z) 5_);’ @(CIQ) 5

Sc8(z;, Zj)= S.(z:, Zj) i) .

By equating these two expressions (6.15) and (6.16), we can derive various identies
obtained by Fay. In order to get explicit expressions it is convenient to use the
expression of the connected part of N-point functions;

J(z0) - TR =Tp(20) - Tp(zy) logr(T, Xo)lr—g -
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(6.17) Proposition. (1) Bosonic representation :

g @Nlog@(le)

() TEHE™ =} IS ' (z;)... 0™ (zy)

+ 5]\]!20)(21 > 22) ’
(2) fermionic representation.
Jzg) T = =), <H S[) ;
‘el

where I is a connected oriented loop which passes through the points z, , z,, ... , Zy once
and for £ =(z;,z;))e Il : S, =8.(z;, z)).

(6.18) Proposition (Addition Formula).

9 oNogO(c|Q) . . <
e 0 (E) 0N (zy) + oy (2, 2) = —
Z 6}’ ayN 1 N) N,2 1 2) ;

1s).

tel

The following are special cases of this formula for N=2 and N=4:

(6.19) Corollary [Fay].

52
1) w(z,2)+ Z ®'(z)) 0 (z3) == 5y log @(c|Q)=(S.(z;,2,))* ,
ij=1
g 4
D L @) @0 G gy a0 ()

= ~{S(1234)+S(1342)+S(1423)+S(1432)+S(1243)+S(1324)} ,
where S(ijk/)=S.(z;,2;) Sc(z), 21) Se(2k, 22) Se(z¢, 2:) (see Fig. 2).

1 2 1 2 1 2
+M~\O'\/\/‘Q=—©
w
2

4 3 4 3
2
3

Fig. 2
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7. Fundamental Equations

(7.0) In this section we derive differential equations for the z-function (T, X,)
= DO I(T) +¢|Q), defined on (@g(}). Throughout this section we write
Dp(s12°0)=BD(sy,°¢)B " simply as Pp(7) for /e ® [see (2.32), (4.4)].

A) The Fundamental Equations

(7.1) Theorem (Fundamental equations). The t-function satisfies the following
three equations :
1) (Equation of motion)

[0()+a(, X)]t(T,X)=Dp(£)t(L, X,) for YZe® ,

where a(/,X.)= —1x Res, -,/ (2)S(z, X);
2) (Gauge condition)

g 1
i; 27‘['/ —1 Zi‘.l

3) (Hirota’s bilinear equation)

do 1T X)=0y(0)2 (T X) for Yo()eAMN) ;

Z Pj(—zy)PjH(]bI)eXp( Z YJD1,>T(]L X)) o(T, X)=0 .
j=0 =1

[See Appendix A) for the definitions of 4(X) and 4(X).]

Proof. The equation 3) is already given in Theorem (4.16) and equation 2) is a
rewriting of the following:

(T, X,)=Pp(0™(z, X))t(T, X,) for VYn>0,

which can be derived from Theorem (6.8).
Lastly we show 1). In the following diagram,

| AXN

aes P(A) |

7(T, X,) and (T, X,) are related as

T(]ra )?c) = C(X/c)f(rlr» Xc) P

where C: (Zg(})—:(t* is a holomorphic function satisfying C(AX,)= AC(X,)
(/e C*). Letting 0(/), / € ®, operate on (T, X,), we obtain the following relation
from Proposition (3.35):

0(/)t(T, X)=®p(/)t(T, Xo) .
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Then we obtain the desired equation. The term a(/, X,) is given by

T ~
a(/,Xc)=a—)~(—) 0(/)C(Xo)

and depends only on X,. The explicit form will be given in the next paragraph. O

The z-function being considered as a period map on fég(}), the differential
equation 1) is regarded as a defining equation of the Gauss-Manin connection, the
equation of motion of the physical vacua in the interaction picture.

B) Determination of the Anomaly Term a(/, X,)

In case /€ ®, the Eq. (7.1.1) can be viewed as the so-called “Ward-Takahashi
identity”’. The term a(/, X,) corresponds to the anomaly term. In this view the
equation in the following proposition can be identified as “Wess-Zumino
consistency condition”. Those principles symbolized by these terminologies which
are familiar to physicists come very naturally into the formulation.

(7.2) Proposition (Consistency condition). For 7y, £/, € ®, we obtain the following
relations:

0(Z)a(l2, Xo) —0(£2)ally, X)) +a([y. 7:], X)=c(/1.02)
where
c(fy,¢2) =17 Res,-.£{'(2)£»(2)
is the Schwinger term.

Proof. Consider the following equality:
(P(71), Pp(72)]=Pp([/2. L1 ) +c(l1,72)

From the action of this operator on (T, X,) written in two ways, we obtain the
desired result. [0

(7.3) Wenow determine the form of the anomaly term a(Z, X') corresponding to our

7-function.

(7.4) Theorem. For the t-function the corresponding anomaly term is given by
a(/’ Xc) = -—1—12— Resz=w{(z)S(za X) P

where S(z, X)(dz)* is the projective connection (see Appendix A-5).

Proof. First we show the following:
1) a(¢,X,)=0 for £ e By,
2) a(t, X,)= —15 Res, - ,/(2)S(z, X) for £ e B(X),
3) a(/, X,) satisfies the consistency condition.

3) is Proposition (7.2) itself, while 2) can be obtained from Theorem (7.1-1) by
taking /€ B(X) since (/) =0. 1) can be shown from the following representation of
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t with the bosonization operator B (4.2):
(T, X)=0(|@)BEPAE AL,

where (£ 712, £732 ) is a frame of U(X,) (cf. Sect. 5, D)).
From this expression we obtain the following for /€ ®; :

(T, e’ X) =0 (c|Q) B (& ") e n ),

0(/)(T, Xc)=@(C|Q)B< YETIMEA L AO)(EM A . )

u<0
=0(C|Q)Pg(/)B(EVPAETIEA L)
=op(/)1(T, Xo) .

Hence a(/, X,)=0 for 7€ ®,.
Dueto 1)a(/, X,) reduces to a linear function of # on /®, . Fixing a sufficiently

large N, we can take representatives of bases, 7, ® (n=0,1,2,...), of /®, in the
following:

. d
/,=(z""! +lower order terms) d—eB(X) , n=N,
7z

d N-"A d
= — 4 — S .
<add2> ‘N, dze®1 , 0Zn<N

Forn=N,a(/,,X,)is givenin 2). For 0 <n < N, one obtains the following relations
by induction on #n and with the consistency condition (7.2):

" d . d >
a(/n—la XE)-—:a(lid—Z’ /n:l>Xc>= _0<E>a(fn>Xc)

1
= L Res, L 7 S KD = — 5 Res.oufu i SG, X

In the derivation from the first line to the second we used the formula given in
Appendix B. We thus obtain the desired result for all n. O

(7.5) Corollary.

0()t(T, X.)=Res,_ .,/ (2) [% i Ll ®OF(2) 0F"(2)
nm=1
0 1 g 62
+ ) z 1,0 2 Y o (z)co’(z) }T(]l" X))
n=1 i= ii=1

for 6.
Proof. This equation is obtained from the result of Theorem (6.10) and (7.4). O
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(7.6) Proposition. The projective connection S(z, X) (dz)* is transformed under the

A B
modular transformation y=<c D)el" as follows:

S(z,9(X))dz>=S(z, X)dz* +4n)/ —1'w(2)(CR+D) ' Cw(z) .
Proof. This relation is obtained from the expression of the projective connection:
S(z, X)dz* = ~6[d.d,logO(1(z) = I(W)|2)],- .

and the transformation formula of @-function. O

C) Characterization of the t-Function

(7.7) Main Theorem. For a holomorphic map f: q?g(j )>H# " the following
equations determine f uniquely up to a constant: f(T, X,)=Ct(T, X,) with CeC:

0 [0) +alZ. )T, X)=Pp(/) f(T, X)) for Ve,

where
a(/,X)= —1 Res,-,/(2)S(z, X) ;
1 g 0 ~
2) 3 fdwgﬁf(TT,Xc)=%(¢)f(]T~Xc) Jor Vo(z)e A(X) ;
2n]/ —1 i=1 g, ¢
3) (I, Xetgasp)=exp(—2n)/ —1(z'aQa+'a(I(T)+c)) f(T, X.)
for a,beZ? .

Proof. In equation 2) the left-hand side vanishes when ¢ € 4 (X'), which specifies the
form of f(T, X,) as

S X)=e D fo(1(T), X)
With f5: (7 )= Tl v0s e vyl
Taking ™ e A(X) (see Appendix A-2) in equation 2), we obtain equations

o & .0
- b :O :1 2 3,‘.. s
EE

i=1

which naturally lead to the following form for f(T, X,):
S, X)=e M f(1(M) +¢,X)

From the automorphy relation 3) with respect to the Jacobian parameter ¢ € €, we
obtain the proportionality of fo(Z(T)+c, X) and @(I(T) +¢|Q), i.e.

S X)=CX) (T, Xo) .
The equations 1) shows that the factor C(X) does not depend on X. O

D) Principles to Determine the Lifting of 4,

(7.8) We know already that our t-function has the following properties:
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1) Automorphy under M, x Z*9
a) (T, y(X)) =e(y)det(CQ+ D)2
cexp(n]/ —1'c(CQ+D) 'CQRIM+e)t(T, X,) for yeM, ;
b) (T, Xevpusp) =exp(—27)/ —1(aQa +'a(I(T) +0) 1(T. X,)
a,bel’
2) 1(0, X,) depends only on .7, x €9,
(7.9) Theorem. Let f be a lifting of 4,,, satisfying 1) and 2) in (7.8):

T

CF) 5 P(Hy) .

1) Then it can be written in the form:
S, X)=Cr(X)t(T, Xo)

where C: T —»C* is holomorphic and M s~invariant and 7:%(§)—7 .
2) Furthermore C(n(X,)) is constant if g=3.

Proof. 1) If we write f(T, X,)=C(X,) (T, X,), C(X,) does not depend on ¢ from the
automorphy 1)-b). From this, 1)-a) and 2) we obtain the first half of the theorem.

2) If g=3 moreover, we know that .7 /M, has a compactification whose
boundary is of codimension > 1. Hence there is no holomorphic function on it (i.e.
no M -invariant holomorphic function on ) besides constant. [J

Appendix

Here we list the notations and formulas on the theory of abelian functions which we
use in this article. For details see for example [Fay; Mum.1]. We fix a Riemann
surface R, a canonical basis (2, ) of H,(R,Z), a point Q € R and a (formal) local
coordinate z : z(Q) = cc. The whole data are denoted by X = (R, («, ), Q, z). We set
X. =X, %,), ce C? (cf. Sect. 2).

A) Abelian Differentials and the Green Function on Riemann Surfaces

1) Abelian differentials

(1st kind) w'=0'(2)dz , i=1..g9,
5 U)j-’:éij N 5(,()]:9” 5
a B

w'(z)dz= ~d<z I Z_n> ;

n>0 n
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(2nd kind) o =0 ()dz , n=1,2..., QeR

[ w§=0, ﬁja)(é"=2n]/ —1Ii,

%

w8’(z)dz=d<z"— - L) .

m>0 m

2) Green Functions

(Prime form): a holomorphic section (unique up to a constant) of the line
bundle n} £, ' @nf L, ®5*(0) over Rx R, with a simple zero only at P=Q
where n;, m,, § are defined in the following diagram:

P 9, P-0

RxR —»J(R)
1[11 lnz

R R

E(P,Q)=E(z,w)}/dz"")/dw ' = —E(Q, P) ,
E(z w)

az(‘jwlo Z Gum? n—lw—m—l ,

n,m>0

E(P+a;,Q)=E(P,Q) .

E(P+p..Q)=exp (2HV—1 (—2—+j w‘))E(P,Q) ;
0
(multiplicative meromorphic half-form with a simple pole at Qe R)

[@))/dz= Vi

E(z,w)
flz+w) =/(2) ,

fGE+B) =exp(—zn1/71 <%+5 wi>f(2)> :
Q
f@))/dz=(1+0(z "))/ dz ;

(multivalued meromorphic functions with poles at Qe R)

W 0

P (2)=1,

20 Z_ ¥4

" (z)=2"= q,,m——=jw(Q’”, n=1,2,3...,
n=1 m

P (z+o)=0"(2) ,

<p("’(z+ﬁi)=q)(")(z)+27t]/ —11 .
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If weset A(X)= Y, Co"(z)<K (a closed subspace), then the following sequence
is exact n=0

0— A(X) > A(X) > C?— 0

(Fundamental normalized differential of the second kind)

(P, Q)=w(z,w)dzdw=d,d,log E(z,w) ,
! —n— —w—
w(z, W):(_ZiW-I-anm Gumz "TtwTwT
(Szegé kernel)

So(P.Q)=S(z.w))/dz |/ dw

S.zw) = OU(z)—1(w)+c|Q) 1

— + C vZ~u—1/2W~v~1/2 ,
O(c|Q)E(z,w) z—w WZO #

where c¢eC? with ©(c)Q)+0 .
3) The ©-function and the Abel-Jacobi map

(©-function)

2] a (z]Q):nE%g expin)/ —1(n+a)Qn+a)+2n)/ —1(n+a)(z+b)} zeC’ ,
ra— _ 21r]/——1a, a

@_b_ (z4e,|Q)=¢ @<b>(z|9) ,
[a ] —_— a

o b (z+Qe;|Q)=exp { —271]/—1(Qii/2+zi+bi)} @<b>(zl§2) .

(Abel-Jacobi Map)

I:R—Q*; R is the universal Abelian covering of R,

re=(fr)-{g ).

4) Modular transformation properties.

A B
For y=<c D)eSp(Zg,Z)=M,

(5 G) . ror-uaemicars

V(wi):(t(cg"'D)_l)ijwj ,
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P wg) = —(CR+D)™);Cy <5 wg;) o,

v

a\ (D —=C\/fa ld_ c'D
V(b)'(—B y )<b>_§ “la )
@[v(j)](’(cmb)*z,ym))

=¢det(CQ+D)exp{rn)/ —12(CQ+D)"'Cz} © I:Z} (zQ) ,

where e=c(y) with =1 .
5) Projective connection

E(z,w)

S(P)=5(z)d=*= —6 lim d.d,log

w—z

1 1
w(z,w) :(_z—ﬁw)_z + 3 S(z) +higher order terms

S(wydw* =S(z)dz* +{w,z}dz* ,
where

W/// 3 w// 2 ) ) )
{w,z}= = <7> (Schwarzian derivative) ,

w2
d
ith'=— .
wi J

Z

B) Transformation Property and 0(¢)-Derivatives

305

For /=/(z) c;ie®o, 0(¢) is essentially a generator of coordinate transformation
z

which fixes z(Q)=o0:

z—>w=e£"z=<1 +¢/(2) i>z=z+8/(z) .
dz

We can thus calculate 6(¢)-derivatives of geometrical objects from the data of their

transformation properties.

1) Let f(P) be a jform on R and define f(z,X):4,~C((z"") by

f(P)=f(z, X)(dz)’ for X=(R, Q,z). We have the following relation:
[z, e X)(dzY =f(w, X) (dw)’ .

On the other hand the transformation property as a j-form implies

S, X)(dw)! =1 (z, X) (dz)' +¢ {/(z) %—U’/ ’(z)}f(zﬂ X)(dzy .
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It then follows that
d d . )
0(/)f(z, X)=5,gf(z, e“’X)ie=o={f(Z) 3;=J/’(Z)}f(z, X) .

2) Let S(P) be a projective connection on R and define S(z, X ): @—»(E((z‘l))
by S(P)=S(z, X) (dz)*, then just like 1) we have

S(z,e" X) (dz)* = S(w, X) (dw)* —{w(2), z} (dz)?

which lead to the following:

0(/)S(z, X):{f(z) %Jrz//(z)} S(z, X)—£"(z) .
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