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Abstract. We prove regularity and decay properties for propagators connected
with the renormalization group method in lattice gauge theories. These
propagators depend on an external gauge field configuration, called a back-
ground field.

Introduction

This is the third paper on propagators in renormalization group method for lattice
gauge field theories. In the two previous papers [3, 4] we have investigated
propagators for renormalization transformations applied to the simplest Abelian
gauge field theory action 1/2 ) »?|(0A4)(p)|>. This action is obtained by an

expansion of Wilson’s action for eTf general lattice gauge field theory. The reader
is referred to the papers [9, 10,7, 6, 1, 5] for definitions. If a gauge field configuration
U, with values in a compact Lie group G = U(N), is represented as U(x,x') =
exp inA(x, x), where (x,x’) is a bond of the lattice T and A is a configuration
with values in the Lie algebra g of the group G, then

ANU) = Z n*~*[1 —Retr U(0p)]

ZT n*5tr(@AP)* + - =33 Y, 7104 (p)|* +

where Aeg is represented as A=) A%, t, are generators of the algebra. We

a
assume that they are normalized, i.e. trtt, =J,,. The above expansion may be
viewed as an expansion of the action around the configuration identically equal
to 1. In [1] it was explained that in our method we have to consider operators
obtained by an expansion around more general configurations, for example one
of the minimal configurations U, described there. Here we consider operators
obtained by expansions around arbitrary regular configurations U,,. The averaging

* Research supported in part by the National Science Foundation under Grant PHY-82-0369



390 T. Balaban

operators and gauge fixing conditions depend on U, too. We will consider operators
analogous to the operators G,, H,, G;, R, introduced and investigated in the
papers [3, 4]. Now they are much more complicated and they depend on U, but
we will prove regularity and exponential decay properties analogous to the
properties proved in these papers. We will give formulations of theorems later in
the text of this paper, because they demand a lot of preparatory definitions and
are quite complicated and technical, but the reader, who wants to get some idea
of the results, is advised to look at [2-4].

We will use the notations, the methods and the results of [1-5]. Let us remark
only that in this paper a norm |X| of a N x N matrix means the Hilbert—
Schmidt norm: | X|? = tr X*X.

A. Definitions of Basic Operators and Formulations of Results

A main term in the operators we will consider in this paper is defined by second
order terms in an expansion of the action A"(U) around a configuration U,. Let
us write this expansion up to second order terms. We take U=U'U,, U' =
expinAd, and we assume only that #4 is in a sufficiently small neighbourhood of
0 in the Lie algebra g. We have

A(U'Ug)= 3, n* *[1 —Retr(U'Ug)(@p)],

peT,
tr(U'Uo)(0p) = tr (0o U")((p))U(0p), 3.1)
where for a plaquette p =<{x,y,z,w) we define (p), =<z, w, x,y), and
(@oU')((p)) = R(Uo(x, w)U'{z, w)U'(w, x)U'(x, )R(U o(x, y))U'(y, 2).

Let us recall that R(U)X = UXU ~'. This operation will be widely used in this
paper, as it was in [5], and the reader is referred to that paper for an explanation
of notations used in connection with it. Expanding U’ in powers of A we get

@ UY(p),) =1 + in(R(U o(x, w))A(z, w) + A(w, x) + A(x, y) + R(U o(x, y))A(y, 2))
— I [(R(U o(x, w))A(z, w))* + 2R(U o(x, w)) A(z, w)A(w, x)
+ 2R(U o(x, w)A(z, W) A(X, ) + - ]+ -~

—1+in ¥ A/(b)~%11[ 2 (A®)

b<dlp), bealp),

+2 ) A/(b1)A/(b2)] + (3.2)
by.bycd(p),by<by

where A'(b) are defined for bonds bcd(p), by the equalities A'(z,w)=
R(Uo(x,w)A(z,w), A (w,x)=Aw,x), A(x,y)=Axy), Ay2)=RUqxY)
A(y, z), and < denotes a natural ordering among bonds of the oriented contour
Ap), = {z,wH U, xpULx,y)uly,z).

Let us introduce covariant derivatives. For a matrix valued function A defined
at points of the lattice we put

(DY, A)(b) =1~ "(R(U(b))A(b ) — A(b-)),
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or
(DY, Ax) = (D, A (X, x +1e,), u=1,..., d. (3.3)

For a function A4 defined at bonds of the lattice we put
(DY, A)(p) =1~ H(A(x, ) + R(Uo(x, y))A(y, 2) + R(U o(x, W) A(z, w) + A(w, x)) (3.4)
for a plaquette p=<{x, y, z, w), and if p=p,(x)=<x, x +ne, x+ne,+ne,
X + ne, >, then we have
(Do A)(P,(x) = (D A) o (X) = (DY, A,)(x) — (Do, A,)(x).

We have made here the identification A(x, x + #e,) = A,(x). The above definitions
are for oriented bonds and plaquettes. For example if we change an orientation
of a plaquette p=<x, y, z, w) and we take —p=<{x, w, z, y), then assuming
A(x,x") = — A(x',x), we have (D}, A4)(—p)= — (D}, A)(p). We always make this
assumption about gauge field configurations, i.e.,

Ux,x)=U"1(x,x), A(x,x)= — A(x,x) for a bond {x,x). (3.5)
Using the above definitions we can write further
@UN)((p).) =1+ in* (DY, A)(p) — sn*((DY, A)(p))?
+in? Y ifA'(by), A'(b)]+ -, (3.6)

by.bycd(p),by<by

and we get
AU'Ug)= A"Uo) + Y, #'tr(DY,A)(p)n~ > Im Uo(dp)
T,
+3 2 ﬂd[tr((D$oA)(p))2 Re U(dp)
pcT,

tu Y iLA'(by), A'(by) 10~ * Im Uo(ap)] +

bybycdp)by <b,
=A"U,) + <D;’,OA,r]‘ZIm oU> +3A,ANUNA> +---.  (3.7)

This expansion is valid also for configurations 4 and U, with values respectively
in the complexified algebra g° and the group G, we have to interpret only Re Uy(dp)
and Im Uy(dp) as

1
Re Uq(0p) =3(Uo(0p) + Uo(—p)), Im U(dp) = 2; Uol0p) = Uo(—p)).

Here — 0p is the contour &(— p), and U,(— dp) = (Uy(dp))~ .

Let us introduce a simplifed notation. We will no longer consider in this paper
the two configurations U, U,, so let us write U instead of U,. Let us also drop
the symbols #, U in the symbols denoting covariant derivatives, thus we write
simply D, D,

In the sequel we will frequently use adjoint operators to derivatives D. The
adjoints are taken with respect to natural L? scalar products for functions with
values in N x N hermitian matrices. The inner product for these matrices is defined
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by X Y =tr XY. Let us recall that the trace is normalized, i.e., tr 1 = 1. For example,
for derivative D acting on functions defined at points of the lattice, the adjoint
operator D* is acting on functions A defined at bonds of the lattice by the formulas

(D*A)(x) = Z n~ Y R(U(x, x —ne,))A(x — ne,, x) — A(x, x + ne,))

i (D}A)(x)= Zl (DA,)(x,x —1ne,). (3.8)

The operator adjoint to derivative D, acting on functions defined at bonds, is the
operator acting on functions F defined at plaquetts by the formula

(D*F)(x,x + ne,) = (D*F),(x) = ; (DY F\,)(x) — Z (DY F)(x)

d
= ZI(D’V"F w(X), (3.9)
where F,(x)=F(p,(x)), and in the last equality above we have assumed that
Fuv(x) = - Fvu(x)'

The quadratic terms in the expansion (3.7) define the basic operator generalizing
the operator 0*0 in the Abelian case. We denote it by A"(U), or simply by A
For U with values in the unitary group U(N) it is a hermitian operator given by
the quadratic form

(A,AAY ={A,D*DA> + (A, A'A),
(A, 445 = 3, n'tr((DyA)(p)*n~*(Re U(dp) — 1)

pcTy
+tr Y iLA'(b,), A'(b,)1n 2 Im U(dp). (3.10)
by,bycélp),by<by
We have written it this way because with our assumptions on the configuration
U the operator A’ will be a bounded, small operator, which will be treated as a
small perturbation of D*D.
Let us write the linear term in (3.7) as
ATy =}, n'tr A(b)J(b), (3.11)
bc T’I
where J = D*;~2Im oU, (0U)(p) = U(dp). The expansion (3.7) can be written now
as

Alexp inAU) = A'U) + (A, TS + 5CA,AAY + . (3.12)

A next class of operators we have to consider is determined by averaging
operators. They were defined in [5], and because the definition is quite long and
complicated we refer the reader to that paper. Let us remark only that the averaging
operation used here is the operation U/ defined by the formulas (89)—(92) of that
paper. We replace U, by U in these definitions, and we have for the function

Q(U,nA) = %log(exp inA) (3.13)
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the following expansion

1 1

U,nd)=Q,;(U)A + - C{U, L'nA .
Lan( nd)=Q;(U)A+ Dy (U, LinA), (3.14)
where Q(U)A is a linear part of the function (3.13) and C{U, A) is an analytic
function of 4 whose expansion begins with second order terms. We are interested
in the linear operators Q(U). They are compositions of j one-step averaging

operators . _
Q;(U)= QU™+ QU)QU), (3.15)

where Q(V) is given by the explicit formula (124) in [5].

These definitions extend straightforwardly to configurations U, 4 with values
in the complexified group G¢ and algebra ¢, see Sect. E in [5].

To introduce an operator similar to the operator Q*aQ of the paper [4] (see
(2.20), (2.14)), we need the geometric setting of that paper. We refer the reader to
the beginning of Sect. A of [4], especially to (2.1)~(2.4). The only change we make
is that the sequence (2.1) starts with £, thus we have 2,502, > - 22,
Q;,cT, and we define Aj_z.(?ﬂ-j’\Q}jll, j=0,1,....k, 2,,,=, or
Q\Q;,,=B/(A)), hence A;c T{),. The condition (2.2) is unchanged. We have
introduced the domain €2, because we will consider operators with Dirichlet
boundary conditions on £2§. We define an operator Q*aQ by the quadratic form

k
(A4,0%aQ4) = Z ZA (L)'~ 21Q; (L) A)(B)I>. (3.16)

Finally we have to consider operators determining gauge fixing conditions.
We choose gauge fixing terms which are straightforward generalizations of (1.27),
or (2.12), (2.19). It is best to introduce them by an integral similar to this in (1.27).
Let us recall that the configuration U’ = ¢4 transforms by the formula (55) in
[5] under a gauge transformation u, ie., U™(x,x’)=u(x)U'(x,x)R(U(x,x"))
u~(x'), and if u =" then the part of this transformation linear in A and 2 is
given by A*= A — DA. We define a gauge fixing density by the expression

1 ! B
exp< ~5 ||D*A||2)<Z'"1jdﬂé(Q’l)exp(—Z ||D*A*|I2>) » (B17)

k
where Q'A is defined on B = (] A; by the formulas

j=0
@M =Q;(U)A)(y)  for yeA,, (3.18)
QAy) ;)L ROV(I, DA,
QA = (T~ Q(O)Q(U)A()
= Y LHRUIP)DUx),  yeTP,. (3.19)
xeBJ(y)

The contours I'Y’,, xeBi(y), and the contour variables U(I'{’,) were defined
by (52), (53) in [S]. The norm |-|| in (3.17) is determined by the scalar product
(A, A =3 n*trA(x)A(x) in the Hilbert space L*(£2,,g). The above averaging

xe Q2o
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operators Q(U) are linear parts of the averaging operations Ru’ for gauge
transformations u = e**, operations defined by (78)—(80) in [5].

The integral in (3.17) can be calculated in the same way as in [3], (1.42)—(1.44),
and we get

(3.17) = exp( —% ||RD*A||2>, (3.20)

where R = R(U) is an orthogonal projection in the Hilbert space [*(£2,,g) onto
the subspace

R=AUN(Q), N@Q)={1:Q41=0}. (3.21)

For an arbitrary function fel*2,q) we have Rf =AUA4, where A, is a
minimum of the function

AEN(Q), A-|f — AL~ (3.22)
In the above formulas A is the covariant Laplce operator
d
AL =D}yD}y= Zl Dy Dy ,. (3.23)
=

Let us introduce the operator A, =A,(U)= (4} + Q0'*aQ’)| o,, where 0'*aQ’ is
defined by the same quadratic form as in (2.14), i.e.
k

(4,Q™aQ'A) = ,ZO a; ZA (L) 21U, (3.24)
Jj= YeAn,
the numbers a; satisfy the recursive equations a;,, = aa;/(aL”* + a;), a, =a, =
a>0. The operator A} [, is the covariant Laplace operator with Dirichlet
boundary conditions on Q. Let us elaborate this point a little bit more. By the
definition of space N(Q') the functions A in (3.22) vanish on Q4. This permits us
to express R in terms of operators with some boundary conditions outside Q.
We will use only Dirichlet boundary conditions. Let us introduce a domain 2,
such that 2, < 2, and £, is a union of big blocks of the lattice T, e.g. we may
take £2,={a union of big blocks in T,, with distances to 2, < RM}, or we
may add to 2, a thinner layer of the big blocks surrounding £2,. For such Q,
we consider the operator A, with Dirichlet boundary conditions on 092, i.e.
the operator Al g, =02,4,2, In the last expression £, denotes a
characteristic function of Q, Its inverse is denoted by G', or G'(U). The operators
with the boundary conditions have a very important property. They depend on
the configuration U restricted to £2,. This property is essential for many
constructions, and we will use it extensively in the future. All operators we will
consider will be defined by using Dirichlet boundary conditions on Q. Usually
we will not mention it, and we do not indicate this fact in our notations.
Using the Lagrange multipliers method the minimum of (3.22) can be found
by the same calculations as in [4], (2.15)—(2.17), and we obtain the formula

Rf=(I-G'Q*Q'G*Q*)'QG)f, (3.25)
where G'=G'(U)=(A4,)"*. We do not know yet if the operators in the above
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formula are well defined. Assuming some regularity of the configuration U it can
be easily shown that the operator A, is positive. This implies positivity of the
operators G', Q'G'*Q’*, hence the existence of the operator R.

Now we are ready to define one of the basic operators of this paper. It is an
immediate generalization of the operator 4, given by (2.19) in [4]. We define

Al(U)= A"(U) + DyR(U)DY + Q*(U)aQ(U), (3.26)

or simply A, =4+ DRD* + Q*aQ. It coincides with A, in (2.19) if U=1.
Similarly as for the operator A, we will need A, with Dirichlet boundary
conditions on 0§, thus A, o, =02,4,2, and we denote its inverse again
by G, or G(U), if we need to stress explicitly the dependence on the configuration
U,

GU)=G=(A,19)"" (3.27)

Understanding regularity and decay properties of these operators is the main
subject of the paper. It is crucial for our method of analyzing the ultraviolet
stability of lattice gauge field theories.

All the operators introduced above depend on a gauge field configuration U.
Let us discuss how these operators transform under gauge transformations of the
configuration U. Let us start with the operator A"(U). It is defined by the expansion
(3.12), and the gauge invariance of the action (3.1) implies that if we make the
transformations

U-U* U ->RwU, (3.28)
where
U*(x, x) = u(x)U(x, X )u~'(x'),  (R@)U')(x,x) = Ru(x))U'(x,x),
then
A'Rw)U'U*) = A"((U'U)*) = A"(U'U). (3.29)
Of course R(u(x))expinA(x, x') = exp inR(u(x))A(x, x’) and R(u)A4 is linear in A,
hence expanding both sides of the above equality in 4 we get a sequence of

equalities between homogeneous polynomials of the same order. Taking the
polynomials of first and second order we get

CRWA,J*S = (A, TS, (Ru)A, ANURWA> = (A, A(U)A>,  (3.30)
or
J*=R)J, A"U")=Ru)AU)Ru Y.

We have a similar situation for the other operators. For the covariant Laplace
operator (3.23) we have

(RW)A, AL RW)AY =<4, AL AY, hence Afu=RwALRu™ ).  (3.31)
The matrices in the definitions (3.19) transform as follows R(U%I'Y)))=
R(u(y)R(U(I"{))R(u™(x)), hence
(Q{U"Rw)A(y) = Ru)Q{U)D (), (3.32)
and

Q*(U")aQ'(U*) = RWQ™*(U)aQ (U)R(u™1).
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The equalities (3.31), (3.32) imply further
G'(U*)=Rw)G'(U)Ru""), R(U*)=Ru)R(U)Ru™1). (3.33)

Finally inspecting the definitions of the averaging operators Q (U) for gauge fields
we can see that the equalities (3.32) hold again. This implies the transformation
laws for the operators A, and G

A (U" = Ru)A (U)Ru™Y), G(U*)=RwG(U)Ru™Y). (3.34)

Now we will introduce the regularity conditions for gauge field configurations
U. They depend on the sequence of domains {€;}. At first let us introduce a
class of cubes. For each cube [] of this class there exists a unique index j, 0 <j <k,
such that [] = B{(A )uB’*!(A},,), ONB(A ) # &, and [J is a union of several
big blocks of the lattice T}, _;, which implies that its size in the lattice T, is O(1)M L.
Here O(1) will mean a number = 10. The set A, in the above condition means
Ao=0,\2,, where Q,={a union of big blocks of the lattice T;, such that
their distances to 2, are < RM}. For a given positive number o, we consider
the class of gauge field configurations U defined on T and satisfying the following
regularity conditions:

for an arbitrary cube ] of the described above class, and
for a configuration U there exists a gauge transformation
u on [] such that U* = ¢"4. and if the index of [ is

Jj» then

|4l < O()Moo(Lin) ™1, [V'Al < O())Moy(Lin)~*  on [,

where O(1)M is a size of (] in Tp_; (3.35)
|07 4| < O()May(Ln)~* on [J. (3.36)

The number o, characterizes this class of configurations. We will need o, so small
that O(1)Ma,, is still a sufficiently small number. Let us notice that these regularity
conditions do not impose any constraints on U outside the domain Q. For the
operators introduced until now we need only the condition (3.35), but later on we
will have to assume (3.36) also.

We have to consider operators extended to configurations U with values in
the complexified group G°. We may define regularity conditions for such con-
figurations in the same way, i.e. by the conditions (3.35), (3.36). Instead we specify
somewhat more the class of configurations considered. We assume that they have
the form U'U, where U has values in G and U’ = e, A’eg’. For a given pair
of positive numbers o, «; we consider the class of these configurations satisfying:

U satisfies the condition (3.35), and

4| <oy (Lp)™t, [VEA'|<ay(Ln)™% on 2,j=0,...,k (3.37)
U satisfies (3.35), (3.36), A’ satisfies (3.37) and
DY DY A'| <oy (Lim)™2 on Q,,j=0,....k. (3.38)

We will prove in another paper that if U'U satisfies the conditions (3.37), (3.38),
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then it satisfies also (3.35), (3.36) with o, replaced by O(1)(«, + «,), but we will not
use this fact here.

To formulate the regularity and decay properties we have to introduce several
norms. They are identical to the norms used in [3, 4], e.g., given by (1.108), (1.109),
but the derivatives there have to be replaced by the corresponding covariant
derivatives determined by a configuration U. Thus we have the supremum norms

|A| = maxsup|4,(x)|, |[VA|=maxsup|(D,A4,)(x)l, (3.39)
I X wv o x
and the Holder norms
1
[All,=max sup mlR(U (M) A(X) — A )], (3.40)

B xxix—x|g1

[Ally.=1VAl,=max ]supl lﬁlR(U(F ) (D, A,)(X) = (D, A4,)(x)];
my xxix—x1=

where I, .. is a shortest contour connecting points x and x'. It is understood
that the y-scale is used in the above definitions. If we use another scale, then it is
indicated explicitly by a superscript, e.g. |- || means that functions and distances
are on the ¢-lattice. Besides the above norms we will use also weighted norms,
connected with the sequence of domains {Q;}. We define for an arbitrary real
number «

Al =sup sup (Lin) |AB)L. (341)

0§j§kbeﬂj\!)]+l

Thus the norm |4, can be defined as the smallest number C such, that
|A(b)| < C(L'n)* for beQ\Q2,;,y, j=0,1,...,k

For a negative we can take £2; instead of 2,\Q;,, above. Finally, we will use
the weighted distance d(y, y’) defined by (2.36) in [4], and the families of cubes
k

A(y), A(y). Here y,yeB= () A; Let us recall that if yeA, then A(y)=

Bi(y), and A(y) is a cube of Jth% size 2L’y on the lattice T,, with center at the
point y.

We are ready to formulate the basic regularity and decay results. The main
operator A, depends on the projection R, hence we have to understand at first
the properties of the operators determining R, as in Sect. B of [4]. Let us start
with the operator G'. We have the following theorem analogous to Proposition
2.2. of [4].

Theorem 3.1. There exist positive constants My, d,, a,, B, dependent on d and L
only, a constant By(f) dependent on d, L and ,0 < <1 (Bo(f)— o if f—1), such
that for M = M, and for an arbitrary configuration U satisfying the regularity
condition (3.35) with May < a,, the operator G'(U) (a = 1) satisfies the inequalities

(G'O)AHX)] (Ve (D), (G UVED(x)],
I(4yG(U)A(x)| = BoL(L/n)?, Lin, Lin, 1]e™ 0|4
Jor xeA(y), yeA ;, supp i< A(Y); (3.42)
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IEVyG'(U)Allg  IEG(UVELL, < Bo(Bo) (L)' ~F
(15 +1EDe 2 A], &=L,
Jor 0= B< By <1, (eCF(A(y), yeA,, supp i< A(y). (3.43)
Furthermore, there exist constants By(e), By (e, f) dependent on d, L and the indicated
parameters, 0 <e<1, 0 f <1 (Bye)> o0 if €0, By(e, f)— o0 if either ¢—0,
or f— 1), such that
[(VyG'(U)VEA(x)] < Bylee 0| 4115+ 14])
for 0<e<1, xeA(y), supp i A(Y), YA, &=L (3.44)
IEVuG(UWVE A < Bole, Bo) (L) P(1ILNG + 10De ™ %4 (| A11G 4 . + 1 A1)
Jor0<e<1,0<B<Bo<1,{eCPAW)), yeA;, E=L7,
suppAc A(y), yeA;, &=L (3.45)
Finally, we have the inequalities in L*-norms
IRG'(U)AL,  [RVyG'(U)AL,  [RG'(U)VEALL  [RVyVyG'(U)AL, RV G (U)VEAL,

IRG' (U)VEVEA < Bo[(Ln)*, L, Ln, 1,1, 1] [hle =407 | 4]

for supph = A(y), yeA ;, supp A = A(y'); (3.46)
and the global inequalities

IG(UWAl a4y, VoG (U4, G UVEA L+,
[VyG'(U)Al,) < Boldly (3.47)
for v in a fixed compact subset of real numbers, e.g. for ye[ —4,4].

All these inequalities are invariant with respect to gauge transformations of U.

Let us make two remarks in connection with the formulation of the above
theorem. At first the choice of derivatives Vy, V¥ is conventional, we may always
replace V, by V§, and vice versa, in arbitrary place and combination. Next, the
choice of powers Ly is conventional also. Using Lemma 2.1 in [4] we may replace
the factor (L/n)* by (Liy)’(L/'n)’ with B +7y=ua, j, j are indices of localizations.

It is easy to see that the global inequalities (3.47) are consequences of the local
ones (3.42) and Lemma 2.1. We will prove the above theorem by constructing a
random walk representation similar to that in (2.40), but with different boundary
conditions used, and then repeating the arguments of Sect. 2 in [2]. We will do
it together with a proof of the corresponding theorem for the gauge field propagator

G(U), because the constructions in both cases are almost identical.
We need also a theorem analogous to Proposition 2.3 of [4].

Theorem 3.2. Under the assumptions of Theorem 3.1, and with the same constants,
the following inequality holds:
(QW)GHU)Q*U)) ™ (3, ) = Bo(Lin) = H(L7y) ~ e~ %040,
1, V'eEB (yeA,yeA;). (3.48)
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Let us stress that the constants in the formulations of both theorems do not
depend on the sequence {2}, j=0,1,...,k, if the conditions (2.1), (2.2) are
satisfied.

These theorems imply all the properties of the operator R, or DRD*, we will
need in the future. For the operator P =1 — R we obtain, using again Lemma 2.1,

[IP(x, x)|, [(DP)(x, x')|,|(PD¥) (x, x')|, (DPD*),(x, x')| ]
<O, (Lin) ™1, (L) ™1, (L) ™ 2)(L7 ) ~de™ (1122040
for xeA(y),yeA ;,x'eA(y),yeA ;. (3.49)

We have also the corresponding bounds for Holder norms of the kernel
(DPD¥),,(x,X).
Thus the operator A, is well defined. For its inverse G we have

Theorem 3.3. Under the assumptions of Theorem 3.1, and with the constants
described there, the operator G(U) (a = 1) satisfies the inequalities (3.42)—(3.47), with
G'(U) replaced by G(U) and A replaced by a function J defined at bonds of the lattice
T,, or Q,, and with values in g.

The above theorems do not exhaust important properties of the operators
G', R, G we will need in the future. For example we will have to localize them to
some domain, that is to change the domains {€;}. We would like to estimate a
difference of two operators corresponding to different sequences. Such results were
proved in [2] for scalar field propagators, see (1.11), (1.12) in the formulation of
the theorem there. They are connected naturally with generalized random walk
expansions, and we defer formulations of these results to the section where these
expansions will be constructed.

As we have remarked already we will prove the above theorems by constructing
generalized random walk expansions. Terms of these expansions are built of the
above defined propagators localized to subdomains, e.g. to cubes belonging to the
class defined at the end of Sect. A in [4]. We have to prove the theorems for the
localized propagators. This is accomplished by using the regularity conditions
(3.35) and expanding with respect to A = (1/in)log U This way the theorems are
reduced to the corresponding theorems for propagators without external gauge
field. They were proved in [4]. In the next section we will study the expansions
with respect to the external gauge field A in a more general situation. We will
prove that the propagators are analytic functions of configurations U'U in a space
defined by the conditions (3.37), and we will do it by studying expansions with
respect to (1/in)log U'.

B. Analyticity Properties of the Operators

The operators introduced in the previous section depend on a gauge field
configuration U with values in the Lie group G. We would like to prove that this
dependence is analytic. The simplest way to do it is to extend the operators to
configurations with values in the complexified group G° and to prove the usual
complex analyticity. We need only a complex neighbourhood of the space of
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configurations U satisfying (3.35). Such a neighbourhood is given by configurations
U'U satisfying the condition (3.37), i.e. U’ = €™, where A is a sufficiently regular
configuration with values in the complexified Lie algebra g°. The regularity is
described by the inequality (3.37). We will assume that o, is sufficiently small.

A qualitative part of our results is formulated in

Theorem 3.4. There exists a positive constant a, such that the operators G'(U),
(Q(U)GHU)Q*(U))™*, R(U), G(U) extend to configurations U'U for a; <a, as
analytic functions of A. The extended operators satisfy all the inequalities of
Theorems 3.1-3.3 correspondingly.

In fact we prove quantitative statements which are more precise, describing
these analytic extensions as small perturbations of the operators depending on U
only. In the future we will need these more precise statements.

Let us start with the covariant Laplace operator 4, given by (3.23). We have

(Au'ui)(x)='1_2<2di(X)~ > R((U’U)b)/l(b+)>

best(x)

= n‘2(2 dA(x) — Zd: R(U'(x,x + ne,))R(U(x, x + ne,))A(x + ne,)
r=1
- ; R(U(x,x —ne,))R(U'(x,x — ne,))A(x — neu)>

=52 (2 dMx) — . z( )exp inadA,(,,)R(Ub)/l(bJr)), (3.50)
est(x
where A'(b) = A(b) for positively oriented bonds b, and A'(b) = R(U,)A(b) for
negatively oriented b. Expanding the exponential above we get
(AypA)x)=(Agh)(x)—n~ ! Z iadA’(b)R(Ub)/q‘(b+)

best(x)

- z Fll,k(iadA’(b))’l(b+)

best(x)

=(AyA)x)— 3, )iadA«b)(Du/l)(b)— i[(DF A)(x), Ax)]

best(x

-, Z(: )Fll,k(iadA’(b))’l(b+)a (3.51)
est(x

1
where F' (z) =n"2%(e" — 1 —nz)=z*[dt(1 —t)e", hence F,(iad,p) is an
0

analytic function of A(b). Let us denote the first order operator on the right-hand
side above by V' (A4), thus

Vi) = 3 iLA(),(DyA)(b)] +il(DFA)(x), A(x)]

best(x)

+ Y Filiad,q)Ab.), (3.52)

best(x)
and
AU'U=AU— VII(A). (3.53)
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We assume that A satisfies (3.37), hence for xe2;
[(Vi(AA)(x)] < ddoy (L)~ VAl + 2doy (L) 72 (A + 8 da (L) 2[4, (3.54)

the norms on the right-hand side involve only nearest neighbours of x because
V', is local.

Let us consider now the averaging operators Q}(U) given by (3.19). We have
to find an expansion of R(U'U)(I'{})). By the definitions (52), (53) in [5], and

the definition U'U’ = U7’ of the averages U'/, we have
(U'U)(F9)=(U'U) " U(I, pxy_y) (U, U U, )

= (R0 )T, RO, DREZOIH(T,, )]
----- ROHY=) R, 0) T RO )R, UN T ]

Uy, (3.55)

where the sequence of points y=x; X;_;,...,X,, X;, X=X, is defined by the
conditions x,eB(x,, ), or xeB!(x,). We apply the identity (97) [5]

(OY)(x, x) = v(x)T")(x, x)RO (x, x))o; (X)), (3.56)
where v,(x) is given by (160). Using (102), (103) we get

0

UUIP)=vly) [I ROTHTYL)
1=j=1
‘LR x,+1U,l) YR, U, D1 U, (3.57)

Let us notice that the above expressions involve the gauge field variables Uy, U,
for b = Bi(y). The j™* order averages are considered on A ;, hence yeA ;, B(y) = Q;,
and A satisfies the inequality |4| < a;(L’n)~! on B/(y). Taking A’ = L/nA we have
U=e, ¢=L"J, |A|<a,. Applying the inequalities (161), (162) [5], we
have

10g U"'=0Q(U,24), 1Q(U,¢A")| <2u,LY,

1
Slog(R! R. T

<O, L1, fofy) — 1 < O(D)ey

X141

for o, sufficiently small. By Proposition 4 [5] the expression on the right-hand
side of (3.57) is an analytic function of 4, and by the above bounds

(WO PHUT )™~ 1< 0, .
This implies

R(U'UYT D)) = RUT'Y,)) + F3, ;(4; 5, x)

F, (4;y,x) = {R(vj(y)l=ﬁl...> — I}R(U(Fg)x)),
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and
[F5 (453, x)] < O(1)aty, (3.58)
hence finally

QU UA(y )—(Q,( JA) + (F2 (A ),

(Fo, (DA (y ;( )L"’dF’z,(A 3 ¥ X)A(x),
and
[(F2, AAAB)] = 01y (Q)1AN (»). (3:59)

The operator F’ ;(A) is an analytic function of 4 in the domain given by the
inequality |A4| < a,(L/y)~?! for a, sufficiently small.

We have a similar expansion for the adjoint operator. We denote operators
in this expansion by adding a star as a superscript. Let us remark that F3*;(4)
is not an adjoint of F, ;(4). Combining (3.53) and (3.59) we get

Ayy+ QU V)aQ(U'U) =4y + Q*U)aQ'(U) — Vi (A)
+ F3¥(A4)aQ'(U) + @ (U)aFy(A) + F5¥(A)aF(A)
=4y +Q*U)aQ'(U) - V'(A), (3.60)
where V'(A) is defined by the last equality. It satisfies the bound
[(V'(A)A)(x)| < Oy (L)~ H V| + (L)~ *[41) (3.61)

for xeB/(A ), the norms on the right-hand side restricted to the block B/(y)
containing the point x. It is an analytic function of 4 on the domain (3.37), for
o, sufficiently small.

We assume that Theorem 3.1 is valid for the operator G'(U). The equality
(3.60) can be written as

Ayy+Q*UV)aQ(UU)=(I - V(AGU)Ay+Q*U)aQ'(U)), (3.62)
and the operator V'(4)G'(U) satisfies the bound

|(V(AG(U)A)(x)| £ O(1)Boo e~ 2010 (3.63)
for xeA(y), suppl < A(y'), or the bound |V'(A)G'(U )Al(y)<0(1)BOa1|/1|m Thus
for a; sufficiently small the norm of this operator is small and I — V'(4)G'(U) is

an invertible operator, the inverse is given by a convergent Neumann series. This
implies the existence of the operator G'(U'U) and the equality

G(U'U) =G (U)I — V(A)G(U)) ! = 20 G(U)V(AGU)Y.  (3.64)

Each term in the series is analytic in 4 on the domain (3.37), and the series is
convergent uniformly, hence G'(U'U) is an analytic function of 4 also. What is
more important we have

GUU)=GU)+GUV(AGCUU)=GU)+ GUUWV'(AGU), (3.65)
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and norms of the second operators on the right-hand sides are small.

Now applying Theorem 3.1 for G'(U), the bound (3.63), the representation
(3.64) and Lemma 2.1 of [4] we can prove all the statements (3.42)—(3.47) of
Theorem 3.1 for the operator G'(U'U), of course with different constants, although
changes are small. We define new constants in such a way that the statements of
Theorem 3.1 hold for extended operators. This allows us to formulate a statement
concerning the remainders G'(U)V'(4)G'(U'U) and G'(U'U)V'(A)G'(U) in (3.65).
They satisfy Theorem 3.1 with the additional small factor O(1)a;.

Let us consider the operator (Q'(U)G'2(U)Q'*(U))~!. Its inverse can be
analytically continued to configurations U’'U and has the expansion

QU U)GHU'UQ*U'U) = Q(U)G*U)Q*(U) + Fy(AG*U'U)Q*(U)
+ Q(U)GHU'U)FF(A) + FAA)G*(U' U)FFA)
+ QUG (U'UV'(AGHU)Q*U)
+QUGHU)V(AG(U'U)Q*U)
+ QUG UV (AGAU V)V (A)G(U)Q*U)
= Q(U)GHUV)Q*U) + C'(4), (3.65)
where the operator C'(A4) is defined by the last equality. Using the results obtained

for operators building it, and Lemma 2.1 [4], in the same way as in the bounds
(2.68) in [4], we get

IC'(4; ,Y)| £ Oty (Lin)* (L7 ) =9~ 11220400 for ye A, y'eA;. (3.66)
Using Theorem 3.2 and the above bound we obtain
QUUGHU V)QHU'U) = (I + C(AQU)G*U)Q*U))™ )
Q' (U)GAU)Q*(U),
IC(ANQU)G*U)Q*Q) ™y, ¥ < Oy (L) ™o~ 12200000 (3.67)

thus the operators in the equality are invertible and an inverse of the left-hand
side can be expressed by a Neumann series convergent for «, sufficiently small.
Each term of the series is an analytic function of A on the domain (3.37). The
inverse satisfies Theorem 3.2.

These results imply that the operators R(U), P(U) = I — R(U) extend analytically
to the domain (3.37) and satisfy the same bounds, e.g. the operator P(U'U) satisfies
the bounds (3.49). Moreover we have

P(U'U) = P(U) + P'(A),
[P'(A; x, X')|, (DP'(A))(x, x')], [(P'(A)D*)(x, X')|, (DP'(A)D¥*),,(x, X')|
< 0Dy [1, (L) ™1, (L) ™1, (L) ~2] (L7 ) ~de ~ (/2%
for xeA(y),yeA ,x'€eA(y),y'eA ;. (3.68)

The remainder can be written explicitly in terms of the operators introduced until
now by writing the expansions of the operators determining P(U'U).
Now we consider the basic operator A (U) given by (3.26). We know already
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that each term on the right-hand side of the definition has an analytic extension.
This follows either from the above results, or from the results of Sect. E [5],
especially Proposition 7, concerning the averaging operations, or from the explicit
formulas (3.10) for the operator A(U). We will estimate terms involving the field
U'. Let us consider at first the operator A(U'U). It is a sum of two operators,
A(U'U)=D§.yDy.y + A'(U'U). From the formula (3.10) it follows that A'(U'U)
is a small perturbation itself in the sense that we have the bound

(A" (U U)A)(b)| < O(1)(Mag + oy )(Lig) " 2| A'),  be; (3.69)

J

the supremum on the right-hand side is taken over bonds belonging to one of the
plaquettes containing the bond b (i.e. we have maXy.y p pesiryl4'(b)l, where
st(b) = {plaquettes p:b = dp and orientation of dp agrees with that of b}). This
bound follows from the estimates

[Re(U'U)(@p) — 1I, Mm(U'V)(@p)| < O(1)(Matg + ;)¢ &= L7,

Let us recall that the operations Re and Im in this case were defined after formula
(3.7), and the estimates follow directly from the assumptions (3.35), (3.37). It is easy
to see that for the difference A'(U'U) —A'(U) we have a bound similar to (3.69),
but with additional factor «,. It is not essential in the sequal. Thus we have to
investigate only an expansion of the operator D}.,Dy.,. We do it in a way
similar to (3.50)—(3.53) for A,.,. We have

(DyyA)y(x) = (DyA),,(x) + 1~ (expniad 4 ) — DR(U(x, x + ne,))A",(x + ne,)

— " Y(expniad 4,y — DR(U(x, x +ne,)A' (x + ne,), (3.70)

d
(DY yDyyA), Zl 1~ {R(U'U)(x, x —ne,))(DyyA)(x — ne,) — (DyyA')(x))
=(D{DyA),(x)
d
- }’]_ ! E::l ["IR(U(x, X — nev))iadAv(x—nev)(DUAl)vu(x - 1’]€v)
R(U(x, x — ne,))iad 4 (. - e RIU(x — ne,, x))A,,(x)

+ R(U(X, X — ))ladAu(x—nev)R(U(x —hne,,x —ne, + ’76’,;))
“Al(x —ne, +ne,) + iad ; ( R(U(x, x + ne,))A,(x + ne,)

—iad 4 (o R(U(x, x + ne,))AYx + ne,) ] — (Fy ,(4)A) (x)

d
(D*DA )u ; U(X X — 7’]6 ))ladA v(x— ﬂev)(DA )vu( nev)

= iadpy 4.y 4u(X)

+ R(U(x,x —ne ))iad M(x_,,ev,(D”A/v)(x —ne,)
+iad (D, A)(x) — iad 4 (D ,A})(x)
+iadpr, o RU(X, x — 1e,))Ay(x — ne,)
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+iad g, (DY ANX)] = (F ((A)A')(x)
= (D*DA),(x) — (V1(A)A),(x). (3.71)

The operator F,, is defined similarly to F), by taking the remainder of the
expansion R(U’') =expniad , = 1 + niad , + - - - in the expressions above. It is a local,
bounded operator satisfying the bound

[(Fy f(A)A), ()] £ O(D]A?|A'] < O (L) 2| A", be; (3.72)

with the same norms |A|, |A’| determined by the set st(b) as in (3.69). The
operator V; satisfies

[(Vi(A)A)B)| < OM)(JAIIVA + [VAI| A + 4?1 4'])
S 0oy (L)~ IVAT + (L) 72| AY), beQ;, (3.73)

with the same conditions on norms as above. The derivatives are, of course, the
covariant derivatives defined by U. The constant O(1) is an absolute constant
depending on d only.

Next we consider the operator DRD*. We have discussed already the expansion
(3.68) of the operator P(U'U), so we have to consider the differential operators
again. We have

d
Dy A')(x) = (DFA)(x) + Zl n~'[exp(— ”iadR(U(x,x—r]ev))Av(x—nev)) —1]
'R(U(x’ X — nev))A,v(x - nev)’ (374)
d
(Dyy Dy A)(x) = (DyDFA’) (x) — ; [—iad, . R(U(x,x + ne,))(D¥ A)(x + ne,)

+ R(U(x, x + n1e,))iad 4 .1 ye ) (DT A))(x + 1e,)
—iad 4 (DT A)(x) + iad 4 ((D,A4})(x)
+iadp, 4,0 R(U(X, x + ne,))AYx + ne,)
+ R(U(x,x + neu))iad(,);k Ax+1e,)
‘R(U(x + ney,x +ne, — ne,))AYx + ne, —ne,)
— iad px 4 ) R(U(x, x — ne,))AL(x — ne,) ] — (F; ((A)A') (x)
=(DD*A’) (x) — (V5(4)A) (x), (3.75)

where the operators F, ,(A), V,(A) satisfy the bounds (3.72), (3.73). These expansions
imply the following one:

Dy,yR(U'U)DE,y = DyR(U)DE — Vy(A) — (Dy,y — Dy)P(U)DF
— DyP(U)(DF,y — DY)
—(Dyy — Dy)P(U)D§.y — D) — Dy.y P (A)D}
= DRD* — V,(A) — P,(A), (3.76)
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where the operator P,(A) is a non-local operator whose kernel satisfies the bound
P45 %, %) < O(D)oty (L) =2 (L)~ e 12 20d0)
for xeA(y), yeA;, X' eA(y), Y eA;,. (3.77)

Of course, all the functions and operators introduced above are analytic on the
domain (3.37).

Finally we consider the averaging operator Q(U). It coincides with Q(U) on
B/(A)), and Q(U'U) is given by the product

QU'U)=QU' U™ 1) QU U)Q(U'U)
=QO7 1071 QO 0)QU V). (3.78)

By Proposition 6 [5] the averages U, n=j — 1,---,0, are analytic functions of 4 on
configurations satisfying the first inequality in (3.37), i.e. |A| <oy (L'n)~" on B/(A)).
Denoting U™ =expiB,, we have |B,| <0(1)a, ¢, ¢ =L/, Tt follows from the
explicit formula (124) [5] that the averaging operator Q(expiBV) is an analytic
function of B, for B sufficiently small. Moreover this formula implies easily that

Q(expiBV) = Q(V) + F,(B),
and

|F»(B)B'| < 0(1)sup|B|Q"|B'], (3.79)

where the averages Q”, Q7 were introduced in [5] by the formulas (140), (141). The
constant O(1) above depends only on d and L. From (3.78) if follows that Q(U'U)
depends analytically on A4 in the above domain, and we have

(BT 0"+ Q(U'U)
QU+ Y, 01T IFABIG,- (U'V)
= Q}(U) + F2,j(A)a (380)

where F, ;is defined by the last equality. It is of course analytic'in A. The inequality
(143) [5] implies the following bound

j—1
[Fo (A = ZO 01)Q]- 1 —w, L€Q "0y -1 |A']
<0(1)x, Q)41 on A, (3.81)

for Mo, o, sufficiently small and with a constant O(1) depending on d and L only.

We have a similar expansion for Q¥(U'U), i.e. Q¥(U'U) = Q¥(U) + F% ;(A), and
F% (A) satisfies (3.81). (Let us notice that for complex configurations 4 the operator
F3 {(A) is not the adjoint of F, ; (4).)
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Combining the expansions (3.71), (3.76) and (3.80) we get
AU U)=D§yDyy+A(U'U) + Dy yRU'U)DE.; + QXU U)aQ(U'U)
=A,U) = V(A) +@(UU)—-A'(U)) — Vy(4) — P,(A4)
+ F3(A4)aQ(U) + Q*(U)aF ,(4) + F3(A)aF 5(4)
=A4,U) = V3(A) — P1(A) — Py(A). (3.82)

The operator V;(A) is a local differential operator of the first order satisfying the
bound (3.73). The operator P,(A4) was defined in (3.76). It is a non-local bounded
operator and satisfies the bound (3.77). The operator P,(A) is a sum of three terms
obtained by the expansion of averaging operators. It is a semi-local operator in the
sense that the value (P,(A4)A") (b) at a bond be B/(A ;) depends on A, A’ restricted to j-
blocks neighbouring the block containing the bond b. It satisfies the bound

[(Po(A)A')b)| < Oy (L) 214", beBI(A)), (3.83)

with the norm |A4’| restricted to the blocks defined above. The operators V;(A), P(A),
P,(A) depend analytically on A4 in the domain (3.37). Let us denote the sum of these
three operators by V(A4). We can write (3.82) as

AUU)=4,U) = V(A) = = V(A)GU)AU). (3.84)

Using the bounds (3.73), (3.77), (3.83) and assuming that Theorem 3.3 holds for G(U),
we get

[(V(A)G(U))(b)| < O(1)or,e~ (11290403 J | for be A(y), suppJ < A(Y). (3.85)

(Here J is an arbitrary gauge field configuration with values in g°)) This bound
implies in particular the bound [V(4)G(U)J| < O(1)«,|J|, hence V(A4) G(U) is a small
operator in supremum norm, and we have

G(U'U) = GU)I — V(A)G(U)) ™' = ZO GU)V(AGW)), (3.86)
and convergence is in the operator norm for &, sufficiently mall. Each term in the
series is an analytic function of A in the domain (3.37). Theorem (3.3) implies also
convergence in all norms appearing in its formulation, thus in all norms on the left-
hand sides of the inequalities (3.42)—(3.47). This way we get all these inequalities for
the operator G(U'U), the local ones follow from the bound (3.85) and Lemma 2.1 [4].

Thus Theorem 3.4 is proved, assuming that Theorems 3.1-3.3 hold.

This allows us to prove Theorems 3.1-3.3 in some special situations, where we
can use the results of [4]. There we have proved these theorems for operators with
the external gauge field configuration U = 1. Applying the results of that paper
together with the above results we get

Corollary 3.5. If a configuration U’ is in the domain (3.37) with U=1 and oy <
ay, then Theorems 3.1-3.3 hold for the operators G'(U’), (Q'(U")G'*(U")Q'*(U")) ",
G(U') correspondingly.

Let us consider a general configuration U satisfying the regularity condition
(3.35), and let us suppose that we have a sequence of domains €24, ,£2, satisfying
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the conditions (2.1)—(2.4) of [4], and such that Qf, = [], where [] is one of the cubes
appearing in the formulation of (3.35). For simplicity we have assumed that j = k,
otherwise we can rescale from n-lattice to L™ ’-lattice. Applying the gauge
transformation u we get U’ = U* = ¢ with A satisfying the inequalities in (3.35) for
j=k. This implies that U’ satisfies (3.37) for the sequence {¢2;}, with U=1 and
o, = O(1)Ma,. Assuming O(1)Ma, < a, we can apply the above Corollary and we get

Corollary 3.6 If aconfiguration U satisfies(3.35) withO(1)Ma, < a,,and £2, < (] for
a cube [ of the class described in this condition, then Theorems 3.1-3.3 hold for
the operators G'(U), (Q'(U)G'*(U)Q'*(U))~ !, G(U) constructed for the sequence {€2'}.

This follows from Corollary 3.5 applied to the configuration U’ = U¥ and we
have to recall only that all the results of these theorems are gauge invariant.

Corollary 3.6 gives crucial results for our future considerations. We will prove
Theorems 3.1-3.3 in full generality localizing them by generalized random walk
expansions to small domains contained in cubes [], and then using the results of this
corollary.

C. Generalized Random Walk Expansions

We will construct these expansions in almost the same way as the expansions of [4]
were constructed, especially in (2.141). Let us recall the geometric setting of these
expansions. Each set B{(A ) is a union of big blocks, which are elementary cubes
(cells) of the lattice M L'nZ* (or rather the lattice T 7, if M = L™). We take a family
2, of cubes [J, with centers at points of this lattice, which are unions of 2 big blocks,
with at least one of them contained in B/(A;). A union of these families for all j is
denoted by Z. Let us take here the set T, \(2, instead of A, = 2,\f2, . The family & is
a partition of the lattice 7. We take the partition of unity {h} defined at the end of
Sect. A in [4]. We have Z hé =1.Foracube (JeZ and n=1, 2,... we define [ ]"
ez

as a cube of the size (2 + 2n)M L'y, and with the same center as [, hence it is a union
of (2 + 2n)* big blocks.

We need two different scales, given by two sizes of big blocks. In [4] we have
proved all theorems under the assumption that R, M are sufficiently large. We take
these numbers as powers of L. Let us fix a pair R,,, M, of smallest possible numbers
satisfying conditions needed in the proofs. We assume that the size M of big blocks
we are using in this paper is much bigger than M, more precisely we assume that
M = KRyM,, K is a positive integer. Thus a big block of the size M can be represen-
ted as a union of cubes of the size RoM,. Let us take a cube [(]€%;, and let us
define a sequence {£2,(0J)},-o,. j+1 of domains in the following way. The cube
(33 is either contained in B(A ), or intersects also the domain B/* (A} ;). Let us as-
sume the second case, then we defined 2, ,(C]) = [* N B/ * }(A4 ;). We take () =
04, Q;_,(0) is a cube with a center at the center of [J and dist (22;_,(CJ), £24(0))
=2R,M L/~ 'y, and generally ©2,([]) is a cube with a center at the center of [] and
dist(€2,(01), 2, + 1 (00)) = 2RoMo L™, or dist (,(C1), [(3%) = 2RoMo L™ + -+ + 2R M,
L'y =2R M L™ (L/""—1/L —1). This sequence satisfies the conditions (2.1),
(2.2) with j instead of k, if rescaled from #-lattice to L™/-lattice. For n =0 we have

dist(Q,(0), [1%) < 2R,M L, hence Q,(C1) = [1°. We have assumed that the
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number O(1) in the condition (3.35) can be taken as equal to 12, thus the cube []° is
contained in one of the cubes for which this condition holds, and the sequence
{2,()} satisfies the assumptions of Corollary 3.6. The operators constructed for
this sequence, which we denote by G(U), C(U) = (Q"(U)GEZ(U)Q'*(U)) ™!, G(U),
satisfy all the inequalities of Theorems 3.1-3.3 correspondingly. This is the basis of
all estimates for the expansions we will construct. The arguments will be almost
identical to those in [4], so we will sketch them rather briefly. We will elaborate only
the points which are different from the corresponding ones in [4].

Let us drop the symbol U in formulas below. We construct approximations

v, Co, G, of the operators G/, (Q'G'*Q'*)™ 1, G taking

o= Y hoGohy, Co= Y hoCohy, Go= Y hoGohg.  (3.87)
Oe2 Oe2 ez
As in [4] we have to express the operators A,Gy, (Q'G'2Q)C,, A,G, as small
perturbations of identity. Let us start with the operator A,Gy{. Using (3.50) we get for
xeA(y), yeA;,

(A:hA)(x) = h(x)A.)(x) — 3. (@h)(B)DAB) + (AR (x)A(x)

best(x)

+a(in) ™ 3 L@, 0 FP)R(UT)) ™ RUTY . )AX)

xEBi(y)
= h(x)(A,A)(x) — (K(M)A)(x), (3.88)
hence
A,Go=1-Y% K(h)Ghy=1—R.
Using the inequalities (3.42) for G, l,:]we get the bound

(K (hp)GLhpA)(x)| < O(M ™ e 2En™ b= (3.89)

for xeA(y), supp A < A(y'), y, y' e[ €2;. Itis exactly the bound (2.44) of [4], rescaled
to n-scale. This bound was a basis of all the remaining considerations in that paper,
connected with the convergence of the expansion (2.50), so we may apply them here
also. We get

Theorem 3.7. For M sufficiently large, and a configuration U satisfying (3.35), the
operator G' can be represented as

00
G=Gy(I-R)'=Gy Y R"

n=0
= 2 o Gisohei Ky, )G e, -+ Kl )G s, (3.90)
Where = (D07 Dla' Ty I:'n)> Dieg, Diﬁ Di+1 ?é Q

The expansion is convergent in all norms appearing in the inequalities (3.42)—(3.47).
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This theorem follows simply from Corollary 3.6 holding for all G, (J€ %, from the
bound (3.89) and Lemma 2.1. The arguments are exactly the same as in proofs of
Proposition 1.2 [3] and Proposition 2.2 [4], so we will not repeat them here.

Theorem 3.7 implies that all the inequalities (3.42)—(3.47) hold for G’, thus we
have completed the proof of Theorem 3.1.

Let us make again the remark we made after Corollary 3.6. We have proved the
exponential decay of the propagator G’ using the expansion (3.90) and Lemma 2.1.
We can get a decay rate arbitrarily close to the decay rate of the localized
propagators, hence to the decay rate of propagators without external gauge field.
The main purpose of the expansion (3.90) is to express G’ in terms of localized
operators, so that we can apply the results of the previous section. Let us elaborate a
little bit more on these localization properties, and on bounds for terms of (3.90). We
are interested in localization for the gauge field U. A propagator G, depends on U
restricted to 2,(]) = [J°, and the operator K(h) is semi-local, hence a term in (3.90)
corresponding to a walk w = (o, ;... ., [1,) depends on U restricted to (15U [}
U...u[J)3. The bound (3.89) implies a bound for this term. There are two important
factors, one is a product of the factors O(M ~ '), and one is an exponential factor,
connected with this in (3.89). To describe it let us localize the term, inserting
characteristic functions of A(y), ye®B, between the operators K(h)G'jh,. We get the
sum

Y AW G, AWK (hg )G b, A() - AWK (R )G, ho, A4,
s (391)
and each term in this sum can be estimated by

0(1)(Lj7])26_60d(y’y1)0(M - l)e—éod(yx,yz) ..... oM~ 1)8—50d(any')lA(y’))V|' (3.92)

The first factor O(1) (Ly)? is unessential and is connected with the supremum norm,
if we take another norm we get another factor with a different power of L’n. We
use part of the exponentials to control the sum over y;’s, let us say the exponentials
with $J, instead of d,, the remaining are used to construct an overall exponential
factor. Let us define a distance relative to the walk w by

d((D, Y, y,) = ( lnf )(d(Y7 yl) + d(y19y2) +o d(yn—l’yn) + d(ym y,))a (393)
Y1:¥25:45¥n
the infimum is taken over all sequences (y;, y,,...,y,) of points y,e[];,€B. Let us
denote |w| =n. We summarize the above considerations in

Corollary 3.8. The term in the expansion (3.90) corresponding to a walk w =
(Do, O4,..., 0,) depends on U restricted to 305 0...u 13, and

IA(y)hDOCi{joh,jo[]1 K(hg)G5,h A

S O(I)(Ln*O(M ™ 12)I M~ 12lele = (1/2dod0) A (/)| (3.94)

Jor ye[OonA;, y'e[d,. Similar estimates hold for the other norms.
We will use the factor O(M ~ */2) to control the sum over random walks w, and the
last two factors in (3.94) will be important for other purposes.
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We will construct random walk expansions having properties described in this
Corollary for all operators we consider in this paper. These constructions will play
a very important role in the future.

Next let us consider the operator (Q'G’2Q'*)~!. We will find an expansion of
this operator as usual considering Q'G'*Q'*C,. We write it in the same way as
in (2.82) [4]

Q'G2Q*Co=1+ Y (1 — CNQ'G?Q*h Chy + Y. IQ(G? — GAQ*h Cphy
O O
+ Y [E10'G2Q* h1Chy =1 R (3.95)
O

By the same estimates as in [4], especially (2.83)—(2.85), we can see that the operator
R is small and

(QGQ* '=CiI-R)'= Z CoR". (3.96)

The series is convergent in the weighted supremum norm on B appearing in the
inequality (3.48) in Theorem 3.2. This expansion is unsatisfactory yet, because it
is expressed in terms of the unlocalized operator G'. To get an expansion having
the desired properties we replace the operator G’ everywhere in the series (3.96)
by an expansion similar to (3.90). Let us notice that we may construct (3.90) for
an arbitrary partition of the lattice T,. Let us take a term with the propagator G’
on the right-hand side of (3.95). It is determined by a cube [Je2. We construct
a new partition 2’ changing & locally around []. Let us assume that (Je%;. If
[] does not intersect any cube of the family P;+1, then we define &' replacmg
in 2 the cube [J by (112, and removing all the cubes intersecting (. If ] intersects
a cube from %;, ,, then we take a cube [, from &;,, which is closest to the center
of [, we replace [] by [13, and we remove all the cubes which intersect [],.
Let us denote by [, the cube []? in the first case, and []7 in the second. The
partition &' coincides with & outside [],. We construct the corresponding partition
of unity {h_},.s, and the random walk expansion (3.90) for the partition 2'.
Now in terms corresponding to a fixed [] on the right-hand side of (3.95) we
replace the propagator G’ by the expansion (3.90) constructed for the partition
2'. Let us consider a term in the first sum in (3.95), and let us replace propagators
G’ by terms in this expansion. We get a product of possibly many operators of
the type K(h )Gghg, each of them satisfying (3.89), and of three operators of
the type hG; hD or h Cohg. These three operators satisfy bounds
with exponential factors as in (3.89), but without small factors O(M ~1). We use a
part of an overall exponential factor to produce these small factors. The
characteristic function 1 — [] at the beginning of the term, and the function h
at the end, restrict a kernel of the term to points separated at least by a distance
ML’y (if 0€2)). Hence the part of the exponential factor can be estimated by
e~ (UH%M > 31 (1/4 5,M)~3, and we attach the factor 85, 'M~' to each of
the three operators. The term considered is a product of operators which have the
same localization properties and bounds as the operator in (3.89). Next let us
consider a term in the second sum on the right-hand side of (3.95). We expand
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the propagators G’ into the random walk expansion (3.90) constructed for &'
Terms in this expansion have the same structure as described above, the only
difference is that the function 1 — [] is replaced by []. Thus the exponential
factor may not be small. If we have at least one operator K(h,)G h, then we
connect operators in the term into groups, each group having an estimate with a
small factor. We attach each operator h; G h,, to a closest operator
K(hy,)Gy,h, on the right, and the operator h C_hy to a closest
operator of that type on the left. At a worst case we have three operators attached
to one operator K(ho,)Go,h,,. We consider the resulting products as
single factors in the random walk expanson we are constructing. Such factors have
bounds (3.89), possibly with a power of L/y. We have to consider yet the case when
we have only operators hiy.Go hi in the term. Because of the restrictions
introduced by the functions cl, hg, it is possible only if [1'=[], for both
operators. Thus we have the term
B0 3, G2, G 30 Qi oy

0o "0Oo

Let us notice that by the construction of the partition %" we have h =1 on
(], hence we have only the function hg‘]o in the above expression. We move
this function to the left, i.e. we write this expression as

ﬁQ’[G'DO, hZ G, Q*h Cohy + lelG'uzo Q*h,Cohy,.
The commutator in the first term gives O(M ~'). We consider this term as one

factor in the random walk expansion. We take the second term together with the
term in the second sum we have not considered yet, i.e. we take

01Q(G2, — GHQ*h Cph. (3.97)
We have proved in [2] that if we have a difference of propagators defined on two
domains, then in an estimate of this difference we have, besides the usual factors
connected with propagators of a considered type, an exponential factor with a
distance between localizations and a closest point where a change was made. Such
inequalities were proved using only the random walk expansions, hence they are
valid for all propagators we have considered in [4]. By an argument similar to
the one used in the proof of Corollary 3.5, they are valid for propagators defined
by sequences {2;} with £, contained in a cube for which the condition (3.25) is
satisfied. Hence, they are valid in the considered case, and the differences []Q’
(G’DZ0 - G’DZ)Q’*[] can be estimated by the usual factors multiplied by
e 2%M We have to notice only that the operators may differ outside [],, and
the distance from [] to Gg is at least M (on L ’-scale). This exponential can
be estimated by (26,M)~* and we consider the operator (3.97) as on factor in the
expansion. Finally let us notice that terms in the third sum on the right-hand side
of (3.95) are already localized and give small factors O(M ~1).

Let us describe generally the random walk expansion we have constructed.
Each term in this expansion is a product of factors. The basic example is the operator
K(h{;)G{ hG, but we have several other possibilities, like hi, G5 by K(hiy,) x
Gl hey K5 )G o ho by, DQTGh, h2,1G0,0*ho Cohy, (0GR, —
G2)Q*h;Cshy, etc. Each factor is a product of several operators localized
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correspondingly in cubes [J,, (J,,... with the property that two neighboring cubes
in the sequence have a non-empty intersection, i.e., (1,1, # &,.... A sum of
these cubes determines a localization domain X ie. X =[],v[Ju.... More
generally, we consider a class of localization domains, each domain is a union of
a connected, finite family of cubes from 2. A connected family means that for
every pair [, (]’ of cubes from the family there exists a sequence [,..., [],, of
cubes belonging to the family and such that On[0,# &, O,n0,#T,...,
O, # . We consider only very small families, containing several cubes. A
biggest is connected with operators localized in [J,, which is a sum of 5¢ cubes
from %. For each factor in the expansion it is obvious how to construct a
corresponding domain X. A domain X does not determine the factor uniquely,
usually there are several possibilities, and we introduce an index o enumerating
these possibilities. We denote a factor by R(X). We assume that 0 is a possible
value of the index o, and that Ry([J)=hgChg, Ro(X)=0 for localization
domains bigger than a cube from 2. Thus a random walk w is a sequence w =
(0o, Xo), (00y, X4)s-. ., (o, X)) We will have always o, =0. Let us again denote
|o| =n. An operator R(X) has the following important properties: it is localized
in X, ie. its kernel has a support in X x X, it depends on U restricted to X3,
and satisfies a bound of the type (3.89), possibly with an additional power of Ly.
It is difficult to make the last statement more precise. Instead we will write a
bound for a whole term in the expansion. We have

Theorem 3.9. For M sufficiently large, and a configuration U satisfying (3.35), the
operator Q'G'*Q'* has an inverse which can be represented as

(Q/GIZQ’*) 1 ZR (XO 1) ..... R:z,,(Xn) (398)

the sum is over walks @ = ((0, X o), (1, X ), ..,(a,, X)) satisfying X;_ N X;+ &,
i=1,...,n. A term in this expansion corresponding to a walk ® depends on U
restructed to X30X3u...uX?, and has the following bound:

[(RO(X )R, (X 1)+ R, (X)) (v, ) < O() (L)~ *(L'n) ™
{O(M ™ 12)eIp Pl 200 ye AL YA ;. (3.99)

The distance d(w, y, y') is defined by (3.93), but the infimum is taken over y,e X;NB.

Let us remark that generally the operators R, (X) act between different scales,
for example K(hy,)Gy hy,Q'* transforms functions defined on B into
functions defined on #-lattice, hence not all combinations of indices o; are
admissible. We have not included this fact into the description of the expansion
(3.98) because it does not affect bounds.

This theorem implies Theorem 3.2.

Finally we consider the basic operator G. We have to calculate the composition
A,G,. For covariant derivatives we have

(D,hA,)(x) = h(x)(D,A,)(x) + (0,h) (x)R(U(x, x + ne,))A(x +ne,), (3.100)

similarly for adjoint derivatives, hence the commutators [D*D,h] and [DD*, h]
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are first order differential operators with coefficients determined by derivatives of
the function h. They are of the order O(M ~*'), or O(M ~?), if considered on a proper
scale. The operator A’ is small and local by (3.10), hence the commutator [A’, k]
gives the factor O(M ~ 1) too. Now let us consider the commutator [DRD*, h]. We
have DRD* = DD* — DPD*. The operator DD* was considered above, and DPD*
has a regular kernel satisfying (3.49), hence

(DPD*hA),(x) = h(x)(DPD*A),(x) + }, n'(DPD*),,(x, x)OM)(I";,)A4,(x)

= h(x)(DPD*A),(x) + (P (0h)A),(x). (3.101)

The operator P,(0h) satisfies the inequalities (3.49) with the additional small factor
O(M ™) coming from an estimate of the expression (0h)(I', ,.)together with the
exponential decay of DPD*. Similarly for averaging operators, if we introduce
kernels by the representation

QA= 3, L7MQfc,b)A(b),

beBlc_)uBcy)

then we have
(Q;hA4)(c) = h(c_)(Q;A)(c) + ;L_""Q A, d)(Om(I,_, )A(b)

= h(c_)(Q;A)(c) + (S{oh)A)(c). (3.102)
This implies
(Q*aQhA)(b) = h(b _)(Q*aQ A)(b) — (S*(0h)aQ A)(b) + (Q*aS(0h)A)(b). (3.103)
Thus we have generalizations of the formulas (1.120) [3]. They imply that
AhA=hA,— K(h)A — P,(Oh)A, (3.104)

where K(h) is a sum of a first order differential operator and the last two terms
on the right-hand side of (3.103). Applying this formula to 4,G, we get

A,Go=1-Y K(hy)Gohy — Y. (1 - {5)DPD*h_G_h,
] ]

— Y {(DPD* — DP_D*h G h, — ¥ 5Py (0hs)Ghg,
] m]
—1—R, (3.105)

where the function (s is defined similarly to hg, ie. C@ecg’(lﬂ) and (5=1
on a cube containing [J, whose boundary is in a distance =%M to the boundary
of (1. This implies that supp h is separated from supp (1 —{5) by a distance =
M. The operator K(ho)Gh satisfies the inequality (3.89), hence it is small.
Next we will analyze the other operators in R and we will prove that they are
small also. More exactly, it will follow from this analysis that R satisfies the bound
(3.85) with O(M ') instead of O(«,). For M sulfficiently large this implies

G=GI—R)"'=Y GoR". (3.106)
n=0

Substituting the expression in (3.105) for R we get the expansion (2.135) [4]. It
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does not satisfy yet the properties we need, because of the nonlocality of the
operator P. We proceed in a similar way as for the expansion (3.96), we replace
the operator P by its random walk expansion. It can be done easily because
P=G'Q'*Q'G*Q'*)"'Q'G’, and we have the expansions (3.90), (3.98) for factors
in this product. We use again the flexibility of these expansions, the fact that they
can be constructed for an arbitrary partition instead of 2. We fix a cube [J in the
sums in (3.105), and for this cube we construct the same partition &’ as for terms
in (3.95). For this partition we construct the expansions (3.90), (3.98) of the operators
G, (Q'G'*Q'*)"1. We will use the same notations as in the analysis connected
with the expansion (3.98). Let us notice that if we use the partition 2’ in (3.95),
then we have to take other partitions for expansions of propagators G'. If a cube
[0 in 2’ is different from [7,, then it belongs to 2 and we may use the same
constructions as before, especially we may use again the partition 2’ for this cube.
For the cube [], we construct a new partition 9" replacing [, by [J3 and
removing from &’ all the cubes which intersect [],. We take the operator G2
with the boundary conditions outside []3. In terms of the original cubes
[J, or [1;, we have [J2=[J% or [12=[1% and the boundary conditions
are outside []%, or [J5. Now let us take the expansions (3.90), (3.98) constructed
for the partition &', and let us insert them in the place of the operator P in terms
of (3.105) determined by the fixed []. We have to consider only two terms in the
second and third sum in (3.105). The term in the second sum gives rise to small
terms in the expansion because of the overall exponential factor and the fact that
localizations introduced by 1—{~ and h_ are separated by a distance > M.
The analysis is the same as before. The expansion of the term in the third sum gives
also small terms, except the following one:

LoDy Gl Q% Croo o @ Ho Gl By D*h G oh .

We transform this expression in several steps. At first we replace each function
hy, by (s, terms with the difference h,~{5 are small again because
localizations are separated by a distance = M. Next we replace the operators
Go, and Cp, by G, C_, terms with the differences G, ,— G and
Cp, — C are small by the same reason as before. We get the expression

{aDGH Q™5 ClnQ s G D*hGhy.
Now we move the functions (s, except the first one, to the right. Terms with

commutators like [{s5,C], [{s,G], etc. are small. Using the fact that
{ghg = hy we get the following expression without small factors

{5DGLQ*CLQ G D*hGhey = [sDPD*h G he.

This expression cancels the second term in the third sum. Thus we have decomposed
R and G into convergent expansions, the terms in the expansion of R being small.
The factors in these expansions are very similar to the factors R,([]) in (3.98), we
have only few possibilities more, like the operators K(ho)Goh,, (g
Dhi, G b, Q'*, etc. The above considerations give

Theorem 3.10. For M sufficiently large, and a configuration U satisfying (3.95), the
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operator G has the expansion

G = Z RO(XO)Ral(Xl) '''' Ra,.(Xn)7 (3107)

the sum is over walks o = ((0, X o), (01, X 1), ..., (2, X)) satisfying X; 0 X, #+ &,i=
1,...,n. A term in this expansion, corresponding to a walk w, depends on configuration
U restricted to X350 X3 U...uX?, satisfies the inequality

[(Ro(X )Ry (X 1)+ Ry (X)) (x)] < O(1)(L/)*O(M ~1/2)!
M~ 1/2Iw|e—(1/2)50d(w,y,y/)|J|, xeA(y),yeAj, suppJ c A(y), (3.108)

and the corresponding inequalities for norms on the left-hand sides of (3.42)—(3.47).
The constant O(I) depends on d and L only.

From (3.108) it follows that the expansion (3.107) is convergent in all norms
in the inequalities (3.42)—(3.47). This implies Theorem 3.3.

Thus we have completed the proofs of all theorems formulated until now. In
the next section we will need one property more. We have

Theorem 3.11. Under the assumptions of the Theorems 3.1-3.10 (ie. for M
sufficiently large and o, sufficiently small) the operators A,, G, (Q'G*Q'*)"1, A,,
G are positive definite.

This is obvious for the first three operators, and also for P and R, hence it is
enough to prove it for G. It is a symmetric and invertible operator, so if it is not
positive, then there exists A,+0, A, >0 such that GA, = — A,4,. By (3.106)
G = Go(I — R)™ 1, Ris an operator with small norm. Let us assume that the operator
G, is positive, then we can write the above eigenvalue equation as G}/?
(I—R)™'GY?A, = — ApA,, A; = Gy *'* A,. This implies that the quadratic form

(A, Gy?(I = R)™1Gy? A = (I = R)7'Gy* 4,(I = R¥)(I — R)™'Gg/* 4)

assumes negative values for some configurations A4, hence the same is true for the
form <{A,(I — R*)A). This is in contradiction with the inequality

Re(A,(I —R*)AY=(A,A> —Re (A, RAY>=(1—0M~1))(A,A>>0

holding for M sufficiently large. Thus we have to prove the positivity of G,. By
the definition (3.87) it is enough to prove a positivity of the operators G,. Now
we use the results of Sect. B in the same way as in the proof of Corollary 3.6.
Doing the gauge transformation we get the configuration U = " with 4 small,
and by (3.86) we get G(e")=G(1)(I —V(4)G(1))"". In [4] we have
proved that the operator G(1) is positive, hence by the same reasoning as above
we prove positivity of G,.

D. Other Operators

The operators considered in the previous sections are not the only important ones,
in fact other operators will appear more frequently in our method. The importance
of the considered operators is based on the fact that the others can be expressed
in terms of them. In this section we will derive these representations and we will
formulate properties of the represented operators, properties implied by the results
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of the previous sections. We will consider operators being generalizations of the
operators H and P constructed in [3] by the formulas (1.103) and (1.107).

Let us consider at first the operators H. In the future we will need several
operators of this type. We start with the simplest one. We assume that the geometric
setting is the same as in previous sections, and that a gauge field configuration U
is defined on £, and satisfies the condition (3.35). For a configuration B defined
on B and with values in the Lie algebra g we define H(U)B, or simply HB, as a
minimal configuration of the functional

A—-3(A,AU)AY, (3.109)
on a set of configurations A defined on ,, with values in g, satisfying
L'nQU)A=B on Aj, j=0,1,...,k, R(U)DFA=0. (3.110)

We have written the factor L’y in the first condition because the expression
L'nQU)A is a linear part of the function Q(U,#A), and this variational problem
is a linear approximation to a general non-linear variational problem for
group-valued configurations we will consider in forthcoming papers. For the
above linear problem the factor L’y is unessential because it may be included into
the configuration B. In the future we will write the first condition in (3.110) as
Q)4 =B.

The variational problem (3.109), (3.110) has a unique solution. Indeed, the
functional (3.109) is equal to

A—1CA,(A+ DRD* +Q*aQ)A> —1(B,aBy =3(A4,4,4) —1(B,aB) (3.111)

on the hyperplane (3.110), hence the existence of a unique minimum on this
hyperplane follows from positive definiteness of the operator A,. This minimum
is denoted by HB. It define a linear operator H. We would like to represent this
operator in terms of the already introduced operators, similarly to (1.103) in [3]
and (2.35) in [4]. We will follow the method of [4], Sect. A.

Let us start with an integral representation of HB. All integrals in this section
will be on sets of configurations defined on the domain £, so all operators are
defined on 2, also, with Dirichlet boundary conditions on £2§. We do not introduce
any special notation indicating this fact. We have

HB=Z"'(B)[dA 5(QA — B)5(RD* A)e~ /244D 4 (3.112)

where Z(B) is given by the same integral with the last 4 replaced by 1. This formula
can be proved easily by making the translation 4 = A’ + HB and then noticing
that the term with A’ vanishes, and the coefficient at HB cancels with Z~(B).
The integrals in (3.112) are convergent because on the domains of integration we
can replace the form 1/2{A4,A4A4) by the right-hand side of (3.111), and we can
use again the positive definiteness of A,. The method of Sect. A in [4] was to
replace the d-function gauge fixing expression by an exponential gauge fixing
density, using the Faddeev—Popov procedure. Unfortunately, in the present case
there are additional difficulties because some expressions in (3.112) are not invariant
wih respect to the linear gauge transformations used in the definition (3.17) of
the gauge fixing density.
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Let us investigate how the averaging operators act on gauge transformed
configurations. The linear gauge transformations were defined as A - 4 — D4, and
Q{A—DA)=Q;A—Q;D4, hence it is enough to investigate averaging operators
acting on gauge transformations. We use the fact that a linear gauge transformation
defined by 4 is a linear part of the transformation U’ — U’ defined by u = €', and
we study at first the non-linear averaging operation acting on the non-linear gauge
transformation. We consider the one-step average

U,=(R,_U)"YU'U)(U) 'R.R. U,
where

—_— 1
RyU’=exp[i y L“’?log(RyU’)(Fy,x)], (3.113)
xeB(y)

and we calculate it for U'* with U’ = 1, thus for U/(x x') = u(x)R(U(x, x"))u~*(x').
We have (U'U), = u(c_)Uu"c,),and (U'U)(U,)~* = u(c_)Ru"(c,). Next we get

RyU’=exp[i Y L_"%logu(y)R(U(Fy‘x))u_l(x)]

xeB(y)

= u(y)exp [ —i Y L_“% logu™'(y)R(UW" y,x))u(X)]u ')

xeB(y)

= u(y)(Ru) ~(y),

hence U, = (R—u)(c_)R_c(Ez;)‘ Y(¢.). Taking logarithms of both sides, and linear parts
in A, we obtain

(QD"'2)(e) = RAQ'A)(c 1) — (@' D)c-) = (DgQ'A)(c). (3.114)
Iterating this identity we obtain ﬁnally
Q;DA=D§QA=DQ)4, (3.115)

where the last equality is a definition of the symbol D/. These equalities are simple
generalizations of the identity 0,0 = 9'Q; used in [3,4]. In particular they imply
that the average Q 4 are invariant with respect to gauge transformations A satisfying
Q'A=0,ie 1eN(Q)).

Let us consider how the basic quadratic form {A4,AA) changes under the
gauge transformations. We use again the non-linear gauge transformations
U - U™ and the identity A"(U™U)= A"U'U). Now we need expansions up to
second order in A4, A. Let us write an expansion of U™, U’ = "4, y = ¢'*

1
_Llog U =—logu(b_)UyRu~'(b,)
in in

= llog eil(b_)einA(b)e—inA(b,r)
in

= A(b) — (DA)(b) + 3i[Ab-), A(b)]
—3i[A(b), RyA(b )]

— 407 NAb ), RyAb )] + -+, (3.116)
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the dots denote higher order terms. Expanding the both sides of the identity
according to (3.12), and comparing terms of the same order, we get the identities

(DA,J>=0, or D*J=0
CA—DALAA—DA)> = A,AAS — CG[Ab ), A(b)] — i[A(b), R,A(b )]
—i[Ab_),(DA(B)], I . (3.117)

The last equality can be interpreted as almost invariance of the quadratic form,
the error terms are small because the function J = D*;~2Im U is small, if U
satisfies the condition (3.36). From now on we assume that U satisfies the regularity
conditions (3.35), (3.36).

It is convenient to have a gauge invariant quadratic form, because then we
can repeat the calculations of Sect. A in [4]. We take advantage of the fact that
in (3.109), and in the integral (3.112), the quadratic form is restricted to A satisfying
the gauge condition RD*A = 0. We define a new quadratic form extending (4,44 )
in a gauge invariant way to all configurations A. It is easy to see that such an
extension, which we denote by ( 4,4,4 ), is given by the formula

WA — |det (A L yg)| [ dAS(Q')S(RD*A — Ad)e 1PA=DIAA=DY) (3 11g)

where we have used the identity RD*(A — D) = RD*¥*A — RAL = RD*A — AA, which
holds by the definition of R and the fact that Ae N(Q’). Calculating the integral
above we get

(A,A,AY={A—DGRD*A,A(A—DG RD*A)>. (3.119)

The quadratic form is invariant with respect to gauge transformations determined
by AeN(Q’). This follows from the integral formula (3.118), but also from the
above explicit representation. In fact the expression 4 — DG RD*A has this
invariance property. It is obtained by gauge transforming an arbitrary configuration
A to the subspace {4:RD*A4 =0}. Let us now apply the second identity (3.117)
to the right-hand side of (3.119). It gives the equality
(A4,4,4) =<A,A4) — (i[(G'RD*A)(b_), A(b)]
—i[A(b), R(G'RD*A)(b.)]
—i[(G'RD*A)(b_),(DG'RD*A)(b)]J >
={A,AA) —{A,A A). (3.120)
The quadratic form A, is a small perturbation of A. Later we will write bounds
for this form, now let us proceed with the derivation of a formula for HB. We
replace the operator A by A4, in (3.112), and we apply the Faddeev—Popov procedure
HB=2Z"'(B)[dAS(QA — B)og(RD* A)e /<40 4
.71 jd)- 5(Ql/1)€_“/2' RD*A—AM*
=Z"YB)Z' "' [dAJ(QA~ Byexp[—3{A,4,4) —;|RD*A|?]
[dA8(Q'2)Sx(RD*A + AX)(A + D2)
=Z"{B)Z " det(Alyg))| ' [dA5(QA — B)

‘exp[—3(A4,A,A> — (A, DRD*A>](A — DG'RD*A) (3.121)
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In the second equality we have used (3.115) and the condition Q’A = 0. They imply
that QA is gauge invariant with respect to gauge transformations satisfying this
condition. To calculate the last integral we have to find a minimum of the functional

A—L(A,(A,+DRD¥)A> =1(A,G 'A> —L(B,aB) (3.122)

on configurations A satisfying Q4 = B, and G~ ! defined as G~ ' =4, + DRD* +
Q*aQ. Now this is an easy problem. We take the Lagrange function h(4,w)=
1/2(A,G7*A) —(w,QA—B), and we get the following equations for the
minimum

oh

oh
—_— = -1 — O0*w = —_ = — =
5,=01A-0% =0, = =04-B=0,

hence A = GQ*w, QGQ*w = B, w = (QGQ*)™ ' B, and finally 4 = GQ*(QGQ*)™ 'B.
Making in the last integral in (3.121) a translation to this minimum we get

HB=2Z""{dA§(QA)e "4 'V(4 + GQ*QGQ*) ™ 'B
— DG'RD*A — DG'RD*GQ*(QGQ*) ™' B)
= GQ*QGQ*) " 'B— DG'RD*GQ*(QGQ*)"'B. (3.123)

We will prove that the second term in the last line vanishes. More exactly we will
prove the identities

RD*GQ* =0, hence QGDR=0. (3.124)

The proof is similar to the proof of the corresponding identities (2.34) in [4]. We
write the expression RD*GQ* with the help of a Gaussian integral with the
covariance G, and we apply the transformations used in (3.121) in a reversed order.
We have

RD*GQ*=Z" ' [dAe /4 DRD* 40 A
=Z '[dAexp[—5{A4,A,4) —3a|QA|*> —3|RD*4|*]
“RD*AQA|det (A Nyg )| [dAS(Q'A)5g(RD* A + A 2)
=Z '[det(Alyq)|fdAexp[—3<{A,4,4) —alQA|*]

-Og(RD*A) [ d28(Q'2)exp [— L|[RD*A — AA|*](RD* A — A2)Q A
-0 (3.125)

because RD*A4 =0, and then both integrals above, in 4 and A, vanish (by the
symmetries A > — A, A— — A, and the presence of linear terms in 4 and A only).
Thus the identities (3.124) are proved. They imply the formula

HB = GQ*(QGQ*)™ 'B. (3.126)

We have obtained formally the same representation for the operator H as in [3,4]
(1.103), (2.35), but now the operator G is much more complicated. It differs from
the operator investigated in previous sections by the additional term A/, but we
will prove that this term is a small perturbation of A,, and that the operator G
used in the above formula has all the properties formulated in Theorems 3.3, 3.10,
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3.11. We have to investigate also the operator (QGQ*)™ !, but the analysis is very
similar to this for the operator (Q'G'2Q'*) ™',

We will need other operators of the same type as H and G introduced above.
In the future we will consider a non-linear variational problem, a generalization
of the problem (3.109), (3.110) in which, among other changes, the linear averaging
operators in (3.110) are replaced by non-linear ones. To solve this problem the
non-linear averaging operations have to be linearized, and a linearizing transfor-
mation creates new quadratic terms in an expansion of the action. Fortunately
they are connected with the linear term in the expansion (3.12), so they are small
because the configuration J is small. Let us write a quadratic form replacing (3.109)
in the variational problem.

A= AAAS — CHC(A), T . (3.127)

The function C?Y(A) is defined at bonds of B, and on A; it coincides with C{?)
(L’nA)—a second order term in the expansion of Q(#A). The operator H is defined
by the problem (3.109), (3.110), hence in the representation (3.126) we have to
multiply the function B by (L/#)~* on A}, or we take H given by (3.126), and C‘*(4)
equals to LinC?(A4) on A;. We solve the variational problem (3.127), (3.110) in
exactly the same way as the problem (3.109), (3.110). At first we construct a gauge
invariant extension of the form on the right-hand side of (3.127) by the formulas
(3.118), (3.119), and next we repeat the calculations in (3.121)—(3.125). Let us denote
the operator defined by the problem (3.127), (3.110) by H,, and by G, the operator
defined by the quadratic form

(A,GT'AY ={A,A,4) —2{HCP(A),] ) + |RD*A|? + a||QA4]*
=(A—DGRD*A,A(A— DG'RD*A)>
—2¢HC®(A— DG'RD*A),J >
+ |RD*A||% + a||QA|>. (3.128)
Then we have the formula
H,B=G,0%0G,0%*) 'B. (3.129)

Now we will prove that Theorems 3.3, 3.10, 3.11 hold for the propagators
G, G,. This will be an immediate consequence of perturbative expansions we will
construct. Let us denote for a moment the operator we have investigated in previous
sections by G, i.e. G, =(A + DRD* + Q*aQ )~ '. From (3.120) we get

G=GoI —A,Go) ' =Y Go(d,Go)" (3.130)
n=0

It is easy to find estimates for the operator A, using Theorem 3.1 and the inequality
(3.49), we have to be careful only with the third term in the definition (3.120) of
A’ One of the three derivatives there has to be applied either to an expression
on the right, or on the left, of A;. For example one of the terms in {A4,,4,4,)
is

7(il(DG'RD*A,)(b), (G'RD*4,)(b-)1,J,
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and we apply the derivative D* to 4,. We have
[{A;47A4; 51 < O()Mo([|D* A, |1
+ (L) T HIA [ )e ™ 200N (ID* A, + (L) 1| A,])
for supp A, cA(y), yeA;, suppA,cA(y), yeA;. (3.131)

This inequality and Theorem 3.3 for G, imply a convergence of the series (3.130),
for o, sufficiently small, in all norms appearing on the left-hand sides of the
inequalities (3.42)—(3.47), except the inequality involving the Laplace operator in
(3.42). Thus we have Theorem 3.3. for G, with this exception. Of course Theorem
3.10 holds also because we replace each operator in (3.130) by its random walk
expansion. We do not have problems now with operators without small factors,
because each operator A’ provides the small factor a4, which we can choose to
be arbitrarily small. The operators (QGQ*) ™!, or (QG,Q*)™?, can be analyzed in
the same way as the operator (Q'G'2Q'*) ™ 1. We will not repeat these considerations
here, let us write only bounds. We have

[(QGQ*) ™ 1(y, )] < O)(Lin)~ AL )~ %e™14" foryeA;, yeAy,  (3.132)

and the same for the operator with G, instead of G. The above inequality together
with Theorem 3.3 for G, with the exception of the inequality involving the covariant
Laplace operator in (3.42), give

|H,,(x, y), IVH ,(x, y)1, IEVH(, V) |l
< O(MLL (L) ™Y ICIG + IKD(LIn) = = FJ(LT )~ e~ HDodw,
for xeA(y), or (eCZ(A(y)), yeA;, y'eA;. (3.133)

These inequalities are for the operator H given by the formula (3.126). If we want
to have H giving solutions of the variational problems (3.109), (3.110), then we
have to include the additional factor (L/'n)™! in this formula, and we get (3.133)
with an additional factor (L’n)~?, or (L)~ %, on the right-hand side.

To get similar results for G, H,, we have to investigate the operator determined
by the second quadratic form on the right-hand side of (3.128). Let us define

(A, ADAS =2 HC?Y(A), T >. (3.134)

A meaning of A? is obvious, it defines the second quadratic form in (3.128), i.e.
we have

AD = A® _ DRG'D*A® — ADDG'RD* + DRG'D*A®DG'RD*. (3.135)

To find bounds for the operator A® let us write it in the form

k
APA4=% % (Liny?*! tricg-z’(A,b)(H*J)(b). (3.136)
J=1 pen, 04
From the regularity condition (3.36) and the inequality (3.133) we have the estimate
[(H*J)(b)] £ O(1)May(L’n) =3 for beA ;. The inequality (149) in [5] implies

[<0A4,AP 45| < 0()C3Mue 3. . (Liny' " %(Q51041)(c)IAl.,

k
J=0beA,
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hence
(AP A)(B)| < O()Mao(Lin) 2|4, beA(y), yeA,, (3.137)

and the supremum [A| is taken over several j-blocks surrounding A(y). This
bound implies that the operators A®, A? are small in a proper sense, if «, is
sufficiently small. Similarly as in (3.130) we get

G,=Gol — (A, + AD)Gy) ' = Z Gol(A, + ADYG ). (3.138)

Estimates of the terms in this series are now a little bit more complicated. It is
connected with the fact that we have derivatives in the operator A, + A2 which
have to be applied either to the operator on the right, or on the left, because
kernels of the operators defining A, + A% are not regular enough.

IEVGoDRG'D*APA(y)All, < Z By (e, AL AU + 121D

— dod(y, yt)( ” CA(yI)RG D*A‘Z’A(y )A ”ﬂ+e
+ ICZ(WRG D*ADA(y)A))

< Y Bole B TPUILIS + 1D

YI y2

070 BB + )L Ly
+ 1 2, D™ NARIAPAW)A]
< By(e, pIBolf + o)(Ln)* (111§
o [2De 01 ML) 21,

the supremum |A] is taken over several j’-blocks surrounding A(y’). This estimate
is given for first factors in a term, the remaining factors are easier to estimate,
following the above pattern. Let us notice that constants O(1) we get depend only
on By(e) with ¢ properly chosen (e.g. ¢=1/2), so they are absolute constants
depending on d and L only, and the series (3.138) is convergent for «, restricted
by a small, absolute constant. The convergence is in all norms appearing in the
formulation of Theorem 3.3. This implies that the theorem is valid for G, . Replacing
the operators in (3.138) by their random walk expansions we get a random walk
expansion for G;. From (3.129) and (3.132) with G, instead of G we get the
inequalities (3.133) for H,. Thus we have

Theorem 3.12. If an external gauge field configuration U satisfies both regularity
conditions (3.35), (3.36) for o, sufficiently small, then Theorems 3.3, 3.10, 3.11 hold
for the propagators G, G,, with one exception and the inequality (1.133) together
with Theorem 3.10 hold for the operators H, H,. The exception is the inequality
in (3.42) involving the covariant Laplace operator. It does not hold for G, G,.

Let us denote a common, best possible, decay rate for all these operators by
d,. It is a positive, absolute constant depending on d and L only. Similarly, let us
denote common, best possible constants on the right-hand sides of the inequalities
for these operators, with all possible norms, either by B, or by B, with parameters
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indicating a dependence on Holder norms. These constants also depend on d and
L only, or on the indicated parameters additionally.

Finally let us introduce two other important operators. The first is a projection
operator P. It is a generalization of the operator P introduced in [3], and given
by the formula (1.107). We define it as an orthogonal projection onto the subspace
{A4:QA=0,RD*4 =0} in a Hilbert space with the scalar product (A4,G;'A4).
The projection A4, of an arbitrary configuration A, can be defined as a minimum
of the functional

A->3(A—A4y,G(A—Ag)), Ae{A:QA=0,RD*A =0} (3.139)
It is connected in a natural way with the Gaussian integral
BA, =2 "(Ay) [dA(QA)Sx(RD* A)e VD<A~ 4Gy - 4. (3.140)

We will derive a representation of this operator applying the same transformations
as in (3.121). We get

PAo=Z " A)Z'~|det (A |y g)| 1o 120 A
JdANQA)exp[—3<A, G A + (A, (A, +AP)A40)]
(A — DG'RD*A). (3.141)
The integral can be calculated by a translation to a minimum of the functional
A-LAGI AY — (A Ty, Ae{A:QA=0), (3.142)

where J=(4,+A4%)4,. Doing usual calculations with the Lagrange function
g(A,0)=(1/2){A,G{ ' 4) —<{A,J >+ {w,QA) we get the following formula for
the minimum:

A=G,J=G,J—G,0%QG,0%)'0G,J. (3.143)
Making the translation in (3.141) we obtain
BAo=Z 1 [dA5(QA)e VNG D4+ G (A, + AP)A,
— DG'RD*A — DG'RD*G (A, + AP)A,)
=G,(4,+4?)4,— DG'RD*G (A, + AD)A,. (3.144)
The operator RD*GI(A,[ +AY)) vanishes by the same argument as in (3.125)
RD*G (A, + A®) = Z7 ' [dA §(QA)e P49 ' ORD*A(A, + AP)A
=7 ljdA(s QA)exp[ —L(A, (A, +AP)A> —L||RD*4|*]
“RD*A(A, + AP)A|det (A} yo)| [dA Q' D)S(RD*A + A)
=Z "1 det (A yi)[dA H(QA)S(RD* A)
exp[—3<A (A, + APYVAY A+ AP)A [dA(Q'2)
Lemtanan’(_ A2 =0. (3.145)

Thus the second term in the last line of (3.144) vanishes and we have
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PBAy=G,(A,+AP)4,=G,(G{ ' — DRD¥)4,
=Ao—G,0%QG,0% 'QA, — G, DRD*4,
+G,0%QG,0*) ™ 'QG,DRD*4,. (3.146)

The last term vanishes by the identities (3.129), which hold also for the operator
G4, hence
P=1—-G,0%QG,0%) 'Q — G,DRD*. (3.147)

It is easy to verify explicitly properties of the operator B, i.e. QB =0, RD* =0,
B2 =P, if P*I denotes an adjoint of P in the Hilbert space with the scalar
product (A,G*A’), then

P¥ = G, P*GT ! = G,(I - 0¥(QG,0%)'QG, — DRD*G)G; * =P,

Thus ‘B is an orthogonal projection in the Hilbert space onto a subspace contained
in {4:0A =0, RD*A =0}. If we take A, from the last subspace, then P4, = A4,
by (3.147), hence the range of B is equal to it. Verifying the above properties we
need to know only the identities (3.124) and RD*G DR = R. The last can be proved
by the same method as used in the proof of (3.124), and in the proof of the same
identity in (2.30) [4].

The last operator we need is an operator & defined as a covariance of the
Gaussian integral

exp[3<J,6J>] = Z~ ' [dA 5(QA)x(RD* A)
exp[— 3 A (A, + AD)A Y + (A, )]. (3.148)

Let us find connections between the operators G,,  and ®. Repeating again the
calculations in (3.121) for the above integral we get

exp[3<J,6J)1=Z""[dA 5(QA)exp[— 5 A, (A, +AD)A)
—3|IRD*A|* + {A— DG'RD*A,J )]
= (dug,(A)exp[{A,J —DRG'D*J )]
=exp[4{J — DRG'D*J,G,(J — DRG'D*J)>], (3.149)
hence
® = (I — DG'RD*)G,(I — DRG'D¥*)
=G, — DG’'RD*G, — G,DRG'D* + DG'RD*G,DRG'D*
- G,0%0G,0%7'0G,. (3.150)
Let us derive more identities. We have
RD*G,J =Z"'(J)fdAexp[—3{A,G[ ' 4> +{A,J>]RD*A
= Z7(J)Idet (4 tygy)|f dA 6 x(RD* A)exp[ — <A, GT P A + (A4, T )]
[dAS(Q Nexp[— 34|12+ (DA, J)]AA
=AYD*J, (3.151)
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where ¢ is a covariance of the last Gaussian integral in A. Let us notice that ¥
is also a covariance of the integral (3.17) defining the operator R, and from this
integral we get R=A%A. It is the formula (2.26) in [4], and we have also the
formula (2.27): 4 = G*— G*Q'*(Q'G?Q'*)"'Q'G’%. It can be easily proved by
the usual Lagrange function argument. From these identities we get Q'9 =
%Q* =0 and

AYD*J = A%9(A + Q'*aQ')G'D*J = AY AG' D*J = RG'D*/J,

hence (3.151) gives
RD*G, = RG'D*,
and
G,DR =DG'R. (3.152)

Let us notice that these identities imply the identities (3.124), because QG,DR =
QDGR = D'Q'G'R = 0. The equalities (3.150), (3.152) give

® = G, — G,DRD*G, — DG'RG'D* + DG'RG'D*DRG'D*
—G,0%06G,0%)7'0G,
=G, — G, DRD*G, — G,0%(0G,0%) " 'QG, =G, $*=PG,.  (3.153)

The formulas (3.147), (3.153) permit us to reduce properties of the operators
P, G to the corresponding properties of the operators G, (Q'G'*Q'*)" !, G,,
(0G,0% ™ . Especially for ® we have, assuming (3.132)

Theorem 3.13. If an external gauge field configuration U satisfies the regularity
conditions (3.35), (3.36) for o, sufficiently small, then Theorems 3.3, 3.10, 3.11 hold
for the propagator ®, with the exception of the inequality in (3.42) involving the
covariant Laplace operator.

The random walk expansions we have constructed for all the operators provides
a convenient tool to prove many other properties. One of the most important is
connected with a problem of dependence on domains {€,}. We would like to
understand how a change of these domains influences operators, more precisely
we would like to prove an analog of the theorem in [2], especially the inequality
(1.12) for the operator (1.11). It states that if we change a domain 2 outside some
region, then changes in the operator are exponentially small in distances between
localizations of the operator and a boundary of the region. We have used already
properties of this type in special cases, for example in the analysis of the term
(3.97) in Sect. C. Now let us formulate this property generally, for an arbitrary
operator constructed above. Let us assume that we have two sequences of domains
{2}, {2}}, both satisfying the conditions (2.1)~(2.4) in [4], with M and R
sufficiently large, so that all the conditions needed in this paper are satisfied. We
construct operators for both sequences and we define 2 =02, €Q;. Let us take
localizations determined by points y,y'eQ® (ie. these are cubes A(y), A(y)
in the case of operators G, G, G,, ®, the cube A(y) and the point y in the case
of H, H,, and the points y, y' in the case of (Q'G?Q'*)*, (QGQ*)™*, etc.). We
have

Theorem 3.14. If we take a pair of operators constructed for the two sequences
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{Q;}, {Q}}, then their difference satisfies all the inequalities characteristic for
operators of the considered type, with the additional factor

exp(—dod(y, ¥, €2)), d(y,y’,-Q)=ye(gyri:T(k)(ly—yllﬂyx—y'l) (3.154)

on the right-hand sides.

This theorem can be proved in exactly the same way as the corresponding
property in the theorem of [2]. We take random walk expansions for both
operators, and in the difference all terms for walks with localizations contained
in 2 are cancelled. Remaining terms correspond to walks of the general type
(3.107), for which at least one localization X intersects £2¢. Then the exponential
factor in (3.108) gives the factor (3.154) (after adjusting a definition of &).

Finally, let us make a remark about the random walk expansions for the
operators G, H,. The expansion for G, is obtained from (3.138) by inserting there
the expansions of all operators in the series on the right-hand side. The expansion
of A?® determined by (3.135), (3.134) has a peculiar feature. The operator
A, defined by (3.134), involves the operator H. To have a localization in U we
have to expand this operator also. This complicates a little bit the geometric
situation, because three chains of operators of the type (3.107) described in
Theorem 3.10 meet in a localization domain determined by the function C®)(A).
One is connected with an expansion of an operator on the left-hand side of A%,
one with an operator on the right-hand side, and one is connected with the
expansion of H. Thus instead of a linear chain, or walk, appearing in the formulation
of Theorem 3.10, we have an expansion (3.107) with o having a tree-like structure.
The tree graphs involved have a very simple structure; there is a main line and
at some vertices additional lines spring off. The estimates are the same as in (3.108),
d(w,y,y’) is now a length of a shortest tree intersecting all domains X; in w. We
call these expansions random walk expansions also. We have the same situation
for the operators H;.

E. Unit Lattice Propagators

After each renormalization transformation we have to calculate a Gaussian integral.
For lattice gauge field theories these Gaussian measures are defined by covariances,
which are unit lattice operators. We need operators with Dirichlet boundary
conditions outside some domain A of the unit lattice. We assume that A = A, = Q¥
A is a union of big blocks, and a distance between A and Aj is bigger than RM. The
covariances are defined by the following Gaussian integrals

PICD — (ZO(A))7 [dB ] ,5(Q1 B 1(B)

-exp[—3{H,B,G; 'H,B) +}a{B,B)
+ (H,D®B),J» +(B,g>], (3.155)

where the operators are defined by the sequence {€2;} and a configuration U
satisfying (3.35), (3.36), the function D‘®*(B) is a quadratic polynomial in B with
properties similar to C?(4), only restricted to unit blocks, and g is an arbitrary Lie
algebra valued function defined at bonds of A. The quadratic form in the above
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integral can be written also as
{B,(QG,0*) 'BY —a{B,BY —2{H,DPB),J > = (B,AB>. (3.156)
This form is considered on the subspace {B:B=0 on A5, B=0 on () Ax(y),

yeA’
Q,B=0}. We can parametrize this subspace in the same way  as in [4]
(2.154-2.155), using part of the variables B, which we denote by B. These are

variables B restricted to the set of bonds 7{=A\<U Ax(y)uUB(c)mc).

ye A ce A

Let us recall that B(c)= {bonds b connecting blocks B(c_), B(c,), i.e. bonds b
such that b_eB(c_), b, €B(c,)}, hence B(c)nc consists of the exactly one bond
b, of B(c) contained in c. Variables B depend linearly on B and we have B = CB,
where C is a linear operator. It is an identity operator on almost all bonds, except
the bonds b, for which a value (CB) (b,) is equal to a solution of the equation
(QB) (c) =0, considered as an equation on the variable B(b,). This implies that the
operator C is almost local, a value (CB) (b) depends on B restricted to several
blocks surrounding the bond b. Of course we have as in (2.155) [4]

N0 = (Z/0Y(A)) "t [dBexp [ —3<{ B, C*A,CB) + (B,C*g>]
= UIPAHCTUCT A0 T CH) (3.157)

hence C® (A) = C(C*A,C)™'C*, or
(C*A,C)~1 = CH(A) = CP(A) ] 5. (3.158)

These equalities allow us to express one of the operators C*¥(A), C®(A) by the other.
It is more convenient to work with the operator C*/(A), because it is defined by a
positive definite operator C*A,C with a lower bound y, > 0 independent of k and U.
We have proved it in [4], Lemma 2.4, for operators with U = 1. Localizing the
operators in A, and using the methods of Sect. B we can prove it for C*4,C with an
arbitrary configuration U satisfying (3.35), (3.36) with M« sufficiently small. This
property, together with a uniform exponential decay of C*A,C implies bounds and
uniform exponential decay for C®(A), hence for C¥(A), by the theorem of Sect. 5 in
[2]. Now we are interested much more in generalized random walk expansions and
localization properties with respect to U, so we will proceed in a different way,
similar to the method of Sect. 3 in [2]. We will express the covariance C*¥(A) in terms
of an operator similar to G, and then we will use the results of previous sections.
This way we will get an expansion, and properties following from it, for C¥/(A), hence
for C®(A) also by (3.158).

To get the desired representation we transform the integral in (3.155). At first we
replace the exponential with the first two quadratic forms by the integral
representation

exp (3<g, C¥(A)g ») = (Z¥(A)) ™' [dB ,8(Q,B)S 4(B)
x exp [(H,D®(B),J > + {(B,g>]
x Z; ' [dA 8(QA — B)Sg(RD* A)
x exp[ —4(A, (A + A@)4>]. (3.159)
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Let us recall that the operators above are defined by the sequence {Q,},j=0,1,...,k.
We form a new sequence adding the set €, ., = B{A). Let us denote operators
constructed for this sequence by a wavy line, e.g. G,, H,, 0, etc. If we perform the B-
integration above, we get an A-integral with the J-function 6(0A4). We want to
change the gauge fixing expressions above into the Landau gauge corresponding to
the new sequence of domains. We apply the Faddeev—Popov procedure inserting
the identity

1 = |det (A Ny )| | d2 8(0' ASHRD* A — Ad). (3.160)

As usual we change the order of integrations and in the A-integral we make the
gauge transformation 4 - A + DA. We get

exp (39, C¥(N)g>) = (Z"(A) ™' Z, ! |det (AT )]

X de 5(Q1B)5AX(B) exp [+ <Hlﬁ(2}(B)s J> + <Ba g>]

x [dA[dut 46(Q ) [ dA(Q A — 1)d(QA + DQ'A— B)

x 0x(RD*A + RAA)exp[—3{ A+ DL,(A +AP) A+ D)) ]

x O g(RD*A), (3.161)
where we have applied the identity (3.115), and for beA; (DQ'A)(b) = (D'Q;A)(b).

Our next step is similar to the one in [4] yielding the formula (2.105) from (2.97).

We make a translation A=41"+ A, such that Q’A—u=Q'A, ie. Q'Ay=u, and

RAAy=0. To find such 4, we make use of the last equation. The formula (3.25)
for R implies

Ak — G'Q*Q'G?Q™*) 1 Q' 4 — aQ'G'Q*Q'Ag) = 0, (3.162)
and the condition Q'A, = u yields
Ao =G?QXQ'G?Q™) (1 —aQ'G'Q*) + aG'Q*p. (3.163)

Thus the configuration A, is determined uniquely by the two conditions. It is easy to
verify that the operator on the right-hand side of (3.163) is equal to the operator
Hu=(Z' () ' [dA5(Q'2 — pe /21427, (3.164)

The translation 4 = A’ + H'u changes the expressions dependent on Ain (3.161) in the
following way
8(Q'A—p)=0(Q'%), DQ'A=DQ'X + DQ'H'u
=Du, RAL=RAX =AX, DA=DJ) + DH'p. (3.165)

The A-integral can be easily calculated, and we have
JdX 8(Q'X)o(RD*A + AX)F(X) = | det (Al yo)| *F(— G'RD*A) (3.166)

for an arbitrary function F(1).
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The above transformations give the following equality

exp(3<g,C¥(A)g>) =Z" ' [dB],6(Q1B)d 1(B)
x exp [+ CH;D®(B),J > + (B,g>1fdu ,8(Q'p)
x [dA5(QA + Du— B)og(RD*A)
x exp[—4{(A—DGRD*A + DH'11,(A + A®)
x (A —DG'RD*A + DH'p) > ]. (3.167)
In this integral we change the order of B- and p-integrations, and we perform the
gauge transformation B — B + Dp. This gives us the following p-integral to calculate

§dud(Q) 1)d 4x(B + Du)G(p). (3.168)
The J-functions above determine u uniquely as a linear function of B. Indeed,
denoting V = U*, we have for xeB(y), yeA’
(Ry(V)(B + D))y ) = (R(V)B)(T,, ) + R(V(I, ))ufx) — u(y) =,
hence
RV, )ulx) = p(y) — (R(V)B)T, ),

and

QuwO)= Y LRV, )ulx)=pp)— Y L 4RWV)B)T,)

xeB(y) xeB(y)
=u(y) — Q' (R(V)B)(I',,)=0. This implies
) =Q'R(V)B)I, ), ux)=RVUI))Q'R(V)B)T )
— RV, )(R(V)B)T,,,), xe€B(y), x#y. (3.169)
We denote the linear function defined by the above formulas by p(B). The integral
(3.168) is equal to G(u(B)). Applying this result to the integral in (3.167) and
calculating the integral with respect to B we get
exp (39, C¥A)g>) = Z* [dA §Q A)5(RD* A)
x exp [+ CH,;D?(QA4 + Du(QA)),J >
—4{(A—DGRD*4
x DH'W(QA),(A + A®) (A — DG'RD*A + DH'u(QA))>
+<QA+ Du(QA), 9> 1 (3.170)

The next step in our derivation will be the same as in (3.121). By the
Faddeev—Popov procedure we will change the d-function gauge fixing expression
into an exponential density. This will yield terms in the exponent in (3.170), terms
connected with the expression G'’RD*A. Let us understand at first how the
operators G'R and G'R are related. After the equality (3.151) we have noticed
that R =A%A, where ¥ is a covariance of the Gaussian integral

Q2D _ -1 jdi 5(Q%)e—1/2\[AAH’+<AJ), (3.171)
and that ¢ is given by the formula (2.27) in [4]. This implies
GR=%4, GR=9A, (3.172)
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hence it is enough to relate ¥ and 4. From (3.171) we obtain
V2 — Zr-1 Idﬂ (A ﬂ)jdﬂ Q4 — ﬂ)e—<l/2)llAlHZ+<U>
=7/ [dut 48(Q1 1) [d2S(Q'Y)exp [— 3| AZ |12 =4 |AH u|)?
LA >+ <H ", [)]
=e!PHDZ 7 [dps(Qi pexp [— S IAH 1) + (u, H* )]
= V2D Gl 2SH CONHY) (3.173)

The second equality was obtained by the translation A= A"+ H'y, and C'®(A)
denotes a unit lattice covariance with Dirichlet boundary conditions outside A,
determined by the last integral above. Doing the calculations in a reversed order
we obtain easily the representation

C'™A)=Q'FQ'*. (3.174)

It implies all properties of C'*)(A), especially a random walk expansion. The equality
(3.173) gives

G =94+ HC®A)H'*, (3.175)
hence by (3.172)
G'R =GR + H' C®A)H'*A. (3.176)
Let us notice that by (3.163) we have
AH'u=GQ*Q'G?Q*) '(u—aQ' G'Q*w), (3.177)

hence AH'u is a regular function, more exactly, DAH’u is bounded, and even Holder
norms are bounded.
Using the Landau gauge condition RD*A4 =0 in (3.170), and the identity
(3.176), we can write
DG'RD*A = — DH'C'"(A)H'*AD* A. (3.178)

Now we make the same transformation as in (3.121). We get the integral (3.170)
with the exponential gauge fixing density instead of the J-function, and with 4
replaced by A — DG'RD*A in the remaining expressions. Let us calculate how
this replacement changes the expressions. We have

H'*AD*(A — DG'RD*A) = H'*AD* A — H'*A*GAD*A
=H*AD*A — H*ARD*A = H*APD*4, (3.179)
#(Q(A — DG'RD*A)) = u(QA) — (DQ'G'RD*A), (3.180)

but ,u(ljvl= —v if Q\v=0, as it follows from the formula (3.169). Also we have
v=0Q'G'RD*A =0 outside A, Qv =0 on A’, hence,

w(Q(A — DG'RD*A)) = w(QA) + Q'G'RD* A. (3.181)
Finally we have quite generally

Q(A — D2) + Du(Q(A — D1)) = QA — DQ'A + Du(QA) — Du(DQ' %)
=QA—DuQ4), if Q'i=0. (3.182)
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These identities give
exp(3<g, CY(A)g>)=Z " [dA5(QA)exp[— 3| RD*A|
+ (HD®(QA + Du(QA)),J > — (A —-DG'RD*A
+ DJ(A),(A + A®) (4 — DG'RD*A + DA(A)))

+<QA4+Du(QA),g>], (3.183)
where

AA)=H C'“A)H*APD*A + H'w(QA) + H'Q'G'RD*A. (3.184)

Let us denote a covariance operator of the Gaussian integral in (3.183) by G,,
then we obtain

C™(A) = (I + Du)QG,0*(I + u*D*). (3.185)

It is the formula we are looking for. The operator G2 can be related in a simple
way to the operator G, defined by the Gaussian integral (3.183), but with the

d-function (0 A) replaced by exp[—1(0A4,a0A>]. We have
Gz =G, — GzQ*(Qng*)_ IQGz- (3.186)

The operator G, differs from G, only by the small and regular operators connected
with the second term in the exponential in (3.183), and with terms containing
DJ(A). Thus we can investigate the operator G, perturbatively in the same way
as the operator G, in (3.138). The analysis is even simpler because the new terms
are more regular, as it follows easily from (3.184). This way we can express C*¥(A)
in terms of the operators of the type G', (Q'G'*Q'*)™*, G, (QGQ*)™!. Expanding
these into random walks we get a random walk expansion of C*/(A). The formula
(3.185) implies immediately bounds and an exponential decay. Thus we get

Theorem 3.15. For Mu, sufficiently small the propagator C®(A) is given by the
formula (3.185), and satisfies the bound

ICHA; y,y)| < Boe ¥, y,y'eA (3.187)

with the constants B, 0, depending on d and L only. This propagator has a
convergent random walk expansion of the type described previously. Of course we
have all the other consequences following from the random walk expansion.

Appendix. Propagators for Non-Linear Chiral Models

In this appendix we will make remarks about propagators for another class of
models. Field configurations in these models are the same as configurations defining
gauge transformations for gauge field theories, i.e. they are functions U:T,—G.
An action for a model determined by a Lie group G is given by

AU)= 3 n*"2[1—Retr U(0b)],

beT,

U(0b) = (0U)(b) = U(b_)U~(b.). (3.188)
Let us notice that Retr U(db) = Retr U~ }(b_)U(b. ). As for gauge field theories we
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have to expand the action around a background configuration, thus we take U'U
instead of U, with U’ = ¢*4, Aeg. Expanding A"(U'U) up to second order in 4
we get

ANU'U)= Y 9 *[1 — Retrexpin(— (@A) (b) + 5i[A(b_),(0A)B)] +*)

beT,
‘U@0b)]=A"U)+ <A, J> +3{A4,A"U)A) + ---, (3.189)
where
J = —n"'Im U(db), (3.190)
ANU)=0*0 +A"(U)=A + A"(U), (3.191)
and

(A,A"U)> = Y n[tr (0" A)(B))*n*[Re U(0b) — 1]

+i[A(b_),@A)(B)In ' Im U(8b)]. (3.192)

We consider only regular background fields U, for which the operator A™(U) is
a first order differential operator with sufficiently small coefficients. Thus the
operator A"(U) has a very simple structure, it is a small perturbation of the Laplace
operator 0¥0 =A.

A similar situation holds for averaging operations. They are given by the
formulas (61), (78)—(80) in [5], with the external gauge field U, = 1. Taking

RO T
QU 4)=-log 0" = —log (U'UY(T") " (3.193)

and expanding in A, we can easily see that for the linear term we have
Q(U)A=Q;A+F, {U)A, (3.194)
where the operator F, (U) is small.

These two remarks imply that the operator A2(U) = A"(U) + Q(U)*aQ(U), with
the second term defined by (3.24), is a small perturbation of the simplest scalar
field operator 4 + Q*aQ investigated in [2,4]. This implies that all the results of
these two papers hold for the operator G(U) = (47(U))~ !, and also for operators
which can be expressed in terms of it, like H-operators, unit lattice propagators,
etc. We refer the reader to the two papers for precise formulations.
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