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#### Abstract

We prove for a one-dimensional system of classical particles with potential energy, $$
U_{\alpha, \gamma}=\sum_{n}\left[\alpha V\left(x_{n}\right)+F\left(x_{n+1}-x_{n}-\gamma\right)\right],
$$ the existence of such a smooth function $\gamma(\alpha), 0 \leqq \alpha \leqq \alpha_{0}(\omega)$ that the system with potential energy $U_{\alpha, \gamma(\alpha)}$ has the equilibrium state at the temperature $T=0$. This is the incommensurate phase with the ratio of periods equal to the prescribed irrational number $\omega$, badly approximated by rational ones. A simple geometric condition for the invariant curve of the corresponding dynamical system is established under which it is the support of the invariant measure minimizing Percival's energy functional.


## 1. Introduction

The main result of the paper contains the solution of the problem stated in [1, 2] and concerns commensurate-incommensurate phase transitions in onedimensional chains. The potential energy for the system has the form

$$
\begin{equation*}
U_{\alpha, \gamma}=\sum_{n}\left[\alpha V\left(x_{n}\right)+F\left(x_{n+1}-x_{n}-\gamma\right)\right] . \tag{1.1}
\end{equation*}
$$

Here $x_{n}$ are the coordinates of particles, $V(x)$ is a periodic function with period 1 having nondegenerate minima at $x=n$ and maxima at $x=n+\frac{1}{2}, n \in \mathbb{Z}, F$ is the potential energy of the inner interaction between nearest neighbours, and $\alpha$ and $\beta$ are parameters. We assume also that $F$ is strictly convex, $F^{\prime \prime} \geqq$ const $>0, F(0)$ $=F^{\prime}(0)=0$.

As it was shown in [1] the phase diagram of the model for the temperature $T=0$ is described in terms of invariant measures of mappings of the twodimensional cylinder $C=S^{1} \times \mathbb{R}$. The transformation for (1.1) is defined as follows: $f(x, y)=\left(x^{\prime}, y^{\prime}\right)$, where

$$
\begin{align*}
& y=-\alpha V^{\prime}(x)+F^{\prime}\left(x^{\prime}-x-\gamma\right), \\
& y^{\prime}=F^{\prime}\left(x^{\prime}-x-\gamma\right) . \tag{1.2}
\end{align*}
$$

In the case of Frenkel-Kontorova model (see [3]) $F(x)=\frac{1}{2} x^{2}, \quad V(x)$ $=-(2 \pi)^{-1} \cos 2 \pi x$, and the transformation $f$ coincides with the well-known standard or Chirikov's map in the theory of non-linear oscillations (see [4]). For any normed measure $\mu$ on $C$ with compact support and invariant with respect to $f$ we put

$$
\begin{equation*}
P(\mu)=\int\left[\alpha V(x)+F\left(x^{\prime}-x-\gamma\right)\right] d \mu . \tag{1.3}
\end{equation*}
$$

Here $x^{\prime}=\pi_{1} f(x, y), \pi_{1}$ is the projection of the cylinder $C=S^{1} \times \mathbb{R}$ to the first component. According to [1] limit points of Gibbs states of the system in question when $T \rightarrow 0$ are the measures on the configuration space concentrating on the space of trajectories of $f$, and corresponding invariant under $f$ measures $\mu$ on $C$ are those for which $P(\mu)$ takes minimal value. A question naturally arises to describe the invariant measures $\mu_{\alpha, \gamma}$ for which $P\left(\mu_{\alpha, \gamma}\right)=\min _{\mu \in \mathfrak{M}_{f}} P(\mu)$, where $\mathfrak{M}_{f}$ is the set of all normed measures invariant with respect to $f$ having compact support. The map $(\alpha, \gamma) \mapsto \mu_{\alpha, \gamma}$ is the phase diagram of the system (this map is not necessarily singlevalued). This question is very delicate and difficult to answer in view of the complexity of the partition of the cylinder $C$ onto invariant sets with respect to $f$ and the presence of stochastic layers (see [4]). Therefore, we reverse the formulation of the problem and ask for any given invariant measure $\bar{\mu}$, whether it is true that $P(\bar{\mu})=\min _{\mu \in \mathfrak{M}_{f}} P(\mu)$. We shall consider the case when the support of $\bar{\mu}$ is contained in some homotopically nontrivial circle $z$ invariant with respect to $f$. Such $\bar{\mu}$ is unique if $f$ is topologically transitive on $\mathfrak{z}$. In this case $f$ restricted to $\mathfrak{z}$ can be reduced to a rotation and the minimal property is physically interpreted as the appearance of an incommensurate phase at $T=0$ (see [1, 2, 12-14]). Theorem A stated in Sect. 4 gives a simple geometrical answer to this question: let the invariant circle $\mathfrak{z}$ be the graph of the periodic function $\psi(x)$ with period 1 . Then the invariant measure $\mu$ with supp $\mu \subset \mathfrak{z}$ minimizes $P$ if and only if $\mathfrak{z}$ bounds zero area, i.e. $\int_{0}^{1} \psi(x) d x=0$.

Let us consider a slightly modified question. Fix the irrational number $\omega$, which is badly approximated by rational ones. According to Kolmogorov-ArnoldMoser theory (KAM theory) the transformation $f$ has an invariant homotopically nontrivial circle with the rotation number equal to $\omega$ if $\alpha$ is sufficiently small (see [5]). In this case such a circle ${ }_{3_{\omega}}$ is unique (see [6]) and the invariant measure $\mu_{\omega}$ with support belonging to this circle is also unique. Do the pairs $(\alpha, \gamma)$ exist such that the invariant measure $\mu_{\alpha, \gamma}$ giving the minimum to $P(\mu)$ coincides with $\mu_{\omega}$ ? In this formulation the problem becomes very close to the variational principle for invariant sets of KAM theory investigated recently by Percival [7] and Mather [8]. In the case of the Frenkel-Kontorova model the answer to this question is an immediate consequence of the theorem mentioned above. To see this, write the formulas (1.2) for this case as follows:

$$
\begin{equation*}
x^{\prime}=x+y^{\prime}+\gamma, \quad y^{\prime}=y+\alpha V^{\prime}(x), \tag{1.4}
\end{equation*}
$$

and denote the corresponding transformation of $C$ by $f_{\alpha, \gamma}$, indicating explicitly the dependence on $\alpha$ and $\gamma$. If $f_{\alpha, 0}$ has the invariant circle $\mathcal{\beta}_{\omega}$ with the rotation number $\omega$
and $3_{\omega}=\operatorname{graph} \psi$, then $f_{\alpha, \gamma}$ has the invariant circle with the same rotation number which is the graph of function $\psi-\gamma$. So the value of $\gamma$ for which the invariant circle $3_{\omega}$ bounds the zero area is $\gamma=\int_{0}^{1} \psi(x) d x$. Using KAM theory we have for the Frenkel-Kontorova model the existence of a smooth function $\gamma(\alpha), 0 \leqq \alpha \leqq \alpha_{0}(\omega)$, such that the incommensurate phase with the ratio of periods equal to $\omega$ exists for any pair $(\alpha, \gamma(\alpha)), 0 \leqq \alpha \leqq \alpha_{0}(\omega)$. This is true when $F(y)$ is a quadratic function. In the more general case one needs some more complicated considerations to establish the existence of such $\gamma(\alpha)$ (see Sect. 8). Another approach to the commensurateincommensurate phase transitions is developed in recent papers [13, 14].

It is worthwhile to mention a recent result by Zaslavski [9] for the FrenkelKontorova model, where he has shown for $\gamma \neq n+\frac{1}{2}$ that one could find $\alpha_{1}=\alpha_{1}(\gamma)$ such that for $\alpha>\alpha_{1}(\gamma)$ the invariant measure $\mu_{\alpha, \gamma}$ is concentrated at the hyperbolic fixed point $x=0, y=-\gamma$.

## 2. Exact Mappings

In this section we introduce a class of dynamical systems which are useful for describing the equilibrium configurations of one-dimensional chains. It is more convenient to work with the universal cover of the cylinder $C=S^{1} \times \mathbb{R}$, that is with $\mathbb{R}^{2}$. So we consider the translation $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}, T(x, y)=(x+1, y)$, and projections $\pi_{i}: \mathbb{R}^{2} \rightarrow \mathbb{R}, i=1,2$, defined by $\pi_{1}(x, y)=x, \pi_{2}(x, y)=y$. Let $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be a $C^{1}$-mapping and put

$$
\begin{gather*}
d f(x, y)=\left(\begin{array}{cc}
\frac{\partial \pi_{1} f(x, y)}{\partial x} & \frac{\partial \pi_{1} f(x, y)}{\partial y} \\
\frac{\partial \pi_{2} f(x, y)}{\partial x} & \frac{\partial \pi_{2} f(x, y)}{\partial y}
\end{array}\right),  \tag{2.1}\\
\|d f\|=\sup _{(x, y) \in \mathbb{R}^{2}}\|d f(x, y)\| \tag{2.2}
\end{gather*}
$$

where the norm of $2 \times 2$ matrix $\mathscr{A}=\left\{a_{i k}\right\}_{i, k=1}^{2}$ is defined by the expression $\|\mathscr{A}\|=\max _{i, k}\left|a_{i k}\right|$.

Let $\mathscr{D}$ denote the set of all diffeomorphisms $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ belonging to the class $C^{1}$, commuting with $T$, and having the uniformly bounded first derivatives, i.e. $f \in \mathscr{D} \stackrel{\text { def }}{\Leftrightarrow}(\mathscr{D} 1) \wedge(\mathscr{D} 2) \wedge(\mathscr{D} 3)$, where
$(\mathscr{D} 1) f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is a $C^{1}$-diffeomorphism;
( 22$) ~ f \circ T=T \circ f$;
$(\mathscr{D} 3)\|d f\|<\infty$.
Definition. The map $f \in \mathscr{D}$ is called exact if there exists a $C^{2}$-function $L: \mathbb{R}^{2} \rightarrow \mathbb{R}$ having the properties (L1), (L2), and (L3):
(L1) $L\left(x, x^{\prime}\right)=L\left(x+1, x^{\prime}+1\right)$,
(L2) $\sup _{\left(x, x^{\prime}\right) \in \mathbb{R}^{2}}\left|\frac{\partial^{2} L\left(x, x^{\prime}\right)}{\partial x \partial x^{\prime}}\right|<\infty$,

$$
\begin{equation*}
\left(x^{\prime}, y^{\prime}\right)=f(x, y) \Leftrightarrow y=-\frac{\partial L\left(x, x^{\prime}\right)}{\partial x}, y^{\prime}=\frac{\partial L\left(x, x^{\prime}\right)}{\partial x^{\prime}} \tag{L3}
\end{equation*}
$$

A function $L$ will be called a generating function for the map $f$ and will be denoted by $L_{f}$ if it is needed to indicate the dependence on $f$. The set of all exact mappings will be denoted by $\mathscr{E}$.

Remark. Two generating functions for the same $f \in \mathscr{E}$ differ only by a constant.
Denote by 3 the set of all curves in $\mathbb{R}^{2}$, invariant with respect to the translation $T$, which are the graphs of $C^{2}$-functions, i.e. $\mathfrak{z} \in \mathcal{B} \Leftrightarrow\left[\exists \psi \in C^{1}(\mathbb{R}, \mathbb{R}), \psi(x+1)\right.$ $=\psi(x), \forall x \in \mathbb{R}$, and $\left.(x, y) \in_{\mathfrak{j}} \Leftrightarrow y=\psi(x), \forall(x, y) \in \mathbb{R}^{2}\right]$. Define the mapping $\beta: \mathcal{Z} \rightarrow \mathbb{R}$ by the formula

$$
\begin{equation*}
\beta(\mathfrak{z})=\int_{0}^{1} \psi(x) d x, \quad z=\operatorname{graph} \psi \tag{2.3}
\end{equation*}
$$

The next proposition characterizes exact mappings.
Proposition 2.1. Let $f \in \mathscr{D}$. Then

$$
f \in \mathscr{E} \Leftrightarrow I(f) \wedge I I(f) \wedge I I I(f)
$$

where

$$
\begin{aligned}
& I(f) \Leftrightarrow f \text { preserves area and orientation, } \\
& I I(f) \Leftrightarrow \inf \left|\frac{\partial \pi_{1} f(x, y)}{\partial y}\right|>0 \text { ("twist condition"), } \\
& I I(f) \Leftrightarrow \beta(f(\mathfrak{j}))=\beta(\mathfrak{3}), \forall \mathfrak{z} \in \mathcal{3} .
\end{aligned}
$$

Proposition 2.1 will be proven in Sect. 9.
Corollary 2.2. $\mathscr{E}^{\circ}=\mathscr{E}_{+} \cup \mathscr{E}_{-}, \mathscr{E}_{+} \cap \mathscr{E}_{-}=\emptyset$, where $\mathscr{E}_{ \pm}$is the set of all $f \in \mathscr{E}$ for which $\operatorname{sign} \frac{\partial \pi_{1} f(x, y)}{\partial y}= \pm 1$ (positive and negative twist condition).

## 3. Measures

Let $\mathscr{C}$ be the space of all continuous functions $\varphi: \mathbb{R}^{2} \rightarrow \mathbb{R}$, invariant with respect to $T(\varphi \circ T=\varphi)$, with the structure of real vector space defined in the usual manner; $\operatorname{supp} \varphi$ for $\varphi \in \mathscr{C}$ will denote the support of $\varphi$, i.e. the closure of the set of points $(x, y) \in \mathbb{R}^{2}$ for which $\varphi(x, y) \neq 0$. For $b>0$ we put $A_{b}=\left\{(x, y) \in \mathbb{R}^{2}:|y| \leqq b\right\}$ (the strip of the halfwidth $b$ ).

Definition. A measure is a map $\mu: \mathscr{C} \rightarrow \mathbb{R}$ which is 1) linear, 2) nonnegative: $\varphi \geqq 0 \Rightarrow \mu(\varphi) \geqq 0, \forall \varphi \in \mathscr{C}, 3)$ normed: $\mu(1)=1$, and 4) having bounded support in the $y$-direction: $\exists b>0, \forall \varphi \in \mathscr{C} \operatorname{supp} \varphi \cap A_{b}=\emptyset \Rightarrow \mu(\varphi)=0$. We denote the set of all such measures by $\mathfrak{M}$.

Definition. Let $\mu \in \mathfrak{M}$. The support of measure $\mu$ is the set $\operatorname{supp} \mu \subset \mathbb{R}^{2}$, which is defined by the condition: $(x, y) \& \operatorname{supp} \mu \Leftrightarrow \exists$ open set $\mathscr{G} \subset \mathbb{R}^{2}$ such that $(x, y) \in \mathscr{G}$ and $\forall \varphi \in \mathscr{C} \operatorname{supp} \varphi \subset \mathscr{G} \Rightarrow \mu(\varphi)=0$.

The support of a measure is the closed set invariant with respect to $T$ which is contained in a strip $A_{b}$. For $\varphi \in \mathscr{C}$, let $N(\varphi)$ denote the set of zeroes of the function $\varphi$. The following proposition is obvious.
Proposition 3.1. Let $\varphi \in \mathscr{C}, \varphi \geqq 0, \mu \in \mathfrak{M}$. Then

$$
\mu(\varphi)=0 \Leftrightarrow \operatorname{supp} \mu \subset N(\varphi) .
$$

Remark. $\mathfrak{M}$ is a convex subset of the space algebraically conjugated to $\mathscr{C}$.
We shall define for $f \in \mathscr{D}$ a linear map $f^{*}: \mathscr{C} \rightarrow \mathscr{C}$ by the formula $f^{*} \varphi=\varphi \circ f$, and affine map $f_{*}: \mathfrak{M} \rightarrow \mathfrak{M}$ by the formula $f_{*} \mu=\mu \circ f^{*}$. The maps $f^{*}$ and $f_{*}$ are bijections with the following properties: $(f \circ g)^{*}=g^{*} \circ f^{*},(f \circ g)_{*}=f_{*} \circ g_{*}, \operatorname{supp} f_{*} \mu$ $=f(\operatorname{supp} \mu)$. The set of all measures invariant with respect to $f$ will be denoted by $\mathfrak{M}_{f}$, it is a convex subset of $\mathfrak{M}$. One could easily verify for any $f, g \in \mathscr{D}$

$$
g_{*}\left(\mathfrak{M}_{f}\right)=\mathfrak{M}_{g \circ f \circ g^{-1}} .
$$

## 4. Variational Principle

Let $f \in \mathscr{E}$ and $L_{f}$ be a generating function for $f$. We define Percival's functional $P_{f}: \mathfrak{M}_{f} \rightarrow \mathbb{R}$ by the formula

$$
\begin{equation*}
P_{f}(\mu)=\int L_{f}\left(x, x^{\prime}\right) d \mu \stackrel{\text { def }}{=} \mu(F), \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
F(x, y)=L_{f}\left(x, \pi_{1} f(x, y)\right) . \tag{4.2}
\end{equation*}
$$

The curve $\mathfrak{z} \in \mathcal{Z}$ will be called invariant with respect to $f$ if $f(\mathfrak{z}) \subset \mathfrak{z}$. An invariant curve is said to be a zero curve if $\beta(\mathfrak{z})=0$ [see (2.3) for the definition of $\beta(\mathfrak{z})]$.

Theorem A. Let the mapping $f \in \mathscr{E}_{+}$have an invariant zero curve $\mathfrak{z} \in \mathcal{Z}$. Then the following statements are valid for any measure $\mu \in \mathfrak{M}_{f}$ : 1) If $\operatorname{supp} \mu \subset_{3}$, then $P_{f}(\mu)=P_{0}$, where $P_{0}$ is the same for all such measures. 2) If $\left.\operatorname{supp} \mu \not \subset\right\}$, then $P_{f}(\mu)>P_{0}$.

Remark 4.1. If $f \in \mathscr{E}_{-}$the statements remain valid if one replaces sign $>$by $<$in 2 ).
Remark 4.2. If the curve $\mathfrak{z}$ is not a zero one, i.e. $\beta=\beta(\mathfrak{z}) \neq 0$, then the statements of the theorem will be valid if one replaces function $L_{f}\left(x, x^{\prime}\right)$ in (4.1) by $L_{f}\left(x, x^{\prime}\right)+\beta$ $\cdot\left(x-x^{\prime}\right)$.

Theorem A and Remark 4.1 will be proven in Sect. 7, Remark 4.2 in Sect. 11.

## 5. Invariance of Percival's Functional with Respect to Exact Transformations

Proposition 5.1. Let $f, g \in \mathscr{E}$, and $\tilde{f}=g \circ f \circ g^{-1}$ satisfies the twist condition $I I(\tilde{f})$ of Proposition 2.1. Then $\tilde{f} \in \mathscr{E}$ and $P_{f}=P_{\tilde{f}} \circ g_{*}+$ const.

This proposition will be proven in Sect. 9.

## 6. Straightening Transformations

Let $f \in \mathscr{E}$ and $\mathcal{Z}=\operatorname{graph} \psi \in \mathcal{Z}$ be a zero curve invariant with respect to $f$. A straightening transformation $g: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ for the pair $(f, \jmath)$ is defined by the formula $g(x, y)=(\tilde{x}, \tilde{y})$, where

$$
\begin{equation*}
\tilde{x}=x+\varepsilon \tilde{y}, \quad \tilde{y}=y-\psi(x) . \tag{6.1}
\end{equation*}
$$

This transformation is exact if $\varepsilon \neq 0$. The generating function of $g$ has the form:

$$
\begin{equation*}
L_{g}(x, \tilde{x})=-\int_{0}^{x} \psi(\tau) d \tau+\frac{1}{2 \varepsilon}(x-\tilde{x})^{2} \tag{6.2}
\end{equation*}
$$

Note that $\beta(\mathfrak{z})=0$ is equivalent to the condition (L1) for $L_{g}$.
Proposition 6.1. Let $g$ be a straightening transformation for the pair $(f, \mathfrak{\jmath})$. If $\varepsilon$ is sufficiently small then $\tilde{f}=g \circ f \circ g^{-1}$ satisfies the twist condition $I I(\tilde{f})$ of Proposition 2.1.

Proposition 6.1 will be proven in Sect. 10.
Proposition 5.1 shows that in this case $\tilde{f} \in \mathscr{E}$ and $P_{f}=P_{\tilde{f}} g_{*}+$ const. Moreover, the straightening transformation transforms the invariant curve $z$ into the $x$-axis. So it is sufficient to prove Theorem A for the case when $\mathfrak{z}$ is the $x$-axis.

## 7. Proof of Theorem A

We may assume that $f \in \mathscr{E}_{+}$and

$$
\begin{equation*}
\pi_{2} f(x, 0)=0 \quad \text { for all } \quad x \in \mathbb{R} \tag{7.1}
\end{equation*}
$$

Let us calculate the derivatives of the function $F(x, y)$ given by (4.2)

$$
\begin{align*}
\frac{\partial F(x, y)}{\partial x} & =\left.\frac{\partial L\left(x, x^{\prime}\right)}{\partial x}\right|_{x^{\prime}=\pi_{1} f(x, y)}+\left.\frac{\partial L\left(x, x^{\prime}\right)}{\partial x^{\prime}}\right|_{x^{\prime}=\pi_{1} f(x, y)} \cdot \frac{\partial \pi_{1} f(x, y)}{\partial x} \\
& =-y+y^{\prime} \frac{\partial \pi_{1} f(x, y)}{\partial x},  \tag{7.2}\\
\frac{\partial F(x, y)}{\partial y} & =\left.\frac{\partial L\left(x, x^{\prime}\right)}{\partial x^{\prime}}\right|_{x^{\prime}=\pi_{1} f(x, y)} \cdot \frac{\partial \pi_{1} f(x, y)}{\partial y}=y^{\prime} \frac{\partial \pi_{1} f(x, y)}{\partial y} \tag{7.3}
\end{align*}
$$

In these formulas $y^{\prime}=\pi_{2} f(x, y)$. Since $f$ is area and orientation preserving, the condition (7.1) gives

$$
\left.\frac{\partial \pi_{1} f(x, 0)}{\partial x} \cdot \frac{\partial \pi_{2} f(x, y)}{\partial y}\right|_{y=0}=1
$$

Thus $\frac{\partial \pi_{1} f(x, 0)}{\partial x}$ does not vanish and is positive because of commuting property of

$$
\begin{gather*}
f: \pi_{1} f(x+1, y)=\pi_{1} f(x, y)+1 . \text { So }\left.\frac{\partial \pi_{2} f(x, y)}{\partial y}\right|_{y=0}>0 \text { and } \\
y=0 \Leftrightarrow y^{\prime}=0, \\
y>0 \Leftrightarrow y^{\prime}>0,  \tag{7.4}\\
y<0 \Leftrightarrow y^{\prime}<0 .
\end{gather*}
$$

Since $f \in \mathscr{E}_{+}$we have

$$
\begin{equation*}
\frac{\partial \pi_{1} f(x, y)}{\partial y}>0 \tag{7.5}
\end{equation*}
$$

One can easily deduce from (7.2)-(7.5) that the graph of $F$ is channelwise, i.e. $F$ is constant on the $x$-axis and strictly increases if one moves in both $y$-directions. The statement of Theorem A is then the consequence of Proposition 3.1. If $f \in \mathscr{E}_{-}$one should change the sign in (7.5) by the opposite one. So the graph of function $F$ would be humpwise and we make sure of the validity of Remark 4.1.

## 8. Existence of an Incommensurate Phase

Let the Lagrangian $L\left(x, x^{\prime}\right)$ have the form

$$
\begin{equation*}
L\left(x, x^{\prime}\right)=\alpha V(x)+F\left(x^{\prime}-x-\gamma\right), \tag{8.1}
\end{equation*}
$$

as we have discussed in Sect. 1. Here $\alpha$ is a small parameter, $F(y)$ and $V(x)$ are $C^{\infty}$-functions defined on the real axis and satisfying the following conditions: $F(0)$ $=F^{\prime}(0)=0, F^{\prime \prime}(y) \geqq$ const $>0, \forall y \in \mathbb{R}, V(x+1)=V(x), \forall x \in \mathbb{R}$. The corresponding transformation $f_{\alpha, \gamma}$ is $f_{\alpha, \gamma}(x, y)=\left(x^{\prime}, y^{\prime}\right)$, where

$$
\begin{equation*}
x^{\prime}=x+\gamma+\left(F^{\prime}\right)^{-1}\left(y^{\prime}\right), \quad y^{\prime}=y+\alpha V^{\prime}(x) \tag{8.2}
\end{equation*}
$$

As a consequence of Theorem A we have that the unique incommensurate phase with irrational ratio of periods $\omega$ in the one-dimensional chain with potential energy (1.1) exists if the transformation $f_{\alpha, \gamma}$ have the zero invariant curve $\mathfrak{z} \in \mathcal{Z}$ with rotation number $\omega$. We shall prove the existence of such a curve using the KAM theory in a modified form due to Zehnder [10] and Hamilton [11]. To apply the KAM theory we must take $\omega$ satisfying the following arithmetical condition:

$$
\begin{equation*}
|n \omega-m| \geqq c_{0} n^{-\sigma}, \quad \forall n, m \in \mathbb{Z}, \quad n \neq 0 \tag{8.3}
\end{equation*}
$$

where $c_{0}>0, \sigma>1$.
Theorem B. Let $\omega$ satisfy the arithmetical condition (8.3). Then there exists a $C^{\infty}$-function $\gamma(\alpha), 0 \leqq \alpha<\alpha_{0}=\alpha_{0}\left(V, F, c_{0}, \sigma\right)$ such that the transformation $f_{\alpha, \gamma(\alpha)}$ has an invariant zero curve $3_{\omega, \alpha} \in 3$ with rotation number $\omega$. Such a curve is unique and $C^{\infty}$-depending on $\alpha: 3_{\omega, 0}$ is the $x$-axis, $\gamma(0)=\omega$.
Proof. We shall apply the implicit function theorem with a quadratic error (see [11, Theorem 3.3.1, on p. 211]). So we consider the spaces $\mathscr{F}=C^{\infty}\left(S^{1}, \mathbb{R}^{2}\right) \times \mathbb{R}^{2}$, $\mathscr{G}=\mathbb{R}, \mathscr{H}=C^{\infty}\left(S^{1}, \mathbb{R}^{2}\right) \times \mathbb{R}$, where $S^{1}$ is the circle $S^{1}=\mathbb{R} / \mathbb{Z}$, and the map $A: \mathscr{F} \times \mathscr{G} \rightarrow \mathscr{H}$ defined by formulas $A(\varphi, \alpha)=\left(A_{1}, A_{2}\right), \varphi=(\jmath, \gamma, \delta) \in \mathscr{F}, \alpha \in \mathscr{G}$, $A_{1} \in C^{\infty}\left(S^{1}, \mathbb{R}^{2}\right), A_{2} \in \mathbb{R}$,

$$
\begin{equation*}
A_{1}(\varphi, \alpha)(t)=弓(t+\omega)-f_{\alpha, \gamma, \delta}(\jmath(t)), \quad A_{2}(\varphi, \alpha)=\beta(\jmath) . \tag{8.4}
\end{equation*}
$$

Instead of the transformation $f_{\alpha, \gamma}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ we shall consider the transformation $f_{\alpha, \gamma, \delta}: S^{1} \times \mathbb{R} \rightarrow S^{1} \times \mathbb{R}$, which is defined by formulas $f_{\alpha, \gamma, \delta}(x, y)=\left(x^{\prime}, y^{\prime}\right)$,

$$
\begin{equation*}
x^{\prime}=x+\gamma+\left(F^{\prime}\right)^{-1}\left(y^{\prime}\right)(\bmod 1), \quad y^{\prime}=y+\delta+\alpha V^{\prime}(x), \tag{8.5}
\end{equation*}
$$

introducing an additional parameter $\delta$. The lifting of $f_{\alpha, \gamma, \delta}$ on $\mathbb{R}^{2}$ is exact if and only if $\delta=0$, then it coincides with $f_{\alpha, \gamma}$. Supplying the space in question by appropriate systems of norms we turn them into so-called Frechet tame spaces, and the map $A$ becomes the tame map (see [11]). If we take $\varphi_{0}=(0, \omega, \omega), \alpha=0$, then

$$
\begin{equation*}
A\left(\varphi_{0}, 0\right)=0 \tag{8.6}
\end{equation*}
$$

One can compute the derivative $D_{\varphi} A(\varphi, \alpha)$ of the map $A$ as follows:

$$
\begin{aligned}
D_{\varphi} A(\varphi, \alpha) \tilde{\varphi}= & \left(D_{\varphi} A_{1}(\varphi, \alpha) \tilde{\varphi}, D_{\varphi} A_{2}(\varphi, \alpha) \tilde{\varphi}\right), \quad \tilde{\varphi}=(\tilde{\jmath}, \tilde{\gamma}, \tilde{\delta}), \\
D_{\varphi} A_{1}(\varphi, \alpha) \tilde{\varphi}(t)= & \tilde{\jmath}(t+\omega)-d f_{\alpha, \gamma, \delta}(\tilde{z}(t)) \tilde{3}(t)-\tilde{\gamma} e_{1}-\tilde{\delta} e_{2}, \\
& e_{1}=(1,0), \quad e_{2}=(0,1) \in \mathbb{R}^{2}, \\
D_{\varphi} A_{2}(\varphi, \alpha) \tilde{\varphi}= & \int_{0}^{1}\left[\pi_{2} z(t) d \pi_{1} \tilde{\jmath}(t)+\pi_{2} \tilde{\jmath}(t) d \pi_{1} \tilde{\jmath}(t)\right] .
\end{aligned}
$$

We take the basis $\{v(t), w(t)\}$ in the tangent space to $\mathbb{R}^{2}$ at the point $\mathfrak{z}(t)$, putting $v(t)=\frac{d_{3}(t)}{d t}, d x \wedge d y(v(t), w(t))=1$, and the basis $(v(t+\omega), w(t+\omega))$ in the tangent space to $\mathbb{R}^{2}$ at the point $f(z(t))$. Then in these basises the matrix of $d f$ takes the form

$$
\left(\begin{array}{cc}
1 & a(t)  \tag{8.7}\\
0 & 1
\end{array}\right)+\left(\begin{array}{cc}
-A_{11}^{\prime}(t) & 0 \\
-A_{12}^{\prime}(t) & A_{11}^{\prime}(t) b(t)-A_{12}^{\prime}(t) a(t)
\end{array}\right)
$$

where $A_{11}(t)$ and $A_{12}(t)$ are the components of $A_{1}(\varphi, \alpha)(t)$ in the basis $\{v(t+\omega), w(t+\omega)\}$. Let us construct the approximate right inverse operator $\mathbf{V}(\varphi, \alpha): \mathscr{H} \rightarrow \mathscr{F}$, provided $(\varphi, \alpha)$ is sufficiently close to $\left(\varphi_{0}, 0\right)$. For $h=\left(h_{1}, h_{2}\right) \in \mathscr{H}$ $=C^{\infty}\left(S^{1}, \mathbb{R}^{2}\right) \times \mathbb{R}$, we denote by $h_{11}(t)$ and $h_{12}(t)$ the components of $h_{1}(t)$ in the basis $\{v(t+\omega), w(t+\omega)\}$. We shall define the operator $\mathbf{V}(\varphi, \alpha)$ by the formula $\mathbf{V}(\varphi, \alpha) h=(\tilde{\jmath}, \tilde{\gamma}, \widetilde{\delta})$, where $\tilde{\mathfrak{\jmath}} \in C^{\infty}\left(S^{1}, \mathbb{R}^{2}\right), \tilde{\gamma}, \widetilde{\delta} \in \mathbb{R}$ are defined as a solution of the following system:

$$
\begin{array}{r}
\tilde{\tilde{z}}_{1}(t+\omega)-\tilde{z}_{1}(t)-a(t) \tilde{\tilde{z}}_{2}(t)-a_{11}(t) \tilde{\gamma}-a_{21}(t) \tilde{\delta}=h_{11}(t), \\
\tilde{\tilde{j}}_{2}(t+\omega)-\tilde{\tilde{z}}_{2}(t)-a_{12}(t) \tilde{\gamma}-a_{22}(t) \tilde{\delta}=h_{12}(t), \\
\int_{0}^{1}\left[\pi_{2 z}(t) d \pi_{1} \tilde{\jmath}(t)+\pi_{2} \tilde{\tilde{z}}(t) d \pi_{1}(t)\right]=h_{2}, \\
\int_{0}^{1} \tilde{z}_{1}(t) d t=0, \\
-\int_{0}^{1} a_{12}(t) d t \tilde{\gamma}-\int_{0}^{1} a_{22}(t) d t \tilde{\delta}=\int_{0}^{1} h_{12}(t) d t,  \tag{8.9}\\
-\int_{0}^{1} a(t) \tilde{\tilde{z}}_{2}(t) d t-\int_{0}^{1} a_{11}(t) d t \tilde{\gamma}-\int_{0}^{1} a_{21}(t) d t \tilde{\delta}=\int_{0}^{1} h_{11}(t) d t .
\end{array}
$$

Here $\tilde{\mathfrak{J}}_{1}(t)$ and $\tilde{\jmath}_{2}(t)$ are the components of $\tilde{\jmath}(t)$ in the basis $\{v(t), w(t)\} ; a_{i j}(t)$ are the components of $e_{i}$ in the basis $\{v(t+\omega), w(t+\omega)\}$. We shall require the periodicity of $\tilde{\mathfrak{b}}_{j}(t)$ with period 1.

The solution of (8.8) is

$$
\begin{equation*}
\tilde{\mathfrak{z}}_{j}(t)=\sum_{n \neq 0}\left(e^{i n 2 \pi \omega}-1\right)^{-1} \tilde{h}_{j n}+\tilde{\mathfrak{z}}_{j 0} \tag{8.10}
\end{equation*}
$$

where $\tilde{h}_{j n}, j=1,2$, are the Fourier coefficients of the functions $h_{11}(t)+a(t)+a_{11}(t) \tilde{\gamma}$ $+a_{21}(t) \tilde{\delta}, h_{12}(t)+a_{12}(t) \tilde{\gamma}+a_{22}(t) \tilde{\delta}$, respectively, $\tilde{\mathfrak{z}}_{j 0} \in \mathbb{R}$. Note that (8.9) give us the zero Fourier coefficients $\tilde{h}_{j 0}, j=1,2$. Let us consider (8.9) as the system of equations with respect to real variables ( $\left.\tilde{3}_{10}, \tilde{3}_{20}, \tilde{\gamma}, \tilde{\delta}\right)$. This system is linear. If $(\varphi, \alpha)$ is sufficiently close to ( $\left.\varphi_{0}, 0\right)$, then the determinant of the system (8.9) is separated from zero, and ( $\left.\tilde{\mathfrak{z}}_{10}, \tilde{3}_{20}, \tilde{\gamma}, \tilde{\delta}\right)$ are smooth functions of $(\varphi, \alpha)$. We can solve the last pair of equations (8.9) separately and substitute $(\tilde{\gamma}, \tilde{\delta})$ into (8.8). Then $\tilde{\mathcal{j}}_{j}(t)$ will be defined by (8.10), where $\tilde{3}_{j 0}$ in turn will be defined as the solution of the first pair of (8.9).

We have

$$
\begin{equation*}
D_{\varphi} A(\varphi, \alpha) \mathbf{V}(\varphi, \alpha) h=h+\mathscr{2}(A, h), \tag{8.11}
\end{equation*}
$$

where

$$
\begin{gathered}
\mathscr{2}(k, h)=\left(\mathscr{Q}_{11}, \mathscr{Q}_{12}, 0\right) \in \mathscr{H}, \\
\mathscr{Q}_{11}(t)=k_{11}^{\prime}(t)(\mathbf{V}(\varphi, \alpha) h)_{11}(t), \\
\mathscr{Q}_{12}(t)=k_{12}^{\prime}(t)(\mathbf{V}(\varphi, \alpha) h)_{11}(t)+\left(k_{12}^{\prime}(t) a(t)-k_{11}^{\prime}(t)\right)(\mathbf{V}(\varphi, \alpha))_{12}(t) .
\end{gathered}
$$

Let $U \subset \mathscr{F} \times \mathscr{G}$ be a sufficiently small neighbourhood of $\left(\varphi_{0}, 0\right)$, in which the preceding considerations are valid. The maps $\mathbf{V}: U \times \mathscr{H} \rightarrow \mathscr{F}$ and $\mathscr{2}: U \times \mathscr{H} \times \mathscr{H} \rightarrow \mathscr{H}$ satisfy all the conditions of Hamilton's theorem 3.3.1 [11], and we can assert the existence of solution $(3, \gamma, \delta)$ of the system $A(\varphi, \alpha)=0$ in some neighbourhood of $\alpha=0$ smoothly dependent on $\alpha$. The curve $z$ will be the invariant zero curve with respect to $f_{\alpha, \gamma, \delta}$ having rotation number $\omega$. Since $f_{\alpha, \gamma, \delta}$ preserves area and has an invariant curve, its lifting is exact, and so $\delta=0$. The uniqueness of the invariant circle with irrational rotation number is proved in [6, Proposition 4.1].

## 9. Proof of Propositions 2.1 and 5.1

Lemma 9.1. Let $f \in \mathscr{D}$, then $I(f) \wedge I I(f) \Leftrightarrow \exists C^{\infty}$-function $L: \mathbb{R}^{2} \rightarrow \mathbb{R}$, satisfying conditions (L2) and (L3) of Sect. 2.

Proof. $\Leftarrow$ Let $f(x, y)=\left(x^{\prime}, y^{\prime}\right)$. (L3) yields

$$
\begin{equation*}
y^{\prime} d x^{\prime}-y d x=d L\left(x, x^{\prime}\right) \tag{9.1}
\end{equation*}
$$

and $d y^{\prime} \wedge d x^{\prime}=d y \wedge d x$, so $I(f)$ is valid. By differentiating the equation $y=-\frac{\partial L\left(x, x^{\prime}\right)}{\partial x}$, one can write

$$
\begin{equation*}
1=-\frac{\partial^{2} L\left(x, x^{\prime}\right)}{\partial x \partial x^{\prime}} \cdot \frac{\partial \pi_{1} f(x, y)}{\partial y} \tag{9.2}
\end{equation*}
$$

which yields the equivalency of (L2) and $I I(f)$.
$\Rightarrow)$ Consider the function $\Phi(y)=\pi_{1} f(x, y)-x^{\prime}$, provided $x$ and $x^{\prime}$ are fixed. Condition $I I(f)$ yields

$$
\begin{equation*}
\left|\frac{d \Phi(y)}{d y}\right| \geqq c_{0}>0, \tag{9.3}
\end{equation*}
$$

so $\Phi: \mathbb{R} \rightarrow \mathbb{R}$ is the bijection. Define the function $g: \mathbb{R}^{2} \rightarrow \mathbb{R}$, which is the unique solution of the equation

$$
\begin{equation*}
\pi_{1} f\left(x, g\left(x, x^{\prime}\right)\right)=x^{\prime} \tag{9.4}
\end{equation*}
$$

It follows from (9.2) that $g \in C^{1}$. Let

$$
\begin{equation*}
g^{\prime}\left(x, x^{\prime}\right)=\pi_{2} f\left(x, g\left(x, x^{\prime}\right)\right) \tag{9.5}
\end{equation*}
$$

Consider the 1 -form

$$
\begin{equation*}
\omega=g^{\prime}\left(x, x^{\prime}\right) d x^{\prime}-g\left(x, x^{\prime}\right) d x \tag{9.6}
\end{equation*}
$$

Since $I(f)$ holds, this form is closed, i.e. exact (in $\mathbb{R}^{2}$ ). Therefore, there exists $L \in C^{2}\left(\mathbb{R}^{2}, \mathbb{R}\right)$ such that $\omega=d L$. Equations (9.4)-(9.6) yield (L3), (9.2) yields (L2).

Proof of Proposition 2.1. Since Lemma 9.1 holds, it is enough to check that for $\forall f \in \mathscr{D}$,

$$
\begin{equation*}
I(f) \wedge I I(f) \Rightarrow[I I I(f) \Leftrightarrow(\mathrm{L} 1) \text { for the generating function of Lemma 9.1]. } \tag{9.7}
\end{equation*}
$$

Let $I(f) \wedge I I(f)$ be fulfilled. Since Lemma 9.1 holds, there exists a $C^{2}$-function $L\left(x, x^{\prime}\right)$ for which (L2) and (L3) are fulfilled. Let $\mathfrak{z} \in \mathcal{Z}$ be a curve passing through the points $\left(x_{0}, y_{0}\right)$ and $\left(x_{0}+1, y_{0}\right)$. From (L3) it follows that $-y d x+y^{\prime} d x^{\prime}$ $=d L\left(x, x^{\prime}\right)$, where $\left(x^{\prime}, y^{\prime}\right)=f(x, y)$. Integrating along the segment, connecting points $\left(x_{0}, y_{0}\right)$ and $\left(x_{0}+1, y_{0}\right)$, one gets

$$
\begin{equation*}
-\int_{x_{0}}^{x_{0}+1} \psi(x) d x+\int_{x_{0}}^{x_{0}+1} \tilde{\psi}(x) d x=L\left(x_{0}+1, x_{0}^{\prime}+1\right)-L\left(x_{0}, x_{0}^{\prime}\right), \tag{9.8}
\end{equation*}
$$

where graph $\psi=\mathfrak{3}$, graph $\tilde{\psi}=\tilde{\mathfrak{z}}=f(\mathfrak{3})$. This identity proves the required equivalence.

Proof of Proposition 5.1. The variables in the following formulas are related as it is shown in the diagram

$$
\begin{align*}
& (x, y) \stackrel{f}{\mapsto}\left(x^{\prime}, y^{\prime}\right) \\
& g \downarrow  \tag{9.9}\\
& (\tilde{x}, \tilde{y}) \stackrel{g}{\mapsto}\left(\tilde{x}^{\prime}, \tilde{y}^{\prime}\right) .
\end{align*}
$$

As $\tilde{f}=g \circ f \circ g^{-1}$, then

$$
\begin{equation*}
d \tilde{f}(\tilde{x}, \tilde{y})=d g\left(x^{\prime}, y^{\prime}\right) \cdot d f(x, y) \cdot[d g(x, y)]^{-1} \tag{9.10}
\end{equation*}
$$

[see the notations in (2.1) and (9.9)].
The estimate (D3) for $\widetilde{f}$ follows from the inequality $\|d \tilde{f}\| \leqq 8\|d g\|^{2}\|d f\|$, which in its turn follows from (9.10), (2.1)-(2.2). We introduce the following notations: $L\left(x, x^{\prime}\right)=L_{f}\left(x, x^{\prime}\right), S(x, \tilde{x})=L_{g}(x, \tilde{x}), \tilde{L}\left(\tilde{x}, \tilde{x}^{\prime}\right)$ is the generating function for $\tilde{f}$, which exists since Lemma 9.1 holds. According to the definition of generating functions we have

$$
\begin{align*}
d S(x, \tilde{x}) & =-y d x+\tilde{y} d \tilde{x}, \\
d S\left(x^{\prime}, \tilde{x}^{\prime}\right) & =-y^{\prime} d x^{\prime}+\tilde{y}^{\prime} d \tilde{x}^{\prime}  \tag{9.11}\\
d L\left(x, x^{\prime}\right) & =-y d x+y^{\prime} d x^{\prime} \\
d \tilde{L}\left(\tilde{x}, \tilde{x}^{\prime}\right) & =-\tilde{y} d \tilde{x}+\tilde{y}^{\prime} d \tilde{x}^{\prime} .
\end{align*}
$$

Hence it follows that

$$
\begin{align*}
& d\left[L\left(x, x^{\prime}\right)-\tilde{L}\left(\tilde{x}, \tilde{x}^{\prime}\right)\right]=d\left[S(x, \tilde{x})-S\left(x^{\prime}, \tilde{x}^{\prime}\right)\right]  \tag{9.12}\\
& L\left(x, x^{\prime}\right)-\tilde{L}(\tilde{x}, \tilde{x})=S(x, \tilde{x})-S\left(x^{\prime}, \tilde{x}\right)+\text { const } \tag{9.13}
\end{align*}
$$

As the functions $L$ and $S$ possess the property (L1), then from (9.13) it follows that the same is true for $\tilde{L}$. From Proposition 2.1 and (9.7) it follows that $\tilde{f} \in \mathscr{E}$. Let us reproduce (9.13) expressing all the terms as the functions of $(x, y)$ [see diagram (9.9)]. Let

$$
\begin{gathered}
F_{1}(x, y)=L\left(x, \pi_{1} f(x, y)\right), \quad F_{2}(x, y)=\tilde{L}\left(\pi_{1} g(x, y), \pi_{1} \tilde{f} \circ g(x, y)\right), \\
F_{3}(\tilde{x}, \tilde{y})=\tilde{L}\left(\tilde{x}, \pi_{1} \tilde{f}(\tilde{x}, \tilde{y})\right), \quad F_{4}(x, y)=S\left(x, \pi_{1} g(x, y)\right), \\
F_{5}(x, y)=S\left(\pi_{1} f(x, y), \pi_{1} \tilde{f} \circ g(x, y)\right) .
\end{gathered}
$$

According to the definition,

$$
\begin{equation*}
F_{2}=g^{*} F_{3}, \quad F_{5}=f^{*} F_{4} . \tag{9.14}
\end{equation*}
$$

Calculating the value of $\mu \in \mathfrak{M}_{f}$ on the left and right of (9.13), we have

$$
\begin{equation*}
P_{f}(\mu)-P_{\widetilde{f}} g_{*}(\mu)=\mu\left(F_{4}\right)-f_{*} \mu\left(F_{4}\right)+\text { const } . \tag{9.15}
\end{equation*}
$$

The terms containing $\mu$ in the right part of ( 9.15 ) cancel out due to the invariance of $\mu$ with respect to $f$.

## 10. Proof of Proposition 6.1

We use formula (9.10) substituting for $d g(x, y)$ the explicitly calculated matrix. Let $d f(x, y)=\left\{f_{i k}(x, y)\right\}_{i, k=1}^{2}$. Then in terms of the diagram (9.9)

$$
\begin{align*}
\frac{\partial \pi_{1} \tilde{f}(\tilde{x}, \tilde{y})}{\partial \tilde{y}}= & f_{12}(x, y)-\varepsilon\left[f_{11}(x, y)+f_{12}(x, y)\left(\psi^{\prime}\left(x^{\prime}\right)+\psi^{\prime}(x)\right)-f_{22}(x, y)\right] \\
& +\varepsilon^{2}\left[\psi^{\prime}\left(x^{\prime}\right) f_{11}(x, y)-\psi^{\prime}(x) f_{22}(x, y)+\psi^{\prime}\left(x^{\prime}\right) \psi^{\prime}(x) f_{12}(x, y)-f_{21}(x, y)\right] \tag{10.1}
\end{align*}
$$

Due to (D3) the coefficients at $\varepsilon$ and $\varepsilon^{2}$ in the right part of (10.1) are uniformly bounded. Since $I I(f)$ holds, $\left|f_{12}(x, y)\right| \geqq c_{0}>0$. If $\varepsilon$ is sufficiently small, the right part of (10.1) is separated from zero.

## 11. Proof of Remark 4.2

The map $g(x, y)=(\tilde{x}, \tilde{y})$, where $\tilde{x}=x, \tilde{y}=y-\alpha$ transforms the curve $z$ invariant with respect to $f$ into zero curve $\tilde{\mathcal{J}}$ invariant with respect to $\tilde{f}=g \circ f \circ g^{-1}$. It is easy to see that $\tilde{f} \in \mathscr{E}$, and $L_{\tilde{f}}(\tilde{x}, \tilde{x})=L_{f}(\tilde{x}, \tilde{x})+\alpha(\tilde{x}-\tilde{x})$, and

$$
\begin{equation*}
P_{\overparen{f}} g_{*}(\mu)=P_{f}^{(\alpha)}(\mu) \stackrel{\text { def }}{=} \int\left(L_{f}\left(x, x^{\prime}\right)+\alpha\left(x-x^{\prime}\right)\right) d \mu \tag{11.1}
\end{equation*}
$$

Since $g_{*}$ maps measures $\mu \in \mathfrak{M}_{f}$ with supp $\mu \subset_{\mathfrak{z}}$ into measures $\tilde{\mu} \in \mathfrak{M}_{\tilde{f}}$ with $\operatorname{supp} \tilde{\mu} \subset \tilde{3}$, and is a bijection, then Remark 4.2 follows from Theorem A and formula (11.1).
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