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1 Introduction

The relaxation phenomena occurs in many physical applications, including gas dynamics
away from thermo-equilibrium, chromatography, river flow, traffic flow, reacting flow and
etc; see for instance [33]. In this paper, we consider the compressible Euler equations with
relaxation  ρt +(ρu)x = 0,

(ρu)t +(ρu2 +P(ρ))x =
Q(ρ)−ρu

τ
.

(1.1)

Here ρ,u and P denote the density, velocity and pressure. Assuming the flow is a poly-
tropic perfect gas with the adiabatic exponent γ, then P(ρ) = P0ργ, γ > 1, where P0 is a
positive constant. τ denotes the relaxation time. Without loss of generality, we take P0 = 1

γ
,

τ = 1 throughout this paper. Since the particle velocity is not well-defined at vacuum, the
momentum m = ρu is often used to rewrite (1.1) as follows:

ρt +mx = 0,

mt +
(m2

ρ
+P(ρ)

)
x
= Q(ρ)−m.

(1.2)

The system (1.2) is supplemented by the following initial value and boundary conditions:
ρ(x,0) = ρ0(x), m(x,0) = m0(x), 0 < x < 1,
m|x=0 = 0, m|x=1 = 0, t ≥ 0,
m0(0) = m0(1) = 0,Z 1

0
ρ0(x) dx = ρ

∗ > 0.

(1.3)

The last condition in (1.3) is imposed to avoid the trivial case: ρ ≡ 0.
It is clear that the system (1.2) is hyperbolic with characteristic speeds

λ1 =
m
ρ
−ρ

θ, λ2 =
m
ρ

+ρ
θ, (1.4)

with θ =
γ−1

2
. The corresponding Riemann invariants are

w =
m
p

+
ρθ

θ
,z =

m
p
− ρθ

θ
. (1.5)

The nonlinearity of the problem, along with the degeneracy at vacuum where ρ = 0 and
relaxation effect in the source term, gives the system (1.2) rich phenomena to study. The
vanishing relaxation limit of (1.1) as τ → 0 toward the equilibrium system

ρt +Q(ρ)x = 0 (1.6)

and the related wave stability problem in large time are two significant problems. In the
past two decades, the mathematical theories on hyperbolic conservation laws with relax-
ation have been developed extensively since the pioneer work of Liu [22]. Both the zero
relaxation limit and the nonlinear stability of elementary waves were studied in a great deal,
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see [2], [3], [17], [8],[9], [10], [11], [12], [16], [17], [18], [19], [20], [21], [25], [26], [27],
[28], [29], [34], [35], [37] and [38] for a limited partial list of references. The purpose of
current paper is to study the fundamental problems on the global existence of weak solution
and the large time behavior of the the solutions to (1.2)–(1.3).

It has been a general belief that the nonlinearity and hyperbolicity lead to the blow up
of smooth solutions in finite time when the dissipation in the source term can not win the
compitition for some initial data. For the system (1.2), the study of [34] and [19] clearly
shows that when initial data is not restricted in certain range, the solution will break down
in finite time. Therefore, as in current paper, when the intial data could be large and rough,
the weak solution is the choice. We now give the defintion of the weak solution to our
problem.

Definition 1.1. For every T > 0, we define a weak solution of (1.2)-(1.3) to be a pair
of bounded measurable functions v(x, t) = (ρ(x, t),m(x, t)) satisfying the following pair of
integral identities:

Z T

0

Z 1

0
(ρφt +mφx) dxdt +

Z
t=0

ρ0φ dx = 0, (1.7)Z T

0

Z 1

0

(
mφt +

(m2

ρ
+P(ρ)

)
φx

)
dxdt

+
Z T

0

Z 1

0
(Q(ρ)−m)φ dxdt +

Z
t=0

m0φ dx = 0, (1.8)

for all φ ∈C∞
0 (IT ) satisfying φ(x,T ) = 0 for 0 ≤ x ≤ 1 and φ(0, t) = φ(1, t) = 0 for t ≥ 0,

where IT = (0,1)× (0,T ). Moreover, (ρ,m) satisfy the initial boundary conditions (1.3) in
the sense of trace.

In order to identify the physical relevant weak solutions, the entropy addmissible con-
dition is often imposed, motivated by the second law of thermodynamics. For system (1.2),
the entropy and entropy flux pairs are defined as follows.

Definition 1.2. A pair of functions η(ρ,m) and q(ρ,m) is called an entropy-entropy flux
pair if it satisfies the following equations

∇q = ∇η∇ f ,

where

f = (m,
m2

ρ
+P(ρ)).

Among all entropies, the most natural entropy is the mechanical energy

ηe(ρ,m) =
m2

2ρ
+

ργ

γ(γ−1)
,

which plays a very important role in estimates for entropy dissipation measures.
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Definition 1.3. The weak solution v(x, t) = (ρ(x, t),m(x, t)) defined in Definition 1.1 is
said to be entropy admissible if for any convex entropy η and associated entropy flux q, the
following entropy inequality holds

ηt +qx +ηm(m−Q(ρ))≤ 0, (1.9)

in the sense of distribution.

Regarding the study of the L∞ weak entropy solution of hyperbolic system with source
term, very few references are available. Concerning to our system (1.2), a closely related
system is the compressible Euler equations with linear damping where Q(ρ) = 0. For the
latter system, the existence of weak entropy solutions and large time behavior has been stud-
ied in [4, 13, 14, 32] for Cauchy problem, and in [30] for initial boundary value problem.
Motivated by the method in [13, 14, 30], we shall constructs the global L∞ entropy weak
solutions to (1.2)-(1.3) by means of Godunov scheme and the compensation compactness
frameworks see [5, 6, 23, 24]. Based on the entropy dissipation and energy method, the
exponential decay of any L∞ weak entropy solutions to the equilibrium state is shown under
some assumptions on relaxation term Q(ρ).

On the way to our goal, one interesting issue is to solicite the appropriate conditions to
ensure the uniform L∞ estimate for the solutions and the stability of the equilibrium (ρ∗,0)
under any perturbation with finite amplitude. In the traditional setting, the sub-characteristic
condition

λ1 < Q′(ρ) < λ2 (1.10)

is often proposed to ensure at least the linear stability of the equilibrium with small per-
turbation; see for instance [3] and [33]. However, in the context of stability with large
amplitude perturbation, the sub-characteristic condition (1.10) seems not enough to ensure
the stability. Indeed, since one expects Q(ρ) and m approch to each other, some deeper
relations are waiting for further investigations. We shall propose some in this paper as an
attemp in this direction.

For this purpose, we define the following quantity

α0 = max{sup
x

w0(x),− inf
x

z0(x)}, (1.11)

which will measure the L∞ bounds of the solution. Here, w0 and z0 are initial Riemann
invariants. For the convenience of presentation, we also introduce the following notations

f1(ρ,ρ∗) = P(ρ)−P(ρ∗)−P′(ρ∗)(ρ−ρ
∗)≡ f2(ρ,ρ∗)(ρ−ρ

∗)2,

f3(ρ,ρ∗) = [P(ρ)−P(ρ∗)](ρ−ρ
∗)≡ f4(ρ,ρ∗)(ρ−ρ

∗)2,

f5(ρ,ρ∗) =
Q(ρ)−Q(ρ∗)

ρ−ρ∗
.

(1.12)

Clearly, the above functions fi are well defined when ρ 6= ρ∗, the difference quotients will
be replaced by the corresponding derivatives when ρ = ρ∗ for the defintion of f2, f4 and f5.

In section 3, the following assumption on Q(ρ) plays an important role in the proof of
uniform L∞ bound for solutions to (1.2)-(1.3).
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(A1) For 0 ≤ ρ ≤ (θα0)1/θ, Q(ρ) is C2 and it holds that

|Q(ρ)| ≤ ρ

(
α0−

ρθ

θ

)
, (1.13)

where α0 is defined in (1.11).

Remark 1.4. This assumption simply askes the bounds on Q(ρ) near vacuum and the large
ρ. One observes that from (1.13) that Q(0) = 0 which is necessary to confirm that (0,0)

is a solution to (1.2)-(1.3). Since
Q(ρ)

ρ
is the difference quotient of Q(ρ) over the interval

[0,ρ], the inequality (1.13) is closely related to the sub-characteristic condition (1.10). The

exisitence of such Q(ρ) is obivious. For example, we can take Q(ρ) = ερ(α0 −
ρθ

θ
), or

Q(ρ) = ερ(
ρθ

θ
−α0), where 0 ≤ ε ≤ 1. It is also worthy to remark that the right hand side

of (1.13) with θ = 1 appears in the traffic flow models, see [33].

To investigate the large time behavior of weak entropy solutions to the initial boundary
value problem (1.2)-(1.3), we will need the following strong sub-slope condition on Q(ρ).

(A2) There are a1 > 0, a2 > 0, a3 > 0 and 1/a1 + 1/a2 + 1/a3 = 1 such that, for
0 < ρ ≤ M, it holds that

f4(ρ,ρ∗) >
a1M

ρ
[ f5(ρ,ρ∗)]2, (1.14)

and
8C∗

a2a3
f4(ρ,ρ∗)≥ [ f5(ρ,ρ∗)]2, (1.15)

where C∗ =
1
γ
(ρ∗)γ−1.

Remark 1.5. This condition states some relation on the slopes of P and Q. We thus call it
the strong sub-slope condition. The assumption (1.14) implies that

P(ρ)−P(ρ∗)
ρ−ρ∗

≥
(Q(ρ)−Q(ρ∗)

ρ−ρ∗

)2
,

which implies the sub-characteristic condition (1.10) when
m
ρ

= 0. We remark that sub-

characteristic condition involves the velocity
m
ρ

, which does not appear in the limiting

equation (1.6). However, at the equilibrium where m = Q, (A2) is very close to the sub-
characteristic condition. Condition (A2) gives a global picture between P and Q without
involving the velocity, which will give us some advantage in the proof of large time asymp-
totic behavior of weak solutions in section 4.

The plan of the rest of this paper is organized as follows. In section 2 we give some
elementary notations and basic facts. The main results will also be stated there. In sec-
tion 3, the global existence of L∞ weak entropy solutions will be proved. Finally, we will
investigate the large time behavior of any L∞ weak solutions in section 4.
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2 Preliminaries and main results

In this section, we will present some preliminaries for the foundation of our studies in next
sections.

The homogeneous system corresponding to system of (1.2) reads
ρt +mx = 0,

mt +
(m2

ρ
+P(ρ)

)
x
= 0.

(2.1)

For a smooth solution, (2.1) can be rewritten as

vt +∇ f (v)vx = 0, (2.2)

where v = (ρ,m)T , f (v) = (m,m2/ρ+ργ/γ)T , and

∇ f =

 0 1

−m2

ρ2 +ρ
γ−1 2m

ρ

 . (2.3)

The eigenvalues of (2.3) are

λ1 =
m
ρ
−ρ

θ, λ2 =
m
ρ

+ρ
θ, (2.4)

and the Riemann invariants are

w =
m
ρ

+
ρθ

θ
, z =

m
ρ
− ρθ

θ
,

for θ = (γ−1)/2. We note that (w,z) satisfies
zt +λ1zx =

Q(ρ)
ρ

− m
ρ

wt +λ2wx =
Q(ρ)

ρ
− m

ρ

(2.5)

For the Riemann problem
(2.2), t > 0, x ∈ R,

(ρ,m)|t=0 =
{

(ρl,ml), x < 0,
(ρr,mr), x > 0,

(2.6)

where ρl,ρr,ml and mr are constants satisfying 0 ≤ ρl,ρr, |ml/ρl|, |mr/ρr| < ∞, there are
two distinct types of rarefaction waves and shock waves, called elementary waves, which
are labelled 1-rarefaction or 2-rarefaction waves and 1-shock or 2-shock waves, respec-
tively.

Lemma 2.1. There exists a global weak entropy solution of (2.6) which is piecewise smooth
function satisfying

w(x, t) = w(
x
t
)≤ max{w(ρl,ml),w(ρr,mr)},

z(x, t) = z(
x
t
)≥ min{z(ρl,ml),z(ρr,mr)},

w(x, t)− z(x, t)≥ 0.
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It follows that the region Λ = {(ρ,m) : w ≤ w0,z ≥ z0,w− z ≥ 0} is an invariant region
for the Riemann problem (2.6).

Lemma 2.2. If {(ρ,m) : a ≤ x ≤ b} ⊂ Λ, then( 1
b−a

Z b

a
ρ dx,

1
b−a

Z b

a
m dx

)
∈ Λ. (2.7)

Lemma 2.3. For the mixed problem
(2.2), t > 0, x > 0,
(ρ,m)|t=0 = (ρ0,m0), x > 0,
m|x=0 = 0, t ≥ 0,

(2.8)

where (ρ0,m0) are constants, there exists a weak entropy solution in the region {(x, t) : x ≥
0, t ≥ 0} satisfying the following estimates

w(x, t)≤ max{w(ρ0,m0),−z(ρ0,m0)},
z(x, t)≥ z(ρ0,m0) and w(x, t)− z(x, t)≥ 0.

Similarly, we can solve the following mixed problem in the region {(x, t) : x≤ 1, t ≥ 0}
(2.2), t > 0, x < 1,
(ρ,m)|t=0 = (ρ0,m0), x < 1,
m|x=1 = 0, t ≥ 0.

(2.9)

The weak solution for (2.9) satisfies the following estimates

z(x, t)≥ min{z(ρ0,m0),−w(ρ0,m0)},
w(x, t)≤ w(ρ0,m0) and w(x, t)− z(x, t)≥ 0.

Lemma 2.4. Suppose that (ρ(x, t),m(x, t)) is a solution to (2.6) or (2.8) or (2.9). Then
the jump strength of m(x, t) across an elementary wave can be dominated by that of ρ(x, t)
across the same elementary wave, i.e.,

across a shock wave: |mr −ml| ≤C|ρr −ρl|,
across a rarefaction wave: |m−ml| ≤C|ρ−ρl| ≤C|ρr −ρl|,

where C depends only on the bounds of ρ and |m|.

Lemma 2.5. For any ε > 0, there exist constants h > 0 and k > 0 such that the solution of
(2.6) in the region {(x, t) : |x|< h,0 ≤ t < k} satisfiesZ h

−h
|ρ(x, t)−ρ(x,0)| dx ≤Chε, 0 ≤ t ≤ k, (2.10)

where C depends only on the bounds of ρ and |m|, and the mesh lengths h and k satisfy

maxi=1,2 sup |λi(ρ,m)|< h
2k

.
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Theorem 2.6. Assume that the initial data (ρ0,m0) satisfy the following conditions

0 ≤ ρ0(x)≤ M1, ρ0 6≡ 0, |m0(x)| ≤ M2ρ0(x),

for some positive constants Mi(i = 1,2). And assume Q(ρ) satisfies the assumption (A1).
Then, for γ > 1, there exists a positive constant M, the initial boundary value problem
(1.2)-(1.3) has a global weak solution (ρ(x, t),m(x, t)) satisfying the following estimates
and entropy condition

0 ≤ ρ(x, t)≤ M, |m(x, t)| ≤ Mρ a.e.,Z T

0

Z 1

0
(η(ρ,m)ψt +q(ρ,m)ψx) dxdt +

Z T

0

Z 1

0
ηm(ρ,m)(Q(ρ)−m)ψ dxdt ≥ 0,

for all weak and convex entropy pairs (η,q) for (1.2)-(1.3) and for all nonnegative smooth
functions ψ ∈C1

0(IT ).

Theorem 2.7. Let (ρ,m) be any L∞ entropy weak solution of the initial boundary problem

(1.2)-(1.3), satisfying
Z 1

0
ρ0(x) dx = ρ

∗, Q(ρ∗) = 0 and

0 ≤ ρ(x, t)≤ M < ∞, |m(x, t)| ≤ M1ρ(x, t),

where M and M1 are positive constants. And assume Q(ρ) satisfies the assumption A(2).
Then, there exist constants C > 0 and δ > 0 depending on γ,ρ∗,M and initial data such that

‖(ρ−ρ
∗,m)(·, t)‖2

L2([0,1]) ≤Ce−δt .

3 Global existence of weak entropy solutions

We begin with the construction of approximate solution by modified Godunov Scheme in
the spirit of operator splitting. Let us take the space mesh length h = 1/N, where N is a
positive integer. The time mesh length k = k(h) will be determined later so that the Courant-
Friedrich-Lewy condition

max
i=1,2

(sup |λi(v)|) <
h
2k

(3.1)

holds for a given T > 0. We partition the interval [0,1] into cells, with the j−th cell centered
at x j = jh, j = 1, · · · ,N−1, and denote ti by ik. Set x0 = 0 and xN = 1. Now we consider the
solution vh = (ρ

h
,mh)

T of the Riemann problems (2.6) in the region R1
j ≡ {(x, t) : x j− 1

2
≤

x < x j+ 1
2
,0 ≤ t < k} :

∂

∂t
vh +

∂

∂x
f (vh) = 0,

vh|t=0 =
{

(ρ0
j ,m

0
j), x < x j,

(ρ0
j+1,m

0
j+1), x > x j, j = 1, · · · ,N−1,

(3.2)

where
ρ

0
j =

1
h

Z x j

x j−1

ρ0(x) dx, m0
j =

1
h

Z x j

x j−1

m0(x) dx, for j = 1, · · · ,N. (3.3)
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At the same time we also solve the mixed problem (2.8) and (2.9) with (ρ0
1,m

0
1) and

(ρ0
N ,m0

N), in regions {(x, t) : 0≤ x < x1/2,0≤ t < k} and {(x, t) : xN−1/2 ≤ x < 1,0≤ t < k},
respectively. Then we set, for 0 ≤ x ≤ 1, 0 ≤ t < k,

vh(x, t) = (ρh(x, t),mh(x, t))T ,
ρh(x, t) = ρ

h
(x, t),

mh(x, t) = mh(x, t)−mh(x, t)t +Q(ρ
h
(x, t))t

(3.4)

and
v1

j =
1
h

Z x j

x j−1

vh(x, t1−0) dx, j = 1, · · · ,N. (3.5)

Next we will define approximate solutions vh for ti ≤ t < ti+1 through using approximate
solutions defined in 0 ≤ t < ti. Suppose that we have defined approximate solutions vh(x, t)
for 0 ≤ t < ti. we then define approximate solutions for 0 ≤ x ≤ 1, ti ≤ t < ti+1 as follows

vh(x, t) = (ρh(x, t),mh(x, t))T ,
ρh(x, t) = ρ

h
(x, t),

mh(x, t) = mh(x, t)−mh(x, t)(t− ti)+Q(ρ
h
(x, t))(t− ti)

(3.6)

where vh(x, t) = (ρ
h
(x, t),mh(x, t)) are piecewise-smooth functions defined as solutions of

Riemann problems in the region Ri+1
j ≡ {(x, t) : x j− 1

2
≤ x < x j+ 1

2
, ti ≤ t < ti+1} :

(2.2),

vh(x, t)|t=ti =
{

vi
j, x < x j,

vi
j+1, x > x j, j = 1, · · · ,N−1,

(3.7)

and as solutions of mixed problems in the two side regions Ri+1
0 = {(x, t) : 0≤ x < x1/2, ti ≤

t < ti+1} and Ri+1
N = {(x, t) : xN−1/2 ≤ x < 1, ti ≤ t < ti+1}:

(2.2), t > ti, x > 0,
vh|t=ti = vi

1, x > 0,
mh|x=0 = 0,

(3.8)

and 
(2.2), t > ti, x < 1,
vh|t=ti = vi

N , x < 1,
mh|x=1 = 0.

(3.9)

And we set
vi+1

j =
1
h

Z x j

x j−1

vh(x, ti+1−0) dx, 1 ≤ j ≤ N. (3.10)

Therefore the approximate solutions vh = (ρh,mh) are well defined in the region {0 ≤
x ≤ 1,0 ≤ t ≤ T} for any T > 0 since ρ

h
≥ 0.

For ti ≤ t < ti+1, due to (2.5), we can obtain the expression of (wh(x, t),zh(x, t)) as
follows:

wh(x, t) = wh(x, t)−
wh + zh

2
(t− ti)+

Q(ρ
h
)

ρ
h

(t− ti),

zh(x, t) = zh(x, t)−
wh + zh

2
(t− ti)+

Q(ρ
h
)

ρ
h

(t− ti),
(3.11)
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where wh and zh are Riemann invariants corresponding to the Riemann solution vh.
We prove the following uniform bound for the approximate solutions.

Lemma 3.1. Suppose that the initial data (ρ0,m0) satisfy the following conditions:

0 ≤ ρ0(x)≤ M1, ρ0 6≡ 0, |m0(x)| ≤ M2ρ0(x). (3.12)

And assume Q(ρ) satisfies the assumption (A1). Then the approximate solutions (ρh,mh)
derived by the Godunov scheme are uniformly bounded in the region ĪT ≡ {(x, t) : 0 ≤ x ≤
1,0 ≤ t ≤ T} for any T > 0; that is, there is a constant C independent of t such that

0 ≤ ρh(x, t)≤C, |mh(x, t)| ≤Cρh(x, t). (3.13)

Proof. Assume that 0 < k < 1. Firstly, for 0 ≤ t < t1, the Riemann invariant properties
imply that

wh(x, t)≤ α0, zh(x, t)≥−α0, and wh(x, t)− zh(x, t)≥ 0,

where
α0 = max{sup

x
w0(x),− inf

x
z0(x)}. (3.14)

Then it holds that

0 ≤ ρ
h
(x, t)≤ (θα0)1/θ, |mh(x, t)| ≤ α0ρ

h
(x, t).

From (A1), we have

wh(x, t) = wh(x, t)(1− t)+
[wh− zh

2
+

Q(ρ
h
)

ρ
h

]
t

≤ wh(x, t)(1− t)+
(ρθ

h
θ

+
Q(ρ

h
)

ρ
h

)
t

≤ wh(x, t)(1− t)+α0t
≤ α0,

(3.15)

and

zh(x, t) = zh(x, t)(1− t)+
[Q(ρ

h
)

ρ
h

−
wh + zh

2
]
t

= zh(x, t)(1− t)+
(Q(ρ

h
)

ρ
h

−
ρθ

h
θ

)
t

≥ zh(x, t)(1− t)−α0t
≥−α0.

(3.16)

Inductively, we can prove that for ti ≤ t < ti+1,

wh(x, t)≤ α0, zh(x, t)≥−α0, wh(x, t)− zh(x, t) = wh(x, t)− zh(x, t)≥ 0.

Then there is a constant C > 0 independent of h,k and t such that

0 ≤ ρh(x, t)≤C, |mh(x, t)| ≤Cρh(x, t).

This completes the proof of Lemma 3.1.
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Finally, we can choose the time mesh length k = k(h). Let

λ = max
i=1,2

{
sup

0≤ρ≤C,|m|≤Cρ

|λi(ρ,m)|
}

,

then we take

k =
T
n

, where n = max
{[4λT

h

]
+1,

[T
2

]
+1

}
.

For this k, both the CFL condition and 0 < k < 1 hold.
Set g(v) = (0,Q(ρ)−m)T . Then (1.2)-(1.3) can be rewritten as

vt + f (v)x = g(v),
v(x,0) = v0(x), x ∈ (0,1),
m(0, t) = m(1, t) = 0.

(3.17)

In the following, we will show that the approximate solutions constructed above admit
a convergent subsequence whose limit is a weak entropy solution of problem (1.2)-(1.3).
The convergence is achieved by the compensated compactness, the boundary conditions
are verified in the sense of trace.

In view of the uniform L∞ estimates given in Lemma 3.1, and the specific structure
of system (1.2), then it is standard to apply the compensated compactness framework to
the approximate solution {vh}, to conclude that there exists a convergent subsequence, still
labeled {vh}, such that

(ρh(x, t),mh(x, t))→ (ρ(x, t),m(x, t)) a.e. (3.18)

Clearly, there is a positive constant C such that

0 ≤ ρ(x, t)≤C, |m(x, t)| ≤Cρ(x, t) a.e.. (3.19)

For any φ ∈C∞(ĪT ) satisfying φ(x,T ) = 0, φ(0, t) = φ(1, t) = 0, we consider the following
integral identity Z T

0

Z 1

0
(ρhφt +mhφx) dxdt +

Z
t=0

ρhφ dx = A(φ)+R(φ), (3.20)

where

A(φ) = ∑
i, j

Z x j

x j−1

(ρi
h−ρ

i
j)φ

i dx,

R(φ) = ∑
i, j

Z ti+1

ti

Z x j

x j−1

(mh−mh)φx dxdt,

with ρ
i
h = ρ(x, ti − 0). Similar to [31], with the help of Hölder inequality and the uniform

bound of vh, we have

A(φ)≤Ch1/2‖φ‖C1 → 0, as h → 0. (3.21)

R(φ)≤∑
i, j

Z ti+1

ti

Z x j

x j−1

|(Q(ρ
h
)−mh)(t− ti)||φx| dxdt

≤Ch‖φ‖C1 → 0, as h → 0. (3.22)
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Then from (3.21)-(3.22), it gives

lim
h→0

Z T

0

Z 1

0
(ρhφt +mhφx) dxdt + lim

h→0

Z
t=0

ρhφ dx = 0. (3.23)

By virtue of the dominated convergence theorem to (3.23), we getZ T

0

Z 1

0
(ρφt +mφx) dxdt +

Z
t=0

ρ0(x)φ dx = 0. (3.24)

For every function φ ∈C1(ĪT ) satisfying φ(x,T ) = 0 for 0 ≤ x ≤ 1 and φ(0, t) = φ(1, t) = 0
for t ≥ 0, we consider the integral identityZ T

0

Z 1

0
(mhφt + f1(vh)φx +V (vh)φ) dxdt +

Z
t=0

mhφ dx = B(φ)+S(φ), (3.25)

with f1(v) = m2/ρ+ργ/γ, V (v) = Q(ρ)−m, and

B(φ) = ∑
i, j

Z x j

x j−1

(mi
h−mi

j)φ
i dx+∑

i, j

Z ti+1

ti

Z x j

x j−1

V (vh)φ dxdt,

S(φ) = ∑
i, j

Z ti+1

ti

Z x j

x j−1

[(mh−mh)φt

+( f1(vh)− f1(vh)φx +(V (vh)−V (vh))φ] dxdt.

Using the uniform bound of vh and |mh−mh| ≤ k(|mh|+C′|ρ
h
|), we have

S(φ)≤Ch‖φ‖C1 → 0, as h → 0. (3.26)

Due to mi
h = mi

h +
R ti+1

ti V (vi
h) dt, then B(φ) can be bounded by

B(φ) = ∑
i, j

Z x j

x j−1

(mi
h−mi

j)(φ
i−φ

i
j) dx

+∑
i, j

Z ti+1

ti

Z x j

x j−1

V (vh)(φ−φ
i
j) dxdt

+∑
i, j

Z ti+1

ti

Z x j

x j−1

[V (vh)−V (vi
h)]φ

i
j dxdt

≤Ch1/2‖φ‖C1 +Ch‖φ‖C1 +Cε‖φ‖∞,

where ε is an arbitrarily small constant. Then, it implies

B(φ)→ 0, as h → 0, ε → 0. (3.27)

Then due to (3.26)-(3.27) and the dominated convergence theorem, we obtainZ T

0

Z 1

0

(
mφt +

(m2

ρ
+P(ρ)

)
φx

)
dxdt

+
Z T

0

Z 1

0
(Q(ρ)−m)φ dxdt +

Z
t=0

m0φ dx = 0. (3.28)
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For every weak and convex entropy pair (η,q) and every nonnegative smooth function
ψ which has a compact support in IT , we study the integral identityZ T

0

Z 1

0
(η(vh)ψt +q(vh)ψx) dxdt = A(ψh)+R(ψh)+Σ(ψh)+S(ψh), (3.29)

where

A(ψh) = ∑
i, j

Z x j

x j−1

[η(vi
h)−η(vi

j)]ψ(x, ti) dx,

R(ψh) = ∑
i, j

Z x j

x j−1

[η(vi
h)−η(vi

h)]ψ(x, ti) dx,

Σ(ψh) =
Z T

0
Σ{σ[η]− [q]}ψ(x(t), t) dt,

S(ψh) =
Z T

0

Z 1

0
[η(vh)−η(vh)]ψt +[q(vh)−q(vh)]ψx dxdt.

Since (η,q) is a convex entropy pair and ψ ≥ 0, similar to [31], we have

A(ψh)≥∑
i, j

Z x j

x j−1

[η(vi
h)−η(vi

j)](ψ
i−ψ

i
j) dx

≥−Chα−1/2‖ψ‖Cα
0
, 1/2 ≤ α ≤ 1, (3.30)

Σ(ψh)≥ 0, (3.31)

S(ψh)≥−Ch‖ψ‖H1
0
, (3.32)

R(ψh) = ∑
i, j

Z x j

x j−1

Z 1

0
∇η(vi

h +θ(vi
h− vi

h))(v
i
h− vi

h)dθψ
i dx

≥−∑
i

Z 1

0

(Z 1

0
ηm(vi

h +θ(vi
h− vi

h))dθ · [Q(ρi
h
)−mi

h](t− ti)ψi
)

dx

−Ch. (3.33)

With the help of these above inequalities and the fact that vh → v a.e., letting h → 0, then
we have the following entropy conditionZ T

0

Z 1

0
(η(v)ψt +q(v)ψx) dxdt +

Z T

0

Z 1

0
ηm(v)V (v)ψt dxdt ≥ 0. (3.34)

Now we turn to the boundary conditions of weak solutions. The exact meaning of traces
for weak solutions is given below. Let v(x, t) = (ρ(x, t),m(x, t)) be a weak solution of (1.2)
obtain in (3.18). We introduce the generalized function A : C1

0(R2) → R2 as follows: for
φ ∈C1

0(R2),

A(φ) =−
Z T

0

Z 1

0
[vφt + f (v)φx +g(v)φ] dxdt, (3.35)

with f (v) = (m,m2/ρ+ργ/γ)T , g(v) = (0,Q(ρ−m))T .
We take smooth ζ0(t),ζT (t),ξ0(x),ξ1(x) with

ζ0(0) = 1, ζ0(T ) = 1; ζT (0) = 0, ζT (T ) = 1;
ξ0(0) = 1, ξ0(T ) = 1; ξT (0) = 0, ξT (T ) = 1.

(3.36)
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For any χ(x), we define the generalized functions:

v∗(·,0)(χ) = A(χ ·ζ0)−χ(0)A(ξ0 ·ζ0)−χ(1)A(ξ0 ·ζ0);
v∗(·,T )(χ) =−A(χ ·ζT )+χ(0)A(ξ0 ·ζT )+χ(1)A(ξ0 ·ζT );
f ∗(v)(0, ·)(χ) = A(ξ0 ·χ);
f ∗(v)(1, ·)(χ) =−A(ξ1 ·χ),

where χ ·ζ0(x, t) = χ(x)ζ0(t) and so mean the tensor product.
Then we define the trace of v along the segments (0,1)×{0} and (0,1)×{T}, and the

trace of f (v) along the segments {0}×(0,T ) and {1}×(0,T ) respectively as v∗(·,0),v∗(·,T ), f ∗(v)(0, ·)
and f ∗(v)(1, ·). Similarly, for any t ∈ (0,T ), we can also define v∗(·, t) as the trace of v along
the segment (0,1)×{t}. For any x ∈ (0,1), we can also define f ∗(v)(x, ·) as the trace of
f (v) along the segment {x}× (0,1).

Similar to [7], we have the following lemma.

Lemma 3.2. Let v satisfy (1.2) in distributional sense, then

v∗(·,0)|(0,1), v∗(·,T )|(0,1) ∈ L∞
loc(0,1)

f ∗(v)(0, ·)|(0,T ), f ∗(v)(1, ·)|(0,T ) ∈ L∞
loc(0,T ),

and ∀ φ ∈C1
0(R2),

Z T

0

Z 1

0
[vφt + f (v)φx +g(v)φ] dxdt

=
Z 1

0
v∗(x,T )φ(x,T );dx−

Z 1

0
v∗(x,0)φ(x,T ) dx (3.37)

+
Z T

0
f ∗(v)(1, t)φ(1, t) dt−

Z T

0
f ∗(v)(0, t)φ(0, t) dt.

Theorem 3.3. Let vh(x, t) = (ρh(x, t),mh(x, t)) be the approximate solutions of (1.2)-(1.3)
constructed in this section and v(x, t) = (ρ(x, t),m(x, t)) be the limit function obtained in
(3.18). Then v = (ρ,m) satisfy the initial-boundary conditions

m∗(0, t) = m∗(1, t) = 0, t ∈ (0,T ) (3.38)

v∗(x,0) = v0(x), x ∈ (0,1). (3.39)

Proof. From (1.7)- (1.8), it gives, for any φ ∈C1
0(R2), that

lim
h→0

[Z T

0

Z 1

0
[vhφt + f (vh)φx +g(vh)φ] dxdt +

Z
t=0

vhφ dx−
Z

t=T
vhφ dx

]
= 0,

which implies

Z T

0

Z 1

0
[vφt + f (v)φx +g(v)φ] dxdt + lim

h→0

[Z
t=0

vhφ dx−
Z

t=T
vhφ dx

]
= 0, (3.40)
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Inserting (3.37) into (3.40), we get

lim
h→0

[Z
t=T

vhφ dx−
Z

t=0
vhφ dx

]
=

Z 1

0
v∗(x,T )φ(x,T ) dx−

Z 1

0
v∗(x,0)φ(x,0) dx (3.41)

+
Z T

0
f ∗(v)(1, t)φ(1, t) dt−

Z T

0
f ∗(v)(0, t)φ(0, t) dt.

So the first component of above equality readsZ 1

0
ρ
∗(x,T )φ(x,T ) dx−

Z 1

0
ρ
∗(x,0)φ(x,0) dx+

Z T

0
m∗(v)(1, t)φ(1, t) dt

−
Z T

0
m∗(v)(0, t)φ(0, t) dt +

Z
t=0

ρ0(x)φ dx−
Z

t=T
ρφ dx = 0.

(3.42)

Taking φ(x, t) = ζ(x)χ(t) ∈C1
0(R2) with ζ,χ ∈C1

0(R), and χ(0) = 1,χ(T ) = 0,ζ(0) =
ζ(1) = 0 in (3.41), we haveZ 1

0
ρ
∗(x,0)ζ(x) dx =

Z 1

0
ρ0(x)ζ(x) dx,

which implies ρ∗(x,0) = ρ0(x) on (0,1).
Similarly, using the second component of (3.41), it is easy to show that m∗(x,0) =

m0(x) on (0,1). Taking φ(x, t) = ζ(x)χ(t) ∈C1
0(R2) with ζ,χ ∈C1

0(R), and χ(0) = χ(T ) =
0,ζ(0) = 1,ζ(1) = 0 in (3.41), one can getZ 1

0
m∗(0, t)ξ(t) dx = 0.

Therefore m∗(0, t) = 0 on (0,T ). It is similar to obtain that m∗(1, t) = 0 on (0,T ). This
completes the proof Theorem 3.3

4 Large time behavior of weak solution

In this section, we will prove the asymptotic behavior of the weak solution, namely, The-
orem 2.7. For this purpose, we assume that (ρ,m) is an entorpy weak solution in L∞ such
that

0 ≤ ρ ≤ M, |m(x, t)| ≤C0ρ(x, t)

for some positive constants M and C0.
Due to conservation law of total mass, we haveZ 1

0
ρ(x, t) dx =

Z 1

0
ρ0(x) dx = ρ

∗ > 0. (4.1)

Without the loss of generality, we assume ρ∗ < M, otherwise one has ρ ≡ M and m =
Q(M) = 0, the trivial constant solution, or inconsistance in the case Q(M) 6= 0. For the
same reason, we require in Theorem 2.7 the condition

Q(ρ∗) = 0,
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to ensure (ρ∗,0) a equilibrium solution to (2)-(3).
In order to control the sigularity near vacuum, the following lemma proved in [30] plays

an important role.

Lemma 4.1. Let 0 ≤ ρ ≤ M < ∞. There are positive constants C1, C2 and C3 such that

C1 ≤ f2(ρ,ρ∗), f4(ρ,ρ∗)≤C2, f1(ρ,ρ∗)≤C3 f3(ρ,ρ∗). (4.2)

This lemma is a direct consequence of the mean value theorem for P(ρ).

Remark 4.2. We remark that, due to the convexity of P(ρ) = 1
γ
ργ, it is clear that

f4(ρ,ρ∗)≥ f4(0,ρ∗) =
1
γ
(ρ∗)γ−1 ≡C∗.

Set
y =−

Z x

0
(ρ−ρ

∗)dr, (4.3)

then
yx =−(ρ−ρ

∗), yt = m. (4.4)

Due to the conservation of mass we have

y(0) = y(1) = 0. (4.5)

The momentum equation becomes

ytt + yt +
(m2

ρ

)
x
+(P(ρ)−P(ρ∗))x = Q(ρ). (4.6)

Multiplying y with (4.6) and integrating the resulting equation over [0,1], we have

d
dt

Z 1

0
(yty+

1
2

y2) dx+
Z 1

0
( f3(ρ,ρ∗)− y2

t −
m2

ρ
yx) dx

=
Z 1

0
(Q(ρ)−Q(ρ∗))y dx.

(4.7)

Let

ηe =
m2

2ρ
+

P(ρ)
γ−1

, qe =
m3

2ρ2 +
ργ−1m
γ−1

be the mechanical energy and related flux, respectively. We define

η∗ = ηe−
1

γ−1
P′(ρ∗)(ρ−ρ

∗)− 1
γ−1

P(ρ∗). (4.8)

Thus, by the definition of weak entropy solution, the following entropy inequality holds in
the sense of distribution:

η∗t +
1

γ−1
[P′(ρ∗)(ρ−ρ

∗)]t +qex +
m2

ρ
− m

ρ
Q(ρ)≤ 0. (4.9)
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By the conservation of mass and theory of divergence-measure fields [1], we have

d
dt

Z 1

0
η∗ dx+

Z 1

0

(y2
t

ρ
− m

ρ
Q(ρ)

)
dx ≤ 0. (4.10)

Now we add (4.7) to (4.10)×λ0, for some λ0 > 2M chosen later,

d
dt

E(t)+D(t)≤ 0, (4.11)

where

E(t) =
Z 1

0
(λ0η∗+ yyt +

1
2

y2) dx,

D(t) =
Z 1

0

(
λ0−ρ∗

ρ
y2

t −λ0
m
ρ

Q(ρ)+ f3(ρ,ρ∗)− (Q(ρ)−Q(ρ∗))y
)

dx.
(4.12)

We note, from (4.4), that

D(t) =
Z 1

0
(
λ0−ρ∗

ρ
y2

t +λ0
1
ρ

f5(ρ,ρ∗)ytyx + f4(ρ,ρ∗)y2
x + f5(ρ,ρ∗)yxy) dx

≡
Z t

0
I1 + I2 dx,

where

I1 =
λ0−ρ∗

ρ
y2

t +λ0
1
ρ

f5(ρ,ρ∗)ytyx +
1
a1

f4(ρ,ρ∗)y2
x

I2 = (
1
a2

+
1
a3

) f4(ρ,ρ∗)y2
x + f5(ρ,ρ∗)yxy.

(4.13)

Due to λ0 > 2M, it holds that
λ0−ρ∗

ρ
≥ 1. (4.14)

Now we claim that there is a positive constant δ0 > 0, such that

λ0 = 2M +δ0, (4.15)

satisfying

2

√
λ0−ρ∗

ρ

√
f4(ρ,ρ∗)

a1
>

λ0

ρ
f5(ρ,ρ∗), (4.16)

or equivalently

( f5(ρ,ρ∗))2

ρ2 λ
2
0−

4
a1ρ

f4(ρ,ρ∗)λ0 +
4ρ∗

a1ρ
f4(ρ,ρ∗) < 0,

for all ρ ∈ [0,M]. In fact, one can define the polynomial in λ,

F(λ) =
( f5(ρ,ρ∗))2

ρ2 λ
2− 4

a1ρ
f4(ρ,ρ∗)λ+

4ρ∗

a1ρ
f4(ρ,ρ∗).
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It is easy to verify that under the assumption of (1.14),

F(2M) <−4(M−ρ∗)
a1ρ

f4(ρ,ρ∗)

≤−4(M−ρ∗)
a1M

C∗ < 0,

Therefore, by the continuity of F(λ), there is a δ0 > 0 such that

F(2M +δ0) <−2(M−ρ∗)
a1M

C∗. (4.17)

This verifies our claim (4.15). We now fix this λ0. With the help of the estimate (4.17), we
conclude that there is a δ1 > 0 and C4 > 0 such that

δ1(
y2

t

ρ
+ y2

x)≤ I1 ≤C4(
y2

t

ρ
+ y2

x). (4.18)

We now take care of I2. Using the Poincaré’s inequality for y,Z 1

0
y2 dx ≤ 1

2

Z 1

0
y2

x dx,

one has
1
a3

Z 1

0
f4(ρ,ρ∗)y2

x dx ≥ C∗

a3

Z 1

0
y2

x dx ≥ 2C∗

a3

Z 1

0
y2 dx. (4.19)

Thus we have Z 1

0
I2 dx ≥

Z 1

0

{ 1
a2

f4(ρ−ρ
∗)y2

x + f5(ρ,ρ∗)yxy+
2C∗

a3
y2

}
dx.

The assumption (1.15) implies

0 ≤
Z 1

0
I2 dx ≤C5

Z t

0
y2

x dx, (4.20)

for some positive constant C5. This estimate, together with (4.18) leads to

δ1

Z 1

0
(
y2

t

ρ
+ y2

x) dx ≤ D(t)≤ (C4 +C5)
Z 1

0
(
y2

t

ρ
+ y2

x) dx. (4.21)

We now turn to E(t). Using the expression of η∗, we have

E(t) =
Z 1

0
(

λ0

2ρ
y2

t + yyt +
1
2

y2 +
λ0

γ−1
f1(ρ,ρ∗)) dx. (4.22)

In view of Lemma 4.1, one has

C6y2
x ≤

λ0

γ−1
f1(ρ,ρ∗)≤C7y2

x , (4.23)

for two positive constants C6 and C7.
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By the fact that λ0 = 2M +δ0 and 0 ≤ ρ ≤ M < ∞, we haveZ 1

0

(
λ0

2ρ
y2

t + yyt +
1
2

y2
)

dx ≥C8(
Z 1

0
y2

t dx+
Z 1

0
y2 dx)

≥C8

Z 1

0
y2

t dx,
(4.24)

for some postive constant C8. On the other hand, by Poincaré’s inequality and Cauchy-
Schwartz inequality, there is a positive constant C9 such thatZ 1

0

(
λ0

2ρ
y2

t + yyt +
1
2

y2
)

dx ≤C(
Z 1

0

y2
t

ρ
dx+

Z 1

0
y2 dx)

≤C9

Z 1

0
(
y2

t

ρ
+ y2

x) dx.
(4.25)

Therefore, we have the following estimate for E(t),

α

Z 1

0
(y2

t + y2
x) dx ≤ E(t)≤ βD(t), (4.26)

for some postive constant α and β. One thus concludes from (4.26) and (4.11) that

d
dt

E(t)+
1
β

E(t)≤ 0,

which leads to
E(t)≤ E(0)e−

1
β

t
. (4.27)

Finally, we have from (4.26) thatZ 1

0
y2

t +(ρ−ρ
∗)2 dx ≤ 1

α
E(0)e−

1
β

t
. (4.28)

This completes the proof of Theorem 2.7.
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