
METRIC ENTROPY AND APPROXIMATION1 

BY G. G. LORENTZ 

1. Introduction. The notion of metric entropy (called also e-
entropy) has been invented by Kolmogorov [16], [19] in order to 
classify compact metric sets according to their massivity. The basic 
definitions are as follows. 

Let A be a subset of a metric space X, and let e > 0 be given. A 
family C/i, • • • , Un of subsets of X is an e-covering of A if the diam­
eter of each Uk does not exceed 2e and if the sets Uk cover A. For a 
given €>0 , the number n depends upon the covering family, but 
Nt(A) =min n is an invariant of the set A. The logarithm 

(1) H.(A) = log N.(A) 

is the entropy of A. (Sometimes this definition is modified by assum­
ing that the sets Uk are balls of radius e.) 

Points yx, • • • , ym of A are called e-distinguishable if the distance 
between each two of them exceeds e. The number Me(A) =max m 
is an invariant of the set A, and 

(2) C.(A) = log M.(A) 

is called the capacity of A. The main general fact about C€(A) and 
H€(A) is the simple set of inequalities 

(3) CUA) g H.(A) £ C.(A). 

In general, Ct(A) and He(A) increase rapidly to + °° as e—>0; their 
asymptotic behavior serves to describe the compact set A. 

For the computation of the entropy of concrete sets of functions, 
Kolmogorov [16], [19], Vituskin [37] and others, have used different 
special devices. The results obtained were mainly valid for the uni­
form metric, and for sets A, whose approximation properties by poly­
nomials, or by arbitrary linear combinations of fixed functions were 
well known. More precisely, the sets A under consideration were sets 
A (A, <ï>) described below, or at least approximable by such sets. 

Let <!>= {<£i, • • • , <j>ni - • • } be a fundamental sequence of points in 
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a Banach space X, that is, a sequence of points whose linear combina­
tions are dense in X. 

Let A = {So, • • • , S», • • • } be a sequence of numbers for which 
S n>0, So^Si^ • • • , Sw—»0. The wth degree of approximation of an 
element ƒ £ X by the system $ is given by 

- n 

(4) En(f) = min ||/ - J2 «***||, w = 0, 1, • • • . 

The set A (A, <ï>) consists of all elements ƒ £ X which satisfy the in­
equalities £$(ƒ) ^ S n , n = 0, 1, • • • . A set -4 (A, <£) is sufficiently rich, 
because by a theorem of S. Bernstein (Davis [8, p. 332]), for each A 
there is an / E X for which E*(/) =S n , n = 0} 1, • • • . We shall call the 
sets A (A, <ï>) the jfoZZ approximation sets. 

Is it possible to develop a method for the evaluation of the entropy 
of each set A (A, <£)? We shall give a positive answer to this question. 
I t is remarkable that neither the structure of the sequence $, nor the 
properties of the norm of the space X are important for the final 
results. In this way we obtain a uniform derivation of known estimates 
(Kolmogorov's for the classes Af,«, Vituskin's for analytic functions) 
as well as new ones (for example, classes A?t« in the Lp-norm). 

As forerunners of our results we mention the computation of en­
tropies of ellipses by Kolmogorov and Tihomirov [19, p. 40] and 
Mitjagin [25], and papers of Brudnyï and Timan [5] and of Helem-
skiï and Henkin [14], which deal with arbitrary compacts in Hilbert 
and Banach spaces. 

For a general theory of entropy, the reader can consult the article 
[19] and the books of Vituskin [37] and Lorentz [24, Chapter 10]. 

The plan of this paper is as follows. In §2, we study some geometric 
properties of compacts in finitely and infinitely dimensional Banach 
spaces. In §3, our main results (Theorems 2 and 3) are established; 
they concern the entropy of full approximation sets. Their usefulness 
for the computation of entropies of concrete sets is illustrated in §5. 
Another application, in §4.2, is to the "stability" of the approximation 
of full approximation sets. The estimate E * ( / ) â ô n will not be 
essentially improved for most ƒ £ 4 (A, <E>) if $ is replaced by some 
other sequence SF, and even if one is allowed to select for each ƒ the 
most favorable from a countable set of sequences ^ i , ^ 2 , • • • . 

Another application of ideas of §3 is to theorems of Vituskin's type 
in Banach spaces: in §4.1 for linear approximation, in §7 to (piecewise) 
polynomial approximation. A very simple proof of Vituskin's theo­
rem for rational approximation in uniform norm is offered in §6. 
Finally, §5 contains a review of recent results on entropy. 
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2. Properties of ellipsoids and of full approximation sets. In this 
section we shall study the geometric and the measure-theoretic prop­
erties of certain sets. Let X be a Banach space, <3>= {<£i, $2, • • • } a 
fundamental sequence in X. Let Xn be the w-dimensional subspace of 
X spanned by <j>i, • • • , <£„. To certain subsets B of X we assign their 
"euclidean volume" | B | , by identifying it with the volume of the 
image of B in Rn under the map ai<£i+ • • • +#»<£*—>(&i, • • • , an). 
For k ^ n, the volume in the subspace Xk of Xw (and in subspaces of 
Xn parallel to Xk) will be denoted by | B | fc. 

In X n we consider the unit ball £/, balls C/r with center origin and 
radius r > 0 , and "ellipsoids" E = E(So, • • • , 8n_i), which consist of 
all points ai<£i+ • • • +an<j>n for which 

ai an 

— * 1 + • • • + * « G U. 
do dn-i 

If I U\ =XW, then | Ur\ =Xwrn, and 

(1) I E(ôo, • • • , 5n-i) I = Xn5o, • • • , 8»_i. 

A set A =A (So, • • • , 8»_i) is the set of all points / £ X n for which 
£? ( / )gS* , fc = 0, 1, • • - , n - l . 

LEMMA 1. .For /fee 6a// Ur of Xni and 0 < e ^ r , 

1 / r\n / r\n 

(2) - ( - ) ^ W r ) ^ 3 . ( - ) . 

PROOF. Let yu • • • , 3>m, m = Me(Ur) be a maximal set of e-distin-
guishable points of £/r. The closed balls with centers ji and radii e 
cover Ur. Comparing the euclidean volumes, we see that \ne

nMi{Ur) 

On the other hand, balls with centers yt and radii e/2 are disjoint, 
and contained in the ball Ur+e/2<ZUzr/2- I t follows \n(e/2)nM€(Ur) 
gX»(3r/2)». Thus, 

/ r\n / r\n 

(3) (—J £M.(Ur) ^*n{-) • 
Relation (2) follows from this and the inequalities M^M) ^Ne(A) 

£ MM). 

LEMMA 2. Let E be the ellipsoid £(S0 , • • • , 8n-i) 8 0 ^ • • • ^ 8 n _ i > 0 
m XM, Ze£ Ea®....4 &e ^ (fe —1)-dimensional section of E, g i^n fry Jfee 
relations ai = a%, i = k, • • • , n. If |X| ^ 1 cmd a/ =XaJ, i = fe, • • • , w, 
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(4) E ' ' I > I 77 ° ° 

PROOF. We put 

F - E a k , . . . t l 
0 

^—aJc • ' , - O n j 

t — Eak,--,ani 
„ 1 + X 1 - X 

The set F- is obtained from F by the mapping x—» — x and X n onto 
itself, hence | F_| = | F | . If x = (ai, • • • , an) GF", then 

1 + X o 1 — X o o / 
n. 

Moreover, since E is convex, F"CE. I t follows that F"CEa'k,...%dn 

= F'. 
By the theorem of Brun-Minkowski about mixed volumes [3, 

p. 88], 

. . 1 + X , , 1 - X , , . . 
\F"\> \F\+ \F\= \F\. 

Hence \F'\ ^\F\. 

THEOREM 1. Let E = E(ô0, • • • , ô„_i) and A=A(ô0, • • • , ôn-i) be 
subsets of Xn. Then their Euclidean volumes satisfy the relation 

(5) | £(ôo, • • • , ôn_x) | ^ | ,4(ôo, • • • , ôn_i) |. 

PROOF. The set A consists of all points x = aicj>i+ • • • +a n #» 
= (ai, • • • , an) £Xn for which 

mm Xi<l>i + • • • + Xn-i(j)n-.i + 
Ôn-1 

<\>n ^ 1 , 

(6) 
mm 

XI 

«2 an 

Xi<i>i H 02 + • * • H <t>n è 1 , 

ai an —- fa + • • • H <j>n 
OQ ÔQ 

while £ is given by one single inequality 

(7) — <t>l + * • • + <i>n 
00 On-1 

£U 

<: l . 
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We introduce intermediate sets Ak> k = 1, • • • , n — 1 in Xn. A point 
(#i, • • - , an) belongs to A & if and only if 

mm 
Xlt"-,Xn-l 

%l<t>l + + Xw_i#w_i + 
àn-l 

<t>n S 1 

(8) 
m m Xi<l>i + * • ' + Xk<l)k + <t>k+l + 

, On 
< 1 

ai 

So 
<t>i + 

dk~i dk 
H <Pk~l H <fe + + 

0»n 
<t>n ^ 1 . 

Conditions (8) contain n — k + l inequalities. All but the last one dis­
appear if k = n. Therefore, Ai = A> An=E. Hence all that we have 
to show is that \Ak\ S |-4*-i| for fe = 2, • • • , w. Let Gk, k~2> • • • , n 
be the n — ^-dimensional region of the change of a,k+i, • • • , an, given 
by the first n~k inequalities (8). Then 

Ak ~ I I -S**a*+ l /** - l . - " . *n - l«n /** - l l *^ fc+ l ' ' ' ddn 
J Gk 

= I dak+\ • • • dan I | Et 
J Gk J 

^k^kak+l/h-lf ,8n-ian/8k-i \k-V dak, 

where the last integral is extended over all ak for which 

m m Xi<l>i + + %k-l<t>k-l + 
dk 

•4>h + + Ôk-1 
<l>n < 1 . 

Applying Lemma 2, we obtain 

I -4*1 ^ I I •Ea*-iafc/*Jbf...,8n-1an/ai|*-irfa* d#w i fc- l 
ö * - i 

We now return to the full approximation sets A = 4̂ (A, 3>) in sepa­
rable Banach spaces X. I t is easy to see tha t each set A is compact. 
Their widths ([22], [33], [24]) can also be determined: 

(9) dn(A) = ôn » = 0, 1, 

Indeed, from the definition of A and the widths, dn(A) ^ôn. On the 
other hand, 4̂W = ^4(50, • • • , ô^-i) C.Xn contains the ball Uin_x of Xn. 
By Tihomirov's theorem [33, p. 84], [24, p. 137], in the space X, 
dn-i( Utn_J = ôn_i. Hence 
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dn-i(A) ^ dn-i(An) à ôn-i, n = 1, 2, • • • . 

LEMMA 3. Let A (A, <i>) be a full approximation set in the Banach space 
X, let A' ==A(ôo+2ôm • • • , ôn_i+2ôw) be a subset of Xn. Let B be the 
full approximation set of the factor space Y = X/Xn, which corresponds 
to the sequences dm §„+1, • • • and \//n, i/wi, • • • , where \[/it i = n, 
n + 1, • • • is the factor class which contains <£t-. If e = ei+e2, e i>0, 
€2>0, then 

(10) H€(A(A, *)) £ Hn(A') + H.%(B). 

PROOF. Let BQ be the set of all T / G ^ for which rfr\A(At <E>)F*0. 

Then 

(11) Bo C B. 

Indeed, let x G î / n 4 ( A ) ^ 0 . Since xÇzA(A)t there exists for each 
m ^ n a linear combination ai<j>i + • • • + dm(/>m for which 
\\x — (ai0i + • • • + am<t>m)\\ Û Sm. This implies 

\\v — (an^n + • • '+am\l/m)\\Y^Smi m^n. 

Hence rjÇEB. 
Assume now that A0 is the subset of X that consists of all points 

x with the property Ek(x) ^ 5& , k = 0, • • • , n — 1. Then for each class 
77 G F, the set 7/P\^40 has an e-net containing at most Ne(A(8ó +8n , 

• • * , Ôn- i+Ôn ' ) ) p o i n t s . 

For the proof, let rçH^o^O. If x G ^ ^ ^ o , we have p(x, Xn)fg5n ' . 
This implies that there exists a point #oG*7 with ||tfo|| ë=Sn'. Then 
rf = Xo+Xn. The sets r}r\Ao and C = 77n^4o — Xo are isometric, and it is 
sufficient to construct a required €-net for C in Xn. However, if yÇzC, 
then y = x — x0, xG-<4o, and £&(:y) ^ 8 / + | | x o | | ^ S / + S W ' , &<w. There­
fore, C(ZA(ÔQ + ô n , • • * , Sn'_i+Sn'), and the statement follows. 

We can now prove (10). Let e2<5w, let 771, • • • , rçm, m = N€2(Bo) be 
an e2-net for 2?0. For each i, let Xij,j=\, • • • , Nei(rjif^Ao) be an €i-net 
for the set rç/\4o, where ^40, with S/ =5fc + ôw, fe = 0, • • • , n — \, has 
been described above. Then the Xi$ form an e-net for A (A). In fact, 
let 3>G-<4(A), and let 77 be the class to which y belongs. Then for some 
i> \\v—Vi\\ =€2> and we can find a yiEiVi f ° r which ||y — y*|| ^e 2 (<8 n ) . 
Then Ek(yi)^dk+8n = 8k , fe = 0, • • • , n — 1; hence y»Grç/"Y40. Then 
for some j , ||y—##11 ^€-

The number of points %u does not exceed 

Nei(AW+*n> • ' - ,ô n Li+ô n ' ) )m, 

and we obtain (10). 
The case e 2 ^8 n is simpler. Here JB0 is contained in the ball U€2 of 
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the space Y, and the set 171, • • • , rjm can be replaced by the zero ele­
ment of Y. 

REMARK. The spaces X and Xn have been real Banach spaces. 
Similar considerations hold for complex Banach spaces. In this case, 
Xn is the set of all linear combinations a i $ i + • • • +an<f>n with com­
plex au or of all real linear combinations of In elements <£&, ^ , 
k = 1, • • • , n. In this case, n should be replaced by 2n in the formula 
(2), while instead of (1) we have |E(Si, • • • , 5„)| =XnSi, • • • , S .̂ No 
changes are necessary in Lemmas 2, 3 and Theorem 1. 

3. The main results. Let A = A (A, $) be a full approximation set 
in a Banach space X. Let C> 1 be a fixed constant. We define 

(1) No = 0, Nt = min {k: ôk S C- '} , i = 1, 2, • • • . 

The sequence iV* increases to + co, and 

(2) C-<*+1> < h £ C-< if Ni^k < Ni+h i = 1, 2, • • • . 

Let ANi = Ni+i-Nh i = 0, 1, • • • . 

THEOREM 2. .For a gwew e>0, €^\,let j be defined by 

(3) c -a -D < € g c- ( ' ' -2) . 

(4) ( # ! + • • • + tfy-s) log C â fl.U) ; 
(5) ff . (4) ^ (iVi+ • • • + iVy) log C + 

tfy log + J2 Ni log — — + Ni log do. 
C — 1 t'=o ANi 

PROOF. We begin with (4). Let n be arbitrary, and let An = AC\Xn. 
Let 3/1, • • • , ymj m — Mç(An), be a maximal set of e-distinguishable 
points in An. The closed balls of Xn with centers yi and radii € cover 
An. Therefore m\ne

n^ \An\. By Theorem 1 and 2(1) we obtain 

ôo • • • ôn-i ï ^ & 
M.{A) ^ M€(i4») è > CU) è E l o g - • 

We take n = Nj-%. By (2) and (3), 

CU) è E S log-

^ E Atf< log (C-^ 1 C'~2) = ï ) ( i - i - 3) ANi log C 

= (iVi + tf j + • • • + tfy_») log C. 
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To prove (5), we apply several times Lemma 3. Let €»>0, and let 
Z ) V * = (1 -1 /C)€ . We have 

y-i 
(6) H .(A) g £ Hu(Bi) + He/C(B), 

where B is the set ^4(5^., ÔNJ+V • • • ) m some Banach space F, while 
Bi is the set ^4(38^, • • • , 3ôi\rt+1_i) in some AiVY-dimensional space 
Yi. [If ANi = 0 for some i, then the space Yi is 0-dimensional, and 
Hs(Bi) = 0 for each ô > 0 . For these i, we shall interpret the terms of 
the sum in (6), and of the last sum in (5) to be zero, and also put 
€i = 0.] By (2) and (3), ÔNj<e/Ci and so B is contained in the ball 
Ue/c of the space Y. Hence He/c(B) = 0. On the other hand, Bi is con­
tained in the ball Uri of Yi with rj = 35jv> We estimate He.(Urt) by 
means of 2(2) and obtain 

(7) H<(A) ^ £ ANi log ( 9 W * ) -
»=o 

We can select 

(8) €i = (1 - l/C)eANi/Nj i = 0, 1, • • • J - 1, 

then 

ff.(il) ^ Z AiV,log(- - ^ C') 
<-o \ C - 1 A#< / 

(9) ^ iVi log «o + <ANo log — + E A ^ l o g - 4 
v C — 1 i=i C — 1) 

çX Nj 
+ Z ANilog—-. 

i==o ANi 
According to (2), the expression in the braces does not exceed 

j-i 9C3~{ 9 •7~1 

£ A2\r,log- ^ Nt log + Z 0' - 0AAT* log C 
i=0 C — 1 C — 1 t=o 

= (tfi + • • • + Nj)logC + Njlog-
C - 1 

and (S) follows. 
In many cases, we can put C=e in (4) and (5) ; then we have 

Nt + • • • + Nj-z ^ He(A) ^Nt+ • • • + Nj + 2Ni 

(10) Ç1 iVy 
+ Z # < log — r + Ni log So. 
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In other cases, it is necessary to take C sufficiently close to 1, so 
that the Ni form a fairly dense net. 

Theorem 2 should be compared with weaker results of Brudnyï and 
Timan [5]. Their Theorem 1 reads in our notations (but with loga­
rithms in the definition of H€(A) to the base 2) 

H .(A) ^ n + 1 if 0 < e < iôw_i. 

This is a weaker version of (4) ; for if in (1) and (3) C = 2, one obtains 
Nj-z^n. In the opposite direction these authors have [35, p. 392], 
[5, Theorem 7] : 

H*.(A) S (Nj + 1) log — + (Nj + 1) log (Ni + 2). 
€ 

An inequality of this type follows from (5). In fact, we have 

N! + • • • + Ni ^ jNi ^ ( log— + 2^ Ni. 

We now turn our attention to some more or less precise asymptotic 
formulas for H€(A), which can be derived from Theorem 2 for special 
classes of sequences dn. 

LEMMA 4. One has 

j-1 Ni 
(11) Si = E A t f , l o g — - gNt+.-.+Ni, j = 1, 2, • . . . 

. -0 ANi 

For the proof we note that, if 5 0 = 0, then for k = l, 2, • • • , 

Nk k~2 Nk 
Sk - S*-i = A W b - i l o g — — + S Ai^log-

AN/b-i <_0 Njc-x 

Nk Nk 

= (Nk - Nk-i) log — - — + Nk-i log 
Nk - Nk-i Nk-i 

Now the function f(x) = (b — x) log (b/(b—x)) +x log (b/x) has its max­
imum on [O, b] equal to b log 2 < 6 . This proves that S& — S*_i£giV*., 
hence the inequality (11). 

LEMMA 5. Let C = e in (1) and (3). (i) If 

(13) 52« ^ côn, n = 0, 1, • • • for some 0 < c < 1, 

then 

(14) Ni+1 S Const. iW 
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(ü) If 
ô[i + É)n] 

(15) • 0 as n —» oo for each e > 0, 

Ni+1 

( 1 6 ) T ^ 1 * 

y - i 

(17) 5y = S ANilog—^ = 0(N! + • • • + tfy). 
*-i A#< 

PROOF, (i) Let pbe a, natural number such that cp ^ er\ We have, 
by (13), 

Ni = min {&: 5* g *-*} è min {&: ô2fc S ce-{} 

= f min {2k: 52& ^ <#-*} è h m i n {^: & ^ cer*}. 

Repeating this, we obtain 

iV* è — min \k:ôk£ cpe-{\ ^ — Ni+1. 
2P 2p 

(ii) Let € > 0 be given. For all sufficiently large i, the inequality 
ikûer4 implies that ow+ew/Skue"1. For all such it 

Ni = min {k: er% ^ r -* -1} è min {&: ô[<i+o*] ^ e"*"1} 

1 

l + € 

1 

1 + e 

min {[(1 + e)*]: ô[(1+-)*] ^ «r-*"1} 

Hence for all sufficiently large i, l^Ni+i/Ni^l+e, and (16) is estab­
lished. 

From (12), with xk = Nk-i/Nk we have 

Sk — S*-i = Nk\(l - xk) log- h**log—> . 
^ 1 — xk xk) 

For large fe, 0 ^ 1 — xk^e. The functions (1—x) log (1/1— x) and 
x log (1/x) approach zero for x—K) + . Therefore, for all large k> the 
expression in the braces is ^€i, where €i>0 is arbitrarily small. Thus 
Sk — Sk-i = o(Nk). Therefore we obtain (7). 
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THEOREM 3. Let C = e. Then 

(18) H€(A) = TVx + • • • + Nj + OÇSj); 

If 8n satisfies (13), then 

(19) H.(A) « Ni + ' ' ' + Nn 

If ôn satisfies (15), then 

(20) H.(A) ~N!+ • • • + Nj. 

PROOF. (18) follows from (10) and the inequality NJ^SJ; (19) and 
(20) follow from (10) and Lemmas 4 and 5. More generally, we have 
(19) whenever the N{ satisfy Ni+1 = 0(N1+ • • • +Nt). 

Theorem 3 applies, roughly, to sequences 8n that decrease to zero 
as na, a > 0 , or faster. The counterpart, Theorem 5, will deal with 
sequences hn that decrease to zero slower than na, a > 0 . For the ap­
plications in §4.2, however, we insert its more complicated version,. 
Theorem 4. 

LEMMA 6. (i) If\ for some 0 < c < l , 

(21) Ô2n â CÔn, 

then, for the Ni defined by (1) with C = c~~1, 

(22) 

(ii) If 

(23) 

then for each O l , 

(24) 

Ni+l â 2Ni - 1. 

lim = 1, 
n—»oo 5 » 

hm = + oo 

PROOF. We prove (ii) ; (i) is simpler. Let C> 1 and a large integer p 
be given; we define c, 0 < c < l by cp — C~l. For all large k, ô2fcècÔA;, 
hence for all large i 

Ni ^ min {k:c~xhk S C'*} 

^ J min {k:ôk â cC'1} + J. 

Repeating this p times, we obtain 

#* ^ — min {*: dh g c*C-<} + 1 ^ — iV*+i + 1. 
2* 2P 
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A statement weaker than (22) has been derived by Brudnyï and 
Timan [5, Theorem 2] from the assumption that ôn[iog n] è cbn. 

The following theorem compares the entropies of two full approxi­
mation sets A = A(A, 4>) and A' = A(A', ^ ) if 5„ decreases slowly. 

THEOREM 4. (i) Assume that 8n satisfies (21) and that 5W' ^hnfor all 
large n. If 0 <q< 1, then there is a c\> 1 {which depends only on q and 
c) such that f or all small e > 0 , 

(25) HC1.(A') S qH€{A). 

(ii) If the sequence 5W satisfies (23) and if 8n ^ 5W for large n, then for 
each c\ > 1, 

(26) \im {HC1€{A')/H€{A)} = 0. 
€-»0 

PROOF. We shall establish (i) ; the proof of (ii) is simpler. We take 
C = c~1. Let r be a large integer, to be fixed later. We take c i^C 4 + r . 
If ji corresponds to €i = ci€ according to (3), then 

hence 

(27) j i ^ j - r - 3. 

Let iVi and iV/ denote the numbers (1) that correspond to the sets 
A and A'. By (5), (11), (27), (22) and (4), if G = l + l o g ( 9 C / ( C - l ) ) , 

H€lC{A') S 0(1) + (1 + log C){N[ + • • • + i\^) + i\4log­

eai) + (l + l og^-^) ( # ! + • • • + ^ ) 

C 

g 0(1) + Ci(tfi + • • • + ^_ r _ 3 ) 

^ 0{j) + 2 -d ( iVi + • • • + 2Vy-8) 

o(l) + 2-*Ci 

logC 
#€(.4) g gff.(4), 

if r is selected large enough. 
From Theorem 5 one can obtain relations that describe the be­

havior He{A) for slowly decreasing 8n. Taking A' =A, we have: 

THEOREM 5. If the sequence Sn satisfies (21), then f or each 0<q<l 
and properly chosen C\> 1, 

(28) HCl.(A) ^ qH*{A). 
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If the sequence 5n satisfies (23), then f or each c i > l , 

(29) \im {HClt(A)/H<(A)) = 0. 
«-»o 

REMARK. Similar statements hold for sets A (A) in complex Banach 
spaces. However (compare §2, Remark) one has then to replace the 
Ni in the formulas (4), (5), (11) by 2N{. 

4. Applications of main theorems. 
4.1. Results of VituSkin's type for linear approximation. Vituskin 

Ï37] has proved several theorems which provide lower bounds for the 
degree of approximation for some sets A of functions. They apply to 
general, not necessarily linear, approximation (for example, to ra­
tional approximation), and will be discussed in §§6 and 7. For the 
linear approximation, his results reduce to statements of the following 
type. If for some n and some e>0 , the nth width (for the definition 
and properties of widths see [24, Chapter 9] , [33]) of A satisfies 
dn(A) <e , then n is a t least as large as some simple lower bound, that 
depends on e, and is, roughly, H€(A). 

In this section we deduce results of this type from Theorem 2. 
They will be better than the special cases of Vituskin's theorems, 
mainly because our sets A are arbitrary, or restricted by the asymp­
totic behavior of H€(A), while Vituskin restricts the structure of the 
class A. 

THEOREM 6. Let A be an arbitrary compact set in a separable Banach 
space X, and let dn(A) <e . Then 

H*(A) - Co 
(1) n ^ 

1 
2 + l o g — + log [H*(A) - Co] 

€ 

If, in particular, 

(2) Hu(A)/Hê(A)-+l as e -*0 , 

then dn(A) <e implies 

(1 - oQ))H.{A) 
(3) n ^ • 

1 
log — 

€ 

If f or each q, 0 < g < l there is a C\>§ for which HCl*(A) SqH€(A), then 
dn(A) <e implies 

(4) n è CxEe^A) - C2. 
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PROOF. There exists a fundamental sequence $ in X, for which 
dn(A)£É*(A)<e. Let h = E%(A), fe = 0, 1, • • • , then AQA' 
= A(A, $ ) . In view of the monotonicity of the right-hand side of (1), 
it is sufficient to prove that if dn =g €, then n is not less than the right-
hand side of (1) with A replaced by A'. We take C = e in 3(1) and 3(3), 
and have by 3(10) 

(5) H*.(A') - Ni log do £ Ni + • • • + Nj + 2N3- + N, log Nh 

where j is denned by e~j~1<e^e~j. Since 8n^er', we have n^Nj. 
Hence 

Heh(A') - Co S (j + 2 + log n)n ^ (log (1/e) + 2 + log n)n. 

Now we use the simple fact that if a^n(fi+log n), where a > 0 , /3>0, 
j8+log a > l , then n>a/(P+log a). This proves (1). Relation (3) is 
a special case, since (2) implies that 

log He(A) = o (log — V 

To prove (4), we derive from 3(10) and 3(11) 

(6) H*(A') - Co ^ 4(tfi + • • • + N,). 

By 3(10) and the assumption with q = 1/5 we have, if r is sufficiently 
large, 

# ! + • • • + Nj-r-i è HeU(A') S \n*(A'). 

Therefore (6) yields 

(7) \He*€(A') - Co ^ 4(r + 1)», 

and (4) follows. 
The result (3) should be compared with Vituskin's [37, p. 177, 

Theorem l ] , where this inequality is proved for classes of analytic 
functions, and (4) with his [37, p. 182, Theorem l ] , which holds for 
classes of "smooth" functions, such as AJf„ (see §5). Results of 
Brudnyï and Timan [S, Theorems 3 and 5] are very special cases of 
(1), for compacts in a Hubert space. 

4.2. Comparison of sets A (A, <i>) for different A. The purpose of this 
section is to show that the set A (A, <i>) decreases drastically if the 
numbers 8n are replaced by smaller numbers Sn', even if * is replaced 
by another set SP" in this process. For the sets A —A(A, <£) and A' 
— A(A', ty) we prove that H€(A') is asymptotically smaller than 
Ht(A). In this context, entropy plays a role that is usually reserved 
for measure, category or cardinality in theorems about the compar-
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ison of sets. Results of this type allow us to establish the existence of 
elements ƒ G X , for which the ^-approximation is not essentially bet­
ter than the «^-approximation. 

THEOREM 7. Let A =A(A, $) and A' = A(A', \l>) be two full approxi­
mation sets in a Banach space X. (i) If 

(8) Ô2n à côn, n = 1, 2, • • • c > 0, 

and if 0<q<l9 then there is a qi>0 (which depends only on c and q) 
with the property that lim sup (5» /S») <qi implies 

(9) lim sup {H.(A')/H.(A)} < « ; 

(ii) /ƒ 8n satisfies (8) awd if lim(ô»/8n) = 0 , then 

(10) l im{# e ( ,4 ' ) /#«(^)} > 0; 

(iii) Relation (10) feo/ds a/50 i/ lim sup(Sn/^n) <qi, <Zi<l and if 

Hm (Ô2n/Ôn) = 1. 
(11) n->» 

PROOF (i). Take c\ from Theorem 4 (i), and put qi==cî1. Then 
on' = Sn /qi^6n for all large w. According to Theorem 4 (i) we have 
HCie(A (A")) g gi ï . ( i l ) , for all small e > 0. But HCie(A (A")) = H .{A (A')). 
Statement (ii) follows from (i), while (iii) can be proved in a like 
manner, with the help of Theorem 5 (ii). 

We shall use Theorem 7 to show that even an introduction of 
countably many sequences typ instead of <£ cannot essentially reduce 
the degree of approximation of the elements ƒ £ 4 (A, 3>). 

THEOREM 8. Let <£, >Pp, £ = 1, 2, • • • be fundamental sequences in X. 
Assume that the sequence 8W satisfies (8), and let 

(12) lim sup on = 0 , p = 1, 2, • - • , ô«. 

rfcew there exists an element f ^X such that 

(13) El(f) rg Sw, n = 0, 1, • • • 

but the condition 

(14) EnP(f) S 8n\ » = 0, 1, • • • 

is violated for each p. 
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PROOF. Let F be the set of all ƒ £ X with the property that £*(ƒ) 
= 0(5»), and the norm p(f) = supn{E£(f)/ôw}. Standard arguments 
show that F is a Banach space with this norm. Let also VPf p — 1, 
2, • • • be the set of ƒ G F for which £**(ƒ) ^ ô<$,n = Oy 1,2, 

Now Enp(f) is a continuous function of ƒ G F in the norm p, for 
p(f8 — ƒ)—»0, s—>+ oo implies ||/«— ƒ11 —>0, and E*p(f) is continuous on 
X. Hence each Vp is a closed subset of F. From Theorem 7 (ii) it 
follows that H€(VP) <H<(U), for all small e>0 , for each ball U in F 
(with an arbitrary center and radius). Thus, Vp does not exhaust U. 
In other words, Vp is nowhere dense in F. I t follows, by Baire's theo­
rem, that F - U p F p ^ O . 

THEOREM 9. Assume that 8n satisfies (8). There is a p > 0 W/Â /Ag 
property that for each two fundamental sequences <£>, ^ , /&ere is aw e/c-
mentfÇzX which satisfies (13) awd /fee inequality 

(15) £w(f) è pôn /of infinitely many n. 

PROOF. We select p, 0 < p < l so that gi = 4p/c works in Theorem 
7(i) for some q<l. By induction we define increasing sequences of 
integers m, miy i = 1, 2, • • • (mo = 0), and elements fi such that 

p 
(16) mi > 2i, mi S ni < mi+h i = 1, 2, • • • ; 8mk ^ .5™, for i < &. 

The (fe + l )s t step of the induction is as follows. We define two se­
quences of positive numbers Afe+i, Lk+i, putting 

(17) 8n = \àmk for n S mk, ôn = 80 for n < k + mk, 

= %ôn for n > mk} = 2pbn~k for n ^ k + mk. 

We take ^+i== {/i, • • •ƒ* , ^o, ^ i , • • • }. Then 

àn ,. 2pôn-k 4p<5n 45 
l m SUP T^ ÏT = l i m SUP ~ Ï 7 ~ = l i m SUP " T ~ = — = «•• 

By Theorem 7(i) there exists an element ƒ =fk+i of A(Ah+i, *) which 
does not belong to ^.(Â^+i, ^ + i ) ; we can assume that fk+iGXmk+1 for 
some large m^+i. We may further assume that 

(18) mk+i > 2k + 2; ômjk+1 g ~ ^ — ôTO< for i < k + 1. 
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Then 

$ p 
En(fk+1) ^ ôn for nu S n < mi+h i S k, 

# n (fk+l) = 0 for » ^ Wi+.i. 

On the other hand, 

(20) J5n CA-f-i) > 5n for at least one n. 

For n<k+mkl 8l+1 = d0 and since 

we must have n>k+mk for our n. Selecting one such n that satisfies 
(20), we put n = k-\-nk. Increasing mfc+i, if necessary, we have 
ntk < nk+i < w*+i. For n = »fc+i, 

^I(/l + • • • + / " * +/*+l) è En+ÎXfk+1) > 2Pôn. 

We p u t / = ]Ct-i/*> W nti<n<mi+ir then by (19), 

£Ü(/) = ^ ( Î ) ƒ*) ^ Ê £»(ƒ*) ^ E 7 ^ » = P5n < ôn. 

Thisshowsthat/G^4(A,$).Ontheotherhand,forw = WA;,fe = l,2, • • • , 

En(f) è Sfrl + • • • + ƒ * ) - Ê ||/<|| ^ 2P5n - f ) —^-fc è tf.. 
*=A:+1 <-*+l 2 t + 1 fc 

Theorem 7 (for a Hilbert space X) was given in Lorentz [23]. For 
special spaces X (X = C and X = LP) and ôn = n~~a, a > 0 , Theorem 9 
appears in Lorentz [21 ]. Olevskiï [27] has an interesting counter­
part of this when X = C[a, 6], ^ 4 = L i p a , 0 < a < l : For each system 
$ there exists a function ƒ GLip a, with the property that E„ (ƒ) 
^Ca)(f, 1/n), C > 0 for all n = l, 2, • • • . Here «(ƒ, 1/n) is, possibly, 
much smaller than w~a, which serves as dn. 

5. Review of recent results on entropy. 
5.1. Computation of entropy. 
5.1.1. Continuous and differentiable functions. First we introduce 

some notations (compare [24, Chapter 3]). Let r = 0, 1, • • • be an 
integer, co a modulus of continuity, 5 an ^-dimensional parallelepiped, 
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di^XiSbiy i = l , • • • , s. Let A$œ=As
r(a(S; Mo, • • • , Mr) be the class 

of all functions f(xi, • • • , x8) on S which have all partial derivatives 
| Z>(fc>/| SMki fe = 0, • • • , r. In addition, the modulus of continuity of 
each rth derivative should not exceed <a(h). We write Aw for the class 
Aocoi Lip a for A«, œ(h) = Mh". In case s = 0, functions ƒ may be defined 
on an arbitrary compact metric space J3. The theorems about the 
degree of approximation of the classes AJM(5) by algebraic poly­
nomials are well known (see [35, pp. 279 and 363], [24, Chapters 4, 
5, 6]). They imply that A4 is contained between two full approxi­
mation sets of the space C[S] of continuous functions: A (A') CA?W 

C-4(A), where both §n and 5»' are of the form Cn-rl8u>(Cn-11*). An 
application of Theorem 2 leads to the result: 

(1) — — ; ê # « ( A r w Û—— > 
KM8 à(ye)' 

where Ci, C2, |8, 7 are positive constants, and ô = Ô(e) is defined by the 
equation ôrco(ô)=e. If r ^ l , or if r = 0, o)(h) =ha, 0 < a ^ l , (1) leads to 
an asymptotic determination of He(A), namely 

(2) *M> - ~ • 

With a different proof, results (1) and (2) are due to Kolmogorov (in 
[ l9] , they are proved for co(fe)=fea). For moduli of continuity o)(h) 
which increase more rapidly than h" ath = 0, one does not get in this 
way precise formulas for the entropy. According to Timan [36], how­
ever, (2) still holds for each concave modulus of continuity, in the 
corrected form 

o) *.<A:> « k y . 
This is obtained by finding an M = M(e)>0 for which the class 
A*(JB) is approximated by AJXB), w(h) = Mh with an error 
^J[co(e) — Me] (compare [24, p. 122]). I t remains to take advantage 
of the very precise formulas for the entropy, that are valid for the 
class At ([19, pp. 14, 78]). 

Vosburg [40] improves a little the inequalities (1) if A = Lip(a, B) 
and if B is an arbitrary compact set contained in [ — 1 , + l ] . In this 
way he shows: U6(Lip(a, B))=o(e~lla) if and only if the set B has 
measure zero. 

The set of continuous functions is not compact in the uniform 



1966] METRIC ENTROPY AND APPROXIMATION 921 

norm. However, the set G of all graphs of continuous functions in the 
unit square is compact in the Hausdorff metric space of closed sets in 
the plane. Its entropy is He(G) « (1/e) log (1/e) (Clements [ó], 
Penkov and Sendov [29]). Another result of Clements [ó] concerns 
the class Va of functions of bounded variation on [0, l ] , which belong 
to Lip a, in the uniform norm. Then H€(Va) ~ (1/e) log (1/e) for each 
a, 0 < a < l . An interesting unsolved question is the determination of 
the widths of the sets F«. Brudnyï and Kotljar [4], [20] study the 
entropy of classes A of functions f(xi, • • - , # « ) that have different 
properties with respect to each variable x*. They assume that for 
each i, the kith difference of ƒ with respect to Xi satisfies 

(4) J A*V(*i, • • • , x8) I è M/\ 

where 0<@i^ki, and derive, for this class A, He(A) « (l/e)sX- . 
This also follows from our Theorem 2 and results about polynomial 
approximation (Timan [35, p. 279]). 

5.1.2. The Lp-norm. Analogues of classes A of 5.1.1 can be defined 
in the Lp-norm. They are denoted Aj£(5). The known approximation 
theorems [35] and Theorem 2 lead to statements of the type (2). 
For example we have : 

THEOREM 10. The set A =Lip(a , p), 0<a^l, p^l of functions f on 
[0, 1 ] for which / J | ƒ | Hx ^ 1 and JPlfix + h) -f(x) \ Hx g Ch*« has the 
entropy Ht(A) ~(l/e)sla. Similarly, 

(5) He(A
SZ) - (l/e)"<*-«>. 

These results seem to be new. For similar classes in L2, for which our 
Theorem 2 can also be used, Brudnyï and Timan [5] obtain as an 
upper estimate only ( l /€) s / ( r + a ) log (1/e). 

Golovkin [13], for certain classes Ay similar to AJ£, in spaces of 
functions with monotone and translation-invariant norm (||f|| is 
monotone if it increases whenever \f\ increases), announces estimates 
of He(A) from above and below. They are of great generality, but not 
very precise. In many cases he determines the limit 

lim {log H.(A)/\og —\ . 
€-•0 v € ; 

Smoljak [32] considers sets of functions on the s-dimensional torus, 

+00 

f(xi9 • • • , * • ) = ]C cmx...m9 exp i{mi%i + • • • + m9xt), 
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in the L2-metric, that are restricted by some asymptotic properties of 
their Fourier coefficients. For the class Ef(M) this restriction is 

(6) | ^ . . . m . I S M (Mi • • • m8)-«[logk («i • • • m8) + 1], 

where M== \m\ if ra^O, 0 = 1, a > | , & = 0, and for W"(M), 

(7) £ I (wi • ' * *».)"*»!...«. |2 = M2. 

He finds: 

/ l \ l / ( « - l / 2 ) J 
F€(Er ) « f—J log(2W-te(-l))/(J—1) _ , 

(8) 
/ 1 Y / a 1 

H.(W.) « ( — ) l o g - 1 — -

Arranging the functions </> = exp i(feiXi+ • • • -\-k8x8) in proper order, 
we can compute from (6) and (7) upper bounds for the degrees of 
approximation dni and imbed the above classes into sets A (A, $>). In 
this way, the upper (harder) estimates for the entropies given by (8) 
follow from our Theorem 2. 

An interesting problem is to derive, from the behavior of He(A), 
properties of the Fourier coefficients of some, or of most functions 
f £ . 4 , A C.LP or AC.C. To give only one example: Is it true, for a 
subset A of C, that H€(A) = Const.(1/e)2 implies the existence of a 
function ƒ £ A whose Fourier series is not absolutely convergent? 

5.1.3. Analytic functions. For analytic functions, excellent approxi­
mation theorems are known. They can be used for the computation of 
entropies. This applies to Vituskin's estimates of classes A of func­
tions defined on polycylinders [37, Chapter 2], [24, pp. 156-157]. 
Each of these classes is contained between two full approximation 
sets. The upper class is obtained from the approximation of functions 
fÇzA by partial sums of their Taylor series; the lower class is derived 
from inverse theorems of Bernstein's type. The term Sj of 3(11) gives 
the remainder of Vituskin's formula. Erohin [12] proves the formula 

(9) H.(A(K, G; M)) - —?— log2 (—) , 
log R \ e / 

where A =A(Ky G\ M) is the set of functions, analytic in the open set 
G, with \f(z)\ =ikf, J S £ G , in the uniform norm on the compact set 
KdG', R is the conformai radius of the pair K, G. This follows at 
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once from our Theorem 2 and Theorem 3 in Erohin [ l l ] , which deals 
with approximation of functions ƒ £^4 by linear combinations of ele­
ments of a properly chosen basis <£. [The last quoted theorem should 
probably contain two different constants, for a lower and an upper 
estimate, instead of a single one C(S).] 

For some classes of functions analytic in a strip and for classes of 
harmonic functions, Tihomirov [34] has a better remainder, namely 
0(log(l/e)), instead of Vituskin's O(log(l/e)loglog(l/e)). The new 
method of proof is based on some geometric properties of sets of 
Fourier coefficients. 

Al'per [2] studies classes Tq of functions ƒ analytic in a region G, 
bounded by a curve Y and continuous on G; the functions satisfy the 
conditions \fk)(z)\ SCk, k = 0, • • • , r, /< r>GLipa on G; q = r+a, 
0<a^l. Al'per refers to his own approximation theorems of func­
tions ƒ G Tq; a t present, more powerful results of Dzjadyk [9, Theo­
rem 4.1]; [lO, Theorem 1.7] are known, which allow even angular 
points of T. One obtains in this way H€(Tq) « (l/e)1/gr, if V is smooth 
except for angles; Al'per also has log He(Tq)~(l/q) log (1/e), if Y has 
a continuously turning tangent, and log H€(Tq) « log( l /e) , if Y is a 
rectifiable Jordan curve. 

5.1.4. Compact sets in Banach spaces. Compact sets in Hilbert and 
Banach spaces were treated by Brudnyï and Timan [5], see also [35]. 
Most of their results are special cases of ours. (Compare §3, §4.) 
Helemskiï and Henkin [14] use entropy in order to characterize the 
size of ellipsoids D which contain a given compact subset A of a Hil­
bert space. One of their results is that if lim sup{iJ€G4)/log(l/e)} 
< # < 2 , then there exists an ellipsoid D~2)A with 

lim sup i H.(D)/log —\< —— • 
e-*o t e ; 2 — q 

I t should be noted, that for ellipsoids D in spaces lp, 1 ^p ^ + 00 , 
Mitjagin [25, Theorem 3] obtained inequalities similar to or even 
better than the inequalities of our Theorem 2. An ellipsoid in P is the 
set of all points x = (xi, x2, • • • ) for which ]Cw=i |^n/ô T O | p ^l , where 
5 n >0 , dn—>0 is a given decreasing sequence. For arbitrary compacts 
he gives inequalities tha t connect He(A) and the widths dn(A) [25, 
Theorem 4] , [24, p. 164]. They do not imply 3(5). 

5.2. Applications of entropy. 
5.2.1. Invariants of linear topological spaces. Entropy-theoretic no­

tions can be used in order to construct invariants of linear topological 
spaces. The approximate dimension of a linear topological space, de-
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fined by Kolmogorov [18] is less fine but easier to handle than Ba-
nach's dimension. All infinite-dimensional Banach spaces have the 
same (maximal) approximate dimension. This means that the new 
notion is fruitful only for topological spaces that are in some sense 
close to finite dimensional spaces, for example, for spaces of analytic 
functions. Pelczyfiski [28] also defined an invariant of this kind. Com­
puting the approximate dimension, Kolmogorov showed that the 
spaces of analytic functions of different number of variables are not 
linearily homeomorphic. Similarly, Pelczyfiski [28] proved that the 
spaces of entire functions of one variable and of functions analytic in 
\z\ < 1 are topologically different. Compare the article of Rolewicz 
[30]. 

Another interesting application of entropie notions is a character­
ization of nuclear spaces among all spaces of type F, by Gel'fand and 
Mitjagin [25]. 

5.2.2. Superpositions of functions. According to Kolmogorov ([17], 
slightly improved in [24, Chapter l l ] ) there exist fixed continuous 
functions <t>h &%, i = 1, * * * , 5 , that map [0, l ] into itself and have the 
property that each function ƒ(x, y), continuous on the square O^x, 
y fg 1, is representable in the form 

(10) f(x,y) = E «(*<(*)+*<(?)). 

Here g(u), 0^u^2 is some continuous function, depending on ƒ. One 
can assume that the functions <£*, \pi belong to the class Lip a for each 
0 < a < l . There exists a conjecture of Kolmogorov,2 which, in its 
general form, states the following: Not all analytic functions of two 
variables are representable by means of superpositions of continu­
ously differentiable functions of one variable and of addition ; not all 
analytic functions of three variables are representable by superposi­
tions of continuously differentiable functions of two variables. For 
"linear superpositions," such as (10), this has been proved by 
Vituskin [38, 39]. One of Henkin's [15] improvements of his results 
is the following interesting theorem. Assume that the functions pi, <fo, 
i = 1, • • • , N are continuous in the whole plane, and that the fa are 
continuously differentiable. Then for each region D in the plane there 
are natural numbers ny m for which the polynomial (x+ny)m is not 
equal to any superposition 

2 Communication of D. Sprecher. 
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N 

( H ) ] C pi(*> y)gi(<t>i(%, y)), 
*=i 

where gi are arbitrary bounded measurable functions. The proof de­
pends upon the comparison of entropies H^(F) of sets F of functions 
f(x, y) of the form (11) and of analytic functions, in the metric 

||/|| = sup I I f(u, v)dudv , 
11711

 U8CD ko2 J-uôJ I 

where S > 0 is a properly chosen function of e, and Us is an arbitrary 
circle of radius 8. 

As a corollary, representation (10) is not always possible if 0t-, \[/i 
are continuously differentiable. 

6. Vituskin's theorems in the uniform metric. The last two sections 
of this paper are devoted to the exposition of results from Vituskin's 
theory of nonlinear approximation, developed by him in his book 
[37]. In this section, we deal with sets of continuous and differenti­
able functions in the uniform metric. The main advantage of our 
approach in this section is its simplicity: we avoid the use of multi­
dimensional variations [37, Chapter 4] . The simple combinatorial 
device which we use appears also in H. S. Shapiro [31 ] ; see Remark 
a t the end of §6.2. As Vituskin does, we use in an essential way 
Oleïnik's estimates [26]; [37, p. 132], In this way we obtain Theorem 13 
below, which is essentially identical with Theorem 3 [37, p. 186] of 
Vituskin about piecewise rational approximation with moving barrier. 
This method is such that each improvement of Oleinïk's estimate 
would automatically lead to some improvement of the final in­
equalities. For the case of a constant barrier and for "rational con­
tinuous" approximation, Vituskin has slightly better results (Theo­
rem 12 below), which do not seem to follow by our method. 

In §7 we will show that theorems of Vituskin's type are not re­
stricted to uniform metric. Results obtained there are valid for poly­
nomial approximation in Banach and Lp spaces. Here again we use 
the method of §3 for the computation of entropies. 

6.1. Definitions and lemmas. Let P(t) be a polynomial in 
t — {h, • • • , £ » ) , of degree p in the variables U jointly, which is not a 
constant. The equation P{t) = 0 splits the space Rn into a collection 
of connected sets. Important for us is an upper bound for their num­
ber, contained in the following lemma. 
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LEMMA 7 (OLETNIK). The equation P(t)=0 defines at most 2pn 

bounded components of Rn, and at most 

(1) 2(p + 2)» 

connected bounded or unbounded components (p^2, n^l). 

According to Oleïnik [26], the number of bounded components of 
Rn defined by P(t) = 0 is at most (p — l)n + 2n if p is odd, and at most 

1 (p - 1Y+1 - (p - 1) n(n + 1) 

2 p - 2 4 

if p is even. Each of these numbers does not exceed 2pn if p ^ 2, n ^ 1. 
The second statement of the lemma follows from the fact that the 
number of components of jRn, defined by P(t) = 0, which intersect the 
ball / ? + • • • +tl^a2 does not exceed the number of bounded com­
ponents of Rn, defined by the equation P(t)(%+ • • • +tl~a2) = 0. 

In the classical theory of linear approximation, functions f(x), 
x £ B , which belong to a given class, are approximated by linear 
expressions 

h4>i(x) + • • • + /n4>nO), 

where the functions 0»(a;), xE:B are given, and t = (t\, • • • , tn)E:Rn 

can be selected for a given/ . With Vituskin [37], we consider more 
general expressions. A rational expression of degree p is a quotient 

(2) R(x,t) = ] ^ ^ , xeB,teR", 
Q(xy t) 

where P and Q are polynomials of degree p in U, i = 1, • • • , n, with 
coefficients which are given functions of x.z There may exist some 
x} t for which R(x, t) is not defined, in other words, Q(x, t) = 0 . More 
general are piecewise rational expressions R(x, t). Let 

(3) P(x, t) 

be a polynomial of degree q in t = (h, • • • , /n) , with coefficients which 
are given functions of x. According to Lemma 7, for each x, P(x, t)=0 
decomposes Rn into at most 2(g+2) n sets Tj = Tj(x). On the closure 
of each T3 we put 

Pj(x, t) 
(4) R(x, t) = Qi(x, t) 

3 Vituskin [37] formulates his theorems for the case when P , Q are polynomials of 
degree p in each U, i— 1, • • • , w separately. Since his proofs are based on Lemma 7, 
this seems to be unjustified. 
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where Py, Q} are polynomials of degree p in t. This R(xy t) is called a 
piecewise rational expression of degree p with barrier (3) of degree q. 
One of the justifications for the study of piecewise rational approxi­
mations lies in the fact that operations of taking maxima or mini­
ma, performed on rational expressions lead to piecewise rational ex­
pressions. 

Sometimes simpler results are valid for piecewise rational approxi­
mations R(x, t) with barrier P(t) = 0 independent of x. 

If Q(x, t) = 1 in (2), we obtain a polynomial expression of degree p, 
or a piecewise polynomial expression of degree p with barrier of degree 
q. This case lends itself to generalizations for arbitrary Banach spaces. 

We shall say that R(x, t) is an e-approximation of a class A of func­
tions ƒ G C(B), if for each fÇEA there is a tÇ:Rn for which R(xy t) is 
defined for all x£J3 and satisfies 

(5) | f{%) - R(x, t) | < e, x£ B. 

If A is a subset of a Banach space X, and P(J) is a polynomial (or 
piecewise polynomial) expression whose coefficients are elements of 
Xy we can say that P provides an e-approximation for A if for each 
ÎÇÎ.A there is a tÇzRn with the property that 

(6) | | / - P(*)|| < e. 

6.2. Approximation of sets A in the uniform norm. For an e-approxi­
mation R(x, t) of a set ^4CC(J3) we would like to obtain a lower 
bound for the numbers n, p, q. 

Let A be a set of continuous functions on a set J5, let e>0 , and 
assume that B contains M = M(e) points xi, • • • , XM such that for 
each distribution of signs X = (XM), JU = 1, • • • , M, XM = ± 1, there is a 
function ƒ G A for which 

(7) | ƒ(*„) | ^ c, sign/0M) = XM, M = 1, * • • , M. 

THEOREM 11. If a set A of the above kind has an e-approximation 
R(xy t)y t = (ti, • • • , tn), which is piecewise rational of degree p with 
barrier of degree q, then 

(8) n log (p + q + M) è CM, 

where C is an absolute constant. 

PROOF. For each of the 2M distributions of signs X, let f\ÇzA be the 
f unction ƒ which satisfies (7). Let 2xGPn be the value of t which satis­
fies (5). Then | / x ( ^ ) ~ ^ f e » *x)| < € shows that all values R(x^ /x) 
are different from zero and of the same sign as the /x(xM). I t follows 
that for each pair XT^X', there is a jtx for which P(xM, tx) and R(x^y t*') 
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are of different sign. 
We consider the equation of degree Mq, 

M 

U P(%„ t) = 0, 

which, by Lemma 7, decomposes Rn into N^2(Mq + 2)n connected 
sets Ty, jSN. On each T31 each Rix^ t) is the quotient of two poly­
nomials, 

R(*» 0 = P*(f)/Q*(f), ix = l, • • • , M, t e i y 

For a fixed j , the equation 

M 

(9) n PMQWV) = o 

decomposes i?w into a t most 2(2Mp + 2)n components, on the interior 
of each of which the i£(xM, t) do not vanish; on their closures the 
R(x^ t) keep a constant sign. Intersecting these closures with the set 
T,, we obtain sets A„y, at most 4(Mq+2)n(2Mp + 2)n in number, with 
the following property: if t, /'£A„y, then JR(XM, t) and R{x^ t') are of 
the same sign for all /x. 

I t follows that the number of points tx cannot exceed the number 
of the sets A^, or that 

(10) 2M g 4(Mg + 2)n(2Mp + 2)n. 

This implies (8). Our Theorem 11 is essentially equivalent to 
Vituskin's Theorem 3, p. 186 in [37]. For certain representations, 
however, Vituskin has a better result. He calls a piecewise rational 
function R(xy t) continuous if the denominator Q3(x, t) of the repre­
sentation R(x, t) = P0(x, t)/Qj(x, t), tÇzTj, does not vanish for x£ .B, 
tÇzTj. On the other hand, we have assumed in Theorem 11 only that 
Qj(x, t) ?*0 for x£JE> and for t actually used in (5). 

THEOREM 12 (VITUSKIN [37, THEOREM 1, p. 182]). If R(x, t) is a 
continuous piecewise rational e-approximation of the set A with barrier 
independent of x, then 

(11) nlog(p + q+l) à Cilf, 

where C\ is an absolute constant. 

We return to some applications of Theorem 11. Let A=A(a(B1 c) 
be the class of continuous functions defined in §5. Then, if A has an 
e-approximation R(x, t), 
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(12) n log (p + q + M) à Const. H4e(A). 

To prove this, we note that we can take M equal to the maximal 
number Ms, ô =co"~1(2e) of points of B a t distances ^ S from each other. 
By [19, p. 77, (234)], 

C 
AfW-i(je) â #*(A) — log — • 

e 

Therefore 

C 1 
Jf = i f a è #4<(A) - log — ^ — # 4 e (A) , 

€ 3 

as Ht(A) ^ 2 log (1/e), since B has a t least two points. Thus (12) fol­
lows from Theorem 11. 

If we assume that moreover 

(13) ff.(A) S Ce-G\ 

then from the inequality [19, p. 77, (235)] we have 

1 
•M"2co-l(2e) ^ ~ # € ( A ) , 

log 2 

and using the properties of a modulus of continuity and (13), 
M = lf£0-l(2€) S M2co-l(e) ^ ConSt. €~C l , 

so that (12) implies 

(•+.+7) * (14) n log lp + q + — J ^ Const. F4e(A), 

which is equivalent to Theorem 2 [37, p. 195] of VituSkin. 
Similarly, let A=A£ft0(S; c), where r ^ l and S is an ^-dimensional 

parallelepiped. Then (Vituskin [37, Theorem 2, p. 191]), 

( > + ' + T ) (15) n log U + q + — J ^ Const. #e(A). 

I t follows from [24, p. 136] that one can take ikf«8~8, if ô is defined 
by 5rco(5)=e. Also, it is known that for some constants K, L, /?, 7 
[24, p. 153], 

Kd(0e)~8 g ff.(A) ^ Lôfre)-. 

I t follows from this and the properties of the modulus of continuity 
that H€(A) « 0(e)"* « M, so that (15) is a consequence of Theorem 11. 
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REMARK. Let P(t), t = (hy • • - , tn) be a product of p linear forms 
in t. In this case, Shapiro [31 ] found a better upper bound than that 
given in Lemma 7 for the number N of components of Rn. He showed 
that N^pn/(n — 1)! if n^p. This has the following consequence. Let 
R(xf t) = P ( x , t)/Q(x, t) be a rational e-approximation of A of degree 1 
without barriers. Then 

(16) n ^ CM, C> 0. 

For the proof consider the product of 2 M linear factors 

M 

m) = n H*», mix», t). 
We can assume that n<2M. Then we can use the estimate given 
above, and obtain, as in the proof of Theorem 11, 

(2M)n/(n - 1)! ^ 2M. 

This, after a simple computation, gives (16). 
I t should be noted, that Shapiro's inequality (16) does not follow 

from Vituskin's Theorem 12, for p = l> # = 0, since Vituskin assumes 
that the denominators Q(xf t) do not vanish. 

7. Vituskin's theorems for Banach spaces. Results similar to 
Theorem 11 hold also for sets A in Banach spaces X. Of course, we 
must now replace rational expressions by polynomial expressions, 
since division, in general, has no meaning in X. The method of §7.1 
is close to that of §6 and is valid in Z>-spaces. The method of §7.2 
is somewhat different. I t applies to sets A (A) in arbitrary spaces X, 
if the ôn tend to zero sufficiently rapidly. 

7.1. Approximation in Lp-norni. Let A be a subset of the space Lp 

of functions f(x) defined on an 5-dimensional parallelepiped S. Let 
P(t) be a polynomial of degree q in t = (h, • • • , tn), then P{t) = 0 de­
composes the space Rn into N^2(q+2)n connected sets Tj. For x £ B , 
tÇzTj let R(x, t)=Pj(x, t) be a polynomial in / of degree p. The 
piecewise polynomial function R(x, t) is an e-approximation of A if 
for each fÇzA there is a tÇ:Rn with the property 

(1) I \f(x) - R(x, t) \Hx < €*\ 

We shall use a method which appears in [21 ] . 

LEMMA 8. Let Q be the set of all 2M possible distributions of signs 
X= {\„}, M== 1» • • • , M, XM= ± 1, and Qf a subset of Q which consists 
of not more than p" elements where p <^25 /3 . Then for all large M, there 
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is at least one distribution of signs X which is different from each X ' £ Q ' 
in at least M/3 places. 

PROOF. Let N= [M/3] + l. We count the number of all X which 
can be obtained from a given X' by changes in a t most N places. This 
number T does not exceed 

M(M-l) /M\ Ml 
TS 1 +M + - + • • • + ( ) £ ( # + ! ) -N/ " N\(M - N)l 

By Stirling's formula, the right-hand side is asymptotically 
~M log (3/22 '3), so that T<(2/p)M for large M. The number of X ob­
tainable in this way from some X'GQ', does not exceed TpM<2M, 
which completes the proof. 

THEOREM 13. Let A=A*W(S, c)> r ^ l , be the subset of C[S], and^let 
R(x, t), be a piecewise polynomial function of degree p with barrier 
P(t) = 0 of degree q, which is an ^approximation of A in the Lx-norm 
on S. Then 

(2) nlog(p + q + —J^ Const. H€(A). 

We assume here that r ^ l or that r = 0 and o)(t)=ta> 0<a^l; the 
entropy in (2) is in the uniform norm. 

PROOF. For each small S>0 , S contains M«ô"a disjoint balls E/M 

of radius ô. Let S be defined by ôrœ(ô) =ae; a>0. Then we can find 
functions /x, X = {XM}, XM = ± 1 with 

ae 
^ C6sae ^ d — y sign f(%) = XM. 

M xeV» 
(3) f fd: 

\JUIX 

(See [24, p. 136].) We have 

J» M l / » /» 

| f{x) - R(x, t)\dx^ JL\\ Jdx- I R(x, t)dx 
S n=l \ J Up J Up 

For j = l , • • • , N, M = 1» * • * > Mf we put 

(5) Ttf(t) = I Pj(x,t)dx= j R(x,t)dx. 
J u J Up 

The equation 

7Ty(/) = I I *W(0 = 0 

decomposes T^ into at most 2(Mp + 2)n sets AZy, on each of which the 
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iTpjif) are of constant sign. There are TS^(Mp + 2)n(q + 2)n sets 
Azy, and on each of them, each integral fu^R^x, i)dx is of constant sign. 
We show that T>pM. Assume that T^pM, then by Lemma 8, there 
is a distribution of signs X= {X^} which is different from any dis­
tribution of signs (5) in at least \M places. Then for the correspond­
ing /x, by (3) and (4), 

J
1 . . 1 ae 

\f\(x) — R(x, t) I dx ^ — MCi — > e, for each t, 
s 3 M 

if a>0 is selected properly. Hence T>pM, and we obtain 

n log (M + p + q) ^ Const. M. 

Because of the expressions for S and M, and of the formula [24, 
p. 153] for the entropy of A, this is equivalent to (2). 

The formulation of Theorem 12 was restricted to p~l for the ap­
proximation and to p = + oo for the entropy because a similar state­
ment for other values of the p's is a simple corollary. 

COROLLARY. If R is a piecewise polynomial e-approximation of 
A.^(5, c) in the Lpi-norm, then under the same conditions on r and o) 
as in Theorem 13, we have relation (2), with He(A) in LP\-norm. 

For small c i>0 , AJWl(5, Cic) CA^(5,c ), where coi = cico; also, 
| | /—P| | LPi <€ implies ||/—P\\ L1<C\1€. Therefore our statement follows 
from Theorem 13 and the formula for iJ6(A^) in §5. 

7.2. Classes A(A) with rapidly decreasing Sn. If ôn decreases to zero 
rapidly, results better than those of §7.1 can be obtained. For linear 
approximation, we could observe this phenomenon in §4, compare 
4(3) and 4(4). However, while 4(4) was true for the 8W which satisfy 
3(15) (this follows from Theorem 3 and 3(16)), we have now to as­
sume more (see condition (7) below). The results of this section 
should be compared with Vituskin's theorem [37, Theorem 1, p. 177] 
about analytic functions. The advantages of our results as compared 
to Vituskin's are the following: we treat arbitrary classes A (A, $) 
(in arbitrary Banach spaces), which are described only in terms of the 
behavior of ôn, while Vituskin uses structural properties of the class A, 
in a space of continuous functions. He is able later to check these 
properties for classes of analytic functions. On the other hand, 
Vituskin can treat rational, instead of polynomial approximation. 

THEOREM 14. Let P(t) be a polynomial e-approximation f or A (A, <£) 
in X, of degree p in t = (ti, • • • , tn). Assume that the numbers 8k satisfy 
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/ /: \ 0[»+ < m / log n] 

(6) > 0 /or eac/z o- > 0. 

Then 

(7) n log (p + —\^(l~ o(l))H€(A), e -> 0. 

PROOF. Let the iV» be denned by 3(1) with C = e. We note some 
consequences of the assumption (6). I t follows from 3(2) that 
àNi+1^e~2ÔNiy hence (6) implies Ni+iSNi+<rNi/log Niy for each (r>0, 
therefore 

(8) ANi log ANi = o(Ni), i -» oo. 

Next, condition (6) implies 3(15), and we derive from 3(20) that 

(9) Ha€(A)/H6(A) -> 1, e -> 0, for each a > 0. 

Easy calculations show that (6) implies 

(10) ônti
a -> 0 for each a > 0. 

Let e > 0 be given, we define j by 3(3) and put N = Nj — l. Without 
changing the set A (A), we can replace the functions 4>u ' ' ' > <£iv by 
any linearly independent set of their linear combinations. Using also 
a standard result about finite dimensional Banach spaces (the lemma 
of Auerbach, see for example [35, p. 393]) we can assume the exis­
tence of linear functionals Li, • • • , L# on XN, tha t together with the 
<t>k satisfy 

(11) IWI = IWI = i, 
L»(0i) = 0,k^l, Lk(<t>k) = 1, k,l = 1, • • • , N. 

The set B QX consists of all g £ X of the form 

(12) « = 3eE Z Xrf», 

where the X& are integers which satisfy 

(13) | X*| S —— e-t~\ Nt£k< Ni+1, i = 0, • • • ,j - 1. 
3eANi 

For g of the form (12), Lk(g) =3etk. We note some properties of the 
set B: 

(a) If g, g'E:B,g?*g', then | Lk(g) -Lh(g') | ^ 3e f or at least one k. 
(b) We have BCA(A). This follows from the inequality 
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= S 3 e i ; £ |X,| 
-1 

p(g, Xk) :g Il 3e £ Xrf, | 
Il k<lsN I 

3 - 1 

g Z e~^ S e-'»-1 g 84, k = 0, • • • , N, 
*=»0 

where i0 is defined by iV i o ^k<N i o + i . 
(c) The number M of elements of 5 satisfies 

(14) log M ^ (1 - o(l))ff«(4(A)), e -+ 0. 

Since e ^ e"">+1, the number of integers X& which satisfy (13) is 
è e>'-*~3/(3AiV;-), and the number of all sets (Xi, • • • , \N) is 
^ II<-S (e^-i~V3AiV,)A^, therefore 

log I ^ E àNi(j - i - 3 ) - X AiVi(log 3Atf«). 

The first sum is =iW+- • • • + Nj-Z~He(A(A)) by 3(20); the second 
sum is o(l)H f(il(A)) by (8), 3(16) and 3(20). 

L E M M A 9 . L ^ X I , • • • ,7Tjv be polynomials of degree pint = (h, • • -}tn). 
Let e > 0 and let t», /x = l, • • • , M be points of Rn with the properties 
that 

(15) | nuit*1) — 7rk(t^') | > e for at least one k if/x ^ y!': 

(16) | Th(P>) \£Mk, k = 0, • • • , M. 

Then 

(17) 2[pp (^- + i) + 2JzM. 
PROOF. We can assume that none of the polynomials Wk is constant. 

Let ir(t) be defined by 

as) T(/)= n n {xt(<)-«}. 
The degree of w does not exceed XX=i (2Affc/e+1)£» hence, by Lemma 
7, the space i?n can be decomposed into at most 

Mo = 2 L £ (2M*/e + 1) + 2~T 
L jfc=l J 

connected sets Tj, on each of which 7r does not change sign. In the 
interior of each Ty, w does not vanish, hence each irk satisfies there an 
inequality 
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s'e ^ n(t) ^ (s' + l)c. 

The same inequality holds on the whole of T3- by continuity. I t fol­
lows that no two points /", t* , /z^/A can belong to the same I1,-. Hence 
Mo^M. 

PROOF OF THEOREM 14. We consider the set BC.A(A) defined by 
(12) and (13). The number M of points gM£B satisfies (14). 

Putting iTk(t)=Lk(P(t)), k = l, - - • , Nf we obtain polynomials of 
degree p in t = (h, • • • , tn). Since P(t) is an e-approximation of 
4(A), for each g M GS, /x=l , • * • , M there isa^G-R n with | |g M —P(^) | | 
^ e . Since Lk(gp) = 3eXa, where X£ are the coordinates of gM in (12), we 
have 

(19) | 3eX* - Tk(p) | < €, k = 1, • • • , N, ix = 1, • • • , M. 

Let JIXT /̂X'. Since the XJ are integers, it follows from (19) that 

must hold for a t least one fe. To estimate the 7T/c(#0, we note that (19) 
and (13) imply 

(20) | 7ch(p) | ^ e + 3€ I \k\ £ e + e-*-*/ANi, if N{ ^ k < Nm. 

If we denote the term on the right by M&, then by 3(3), Mk/e^ 
l+ej~i~z/ANi. Applying Lemma 3 and estimating the sum in (17) we 
obtain 

(21) 2(3pNj + pe*~* + 2)n ^ M. 

By (10), Nj8Nj—>0, hence Nje~j—>0, and from (21) and (14) it is easy 
to derive (7). 

REMARK. A similar theorem is valid for a piecewise polynomial 
e-approximation of A (A) with a barrier P(t) = 0 of degree q. Then one 
has, instead of (7), 

(22) n log (p + q + l/e) è (1 - o(l))ff.(il). 

We omit the proof, which is based on ideas used for the derivation 
of the last two theorems; the polynomials (S) are now to be replaced 
by icki(f)=Lk(Pi(t)). 
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