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1. Introduction. In a series of papers we have investigated various 
aspects of the determination of internal, reflected, and transmitted 
fluxes using invariance principles. A survey of these results, with 
reference to the classical work of Ambarzumian and Chandrasekhar, 
and to more recent work by the authors and others, will be found in 
our paper [ l ] . 

Our objective in this paper is to show that we can find a single 
variational problem which yields the linear equations of conventional 
transport theory when treated by means of the calculus of variations, 
and which yields the nonlinear equations of invariant imbedding 
when approached by means of the functional equation technique of 
dynamic programming [2]. 

2. The transport model. Consider a steady-state transport process, 
involving absorption, fission and scattering, taking place in a one-
dimensional medium, a rod of length T. For the sake of simplicity, 
we shall suppose that the rod is homogeneous and isotropic. 

To treat internal flux, we introduce the vector u(y) 
= (ui(y), • • • , UN{y))y where Ui(y) denotes the expected flux of par­
ticles of type i passing the internal point y to the right per second. 
Similarly, the flow to the left is represented by the vector v(y). 

To treat reflected flux, we introduce the matrix R(T) = (*\v(r)), 
where r%j{T) is the expected reflected flux in state i due to a unit 
incident flux in state j incident at T. 

v(y)< > w(v) 
I — 1 — 1 >R(T) 
0 y T 

The basic interactions are expressed in terms of the matrices 
A = (dij) and B = {bi3) where 
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(1) 0*/A+0(A) = t h e expected incremental number of particles in 
state i forward-scattered from a rod of length A per 
incident particle in state j , 

6i;A+o(A) = t h e expected incremental number of particles in 
state i back-scattered from a rod of length A per 
incident particle in state j . 

Our present variational method forces us to assume that B is sym­
metric and positive definite. Subsequently, we shall present a more 
sophisticated approach relaxing this condition which holds only in 
very special physical models. 

The notation here follows that used in [ l ] , 

3. An extremal problem. Let us pose the problem of finding vector 
functions u and v which extremize the quadratic functional 

(1) J(u, v) = ƒ i(û, v) - — [(Bu, u) + (Bv, v) + 2(Au, v)]\ dy, 

where u and v are subject to the boundary conditions 

(2) «(0) = 0, v(T) = c, 

and the dot denotes differentiation with respect to y. 

4. Euler equations and internal flux. The Euler equations for the 
extremal problem of §3 are readily seen to be 

(a) ü = Au + Bv, 

(b) -v = Bu + A'v, 

with the two-point boundary conditions of (3.2). These are precisely 
the equations for the internal fluxes given in [l ], where A — A'. This, 
of course, is no accident, since the quadratic functional J was con­
structed, along the lines of Hamilton-Jacobi theory, to yield these 
variational equations. 

5. Functional equations and reflected fluxes. Returning to J(u, v), 
let us adjoin the differential equation of (4.1a). Then the quadratic 
functional assumes the simpler form 

1 rT 

(1) J(u, v) = — I {(Bv, v) - (Bu, u)}dt. 
2 J o 

Denote by f(c, T) the maximum of J(u, v) over all u where u and v 
are related by (4.1b), and subject to the boundary conditions of (3.2). 
The principle of optimality [2 ] yields the relation 
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f(c, T + A) = max [— ((Bc, c) - (Bw, w))A 

+ f(c + (Bw + A'c)A, T)~] + o(A), 

where w = w(T). 
Passing to the limit as A—»0, we obtain the nonlinear partial differ­

ential equation 

df f 1 1 
max — ((Be9 e) — (Bw, w)) + (Bw + A'c, grad/) . (3) 

Since the maximization can be carried out explicitly, this relation 
can be written 

(4J a i I 

+ (B grad/, grad/ ) ] , 

a Hamilton-Jacobi equation, with the boundary conditions ƒ (c, 0) = 0 . 
The linearity of the equations of (4.1) permits us to conclude that 

f(c, T) is a quadratic form in c, 

(5) f(c,T)=-(Z(T)c,c). 

Substituting in (4), we obtain, after some simple algebra, the ordinary 
differential equation 

dZ 
(6) = B + AZ + ZA' + ZBZ, Z(0) = 0. 

dT 
This is an equation of Riccatian form, familiar to us in the theory of 
control processes [3] and in quasilinearization theory [4]. 

We recognize this equation to be identical, when A~A', with the 
equation derived for R(T) by use of invariance principles, see [ l ] . 
Hence we have the interesting and important facts that 

f(c, T) = - (R(T)c, c), 

u(T) = R(T)c = grad/ . 

6. An alternative approach. Peter Lax has pointed out to us that 
we m^y evaluate f(c, T) using the Euler equations above. We write, 
assuming A—A', 
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f(c, T) = — f [(« - Au, v) + (v+ Av, u)]dt 
2 J o 

1 eT 

= — I [(u,v) + (v,u)]dt 
I J o 

1 \T 

(1) = - («, V) 
1> 1 0 

= 1 (u(T), v(T)) 
Je 

= - i (R(T)c, c). 
id 

7. Discussion. There are three levels of significance to the preced­
ing results. At the conceptual level, they provide a unified approach 
to the treatment of internal and external fluxes along classical and 
modern lines. At the analytic and computational levels they enable 
us to obtain various inequalities for the reflected fluxes and to apply 
Rayleigh-Ritz techniques to the determination of fluxes and critical 
lengths. 

At the moment we have been proceeding formally, and under 
strong restrictions on the properties of the matrices A and B. These 
restrictions may be somewhat relaxed. Our methods carry through 
directly in some problems when the matrices are symmetrizable [5]. 
The more general cases involving nonsymmetric matrices may be 
attacked by min-max methods. Such problems, together with similar 
considerations for nonlinear equations, will be presented in future 
papers, together with the rigorous aspects. 
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