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RELATING TO THE PROOF OF AN EXISTENCE 
THEOREM FOR A CERTAIN TYPE OF 

BOUNDARY VALUE PROBLEM* 

BY H. T. DAVIS 

1. Introduction. The problem of proving the existence of a 
solution of an ordinary, linear, homogeneous differential equa­
tion of nth. order which satisfies n linear, homogeneous bound­
ary conditions of (n — l)st order at p points has been attacked 
in various ways since it was first formulated by Sturm in 
1836.t One of the most fruitful of these methods was that 
first employed by Bocher,J and later applied by Birkhoff § 
and Ettlingerlf to general self-adjoint systems of second order. 
This method is essentially the study of the zeros of a certain 
determinant of nth order by means of the properties of a 
system for which the existence of solutions has already been 
established. 

The object of the present paper is to consider the problem 
by means of integral equations, from which is obtained a 
criterion of some elegance, although the generality of this 
method is somewhat limited by the way in which the parameter 
enters the integral equation. 

2. Theorems to be used. Suppose L(u) is any linear, homo­
geneous, ordinary differential expression of nth order and 
suppose the coefficient of u{n) (p0) is different from zero in the 
interval a ^= x ^ b. Consider, then, the two systems: 

m \L(u) -\- \u = 0, ,TTv jL(u) -{- \u = 0, 
W 1 #«(«) = 0, ( i l } I Vi(u) = 0, 

(i = 1, 2, 3, • • -, n), where Ui and Viare linear combinations 
of u and its first (n — 1) derivatives at the two points a and b. 

•Presented to the Society, April 15, 1922. 
t JOUKNAL DE MATHÉMATIQUES, Vol. 1 (1836), pp. 106-186. 
t COMPTES RENDUS, vol. 140 (1905), p . 928. 

§ TRANSACTIONS OF THIS SOCIETY, vol. 10 (1909), pp. 259-270. 

1f TRANSACTIONS OF THIS SOCIETY, vol. 19 (1918), pp. 79-96. 



1922.] A BOUNDARY VALUE PROBLEM 391 

We shall suppose that the existence of an infinite sequence 
of X's (Xi, X2, • • • ) is known for system I. Our object is to 
show how this fact may be used to find conditions upon the 
coefficients of system II which will insure the existence of a 
sequence of X's (k, k, • • •) for this system also. 

We make use of the following theorem in the theory of 
integral equations: 

If the Green's function of the differential expression L{u) for 
such a set of boundary conditions as I or His taken as the kernel 
of an integral equation of the second kind, 

fix) = 4>{x) - X f K(x, t)<j>{t)dt, 

the Green's function of the differential expression L(u) + Xw 
which corresponds to the boundary conditions I or I I is the 
résolvant f unction K(x, t) of this integral equation* 

We recall that if 
ux(t) ••• wi(n""2)(0 nix) 
U2(t) • • ' tt2(n""2)0O V*&) 

(1) g(x, t) = 
Un(t) ' • • Un

(n 2)(t) Un(x) 

2poit)Wit) 

where W(t) is the Wronskian of the fundamental set of solu­
tions, u±, • • -, un, of the equation L(u) — 0, and their deriva­
tives to the in — l)st order, and where the plus sign refers to 
x ^ t, and the minus sign to x ^ t, then 

G(x, t) = g(x, t) + CiUiix) + • • • + CnUnix) 

is the Green's function of Liu) provided c\, • • -, cn are so chosen 
that G(x, t) will satisfy the boundary conditions Ui(u) = 0. 

We notice that G(x, t) exists and is a continuous function 

* Hilbert, Grundzüge einer allgemeiner Theorie der linearen Integral-
gleichungen, Teubner, 1912, p. 49. Here the theorem is proved only 
for the special self-ad joint case of second order, but a consideration shows 
that the same proof may be extended to include the case of a system of 
nth order. 
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in both arguments except when 

| # l O l ) ••" Ui(Un) 
(2) FÇk) 

Un{Ui) • • • Un(un) 
0. 

3. Interrelation of Problems I and II. We shall now suppose 
that Ti(x, t) and T2(x, t) are the Green's functions of L{u) + \u 
for boundary conditions I and II, and that Ki(x, t) and K2(x,1) 
are the Green's functions of L(u) for the same boundary 
conditions. Consequently Y\ and T2 are the résolvant func­
tions for the integral equations 

u(x) = X I Ki(x, t)u(t)dt, u{x) = X I K2(x, t)u{t)dt, 

and we are led to consider the two Fredholm determinants D\ 
and D2 which belong to problems I and II. 

By the well known property of these determinants,* we 
have: 

X b ^JJ f*b 

Ti(x9 x)dx, -TT = — D2 I T2(x, x)dx. 
Since the zeros of DiÇk) and D2(k) are the characteristic values 
(Xi, X2> • • • ) and (Zi, l2, • • • ) for which solutions of I and II 
exist, we consider the ratio Di/D2. Between any two char­
acteristic values X; and X*+i, Di/D2 is a continuous function 
providing D2 does not vanish in the interval. Hence its 
derivative must vanish in the interval: 

d ( 
d\\ 

n dDi dD2 

DA ^ÜK'^ÜK 
D2) A2 

- DJDX f Tidx + A A f T2dx 
*J a *Ja 

D2* 

= _ I [Ti(x, x) — T2(x, x)]dx. 

* Hubert, loc. cit., pp. 12-13. 
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But suppose that it is shown that J^i^i — T2)dx 9^ 0 for 
\i ^=k\ ~ Xi-j-i. Our hypothesis that Di[D2 is a continuous 
function is contradicted. Consequently D2 must vanish in the 
interval. This result may be stated in the following theorem. 

THEOREM. If the existence of a sequence of Vs for which 
solutions of problem I exist has been established, then a sequence 
of Vs for problem I I alternating or coincident with the Vs of 
problem I exist provided 

f [Ti(x, x) — Y2(x, x)]dx T^O, (Xo = X ̂  Xm), 

where rx and T2 are the Greeris functions belonging to problems 
I and I I . 

4. Examples. Two examples serve to illustrate the theorem : 

u" + \u = 0, 

{i) L' U(i) = 0, n - K(i) = 0. 

Specialize u\ and Wi by assuming u\{fS) = 0, wi'(0) = 1; 
112(0) = 1, W27(0) = 0. T h e n 

Jo JO 

U^X) -dx 
^ l ( l M ' ( l ) 

which is never zero. Consequently the characteristic numbers 
of the two systems must always alternate with one another, 
a conclusion easily verified by explicitly solving the two 
systems. 

(pu'Y + qu + \u = 0, 

/9\ T W a ) = °> TT ƒ ^( a) "" ^(*) = °-
W x- \W(6) = 0, li' {u'ifl) - u\b) = 0. 

Again specialize the fundamental system by assuming 
Ui(a) = 0, ui(a) = 1, ih{a) = 1, u2(a) = 0. 

Then 

£ ( I \ - T2)dx = ^ L - ƒ * {K2(6) - (1 + ft)^(6) 

+ P i K 2 0 ) - [2ui(b)u2(b) - (pi + ï)ui(b)]ui(x)u*(x) 

+ Ui2(b)u2
2(x)}dx, 
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where A and D2 are the characteristic functions (2) of the two 
systems and p\ = p(a)/p(b). A sufficient condition, then, that 
the characteristic numbers of the two systems shall either 
alternate or coincide, is that the quadratic form in ui(x), v%(x) 
shall be definite. But the discriminant A of the form is 

A = fa - 1) V . 

Consequently the form will be definite if and only if we have 
p(a) = p(b), which is the well known condition that system II 
shall be self-adjoint.* 

THE UNIVERSITY OF WISCONSIN 

NOTE CONCERNING THE ROOTS 
OF AN EQUATION 

BY K. P. WILLIAMS 

Professors Carmichael and Mason have published the fol­
lowing theorem.f 

All roots of the equation 

(1) xn + axxn~x + a2x
n~2 + h ^ = 0 

are, in absolute value, less than 

(2) Vl+ |ax|2 + |a2 |2+ . . . + \an\\ 

It is apparent that this limit may be greatly in excess of 
the actual maximum of the absolute values of the roots. An 
illustration of this fact is furnished by the equation 

(3) xn + x71'1 + h x + 1 = 0. 

The theorem asserts that Vn + 1 is greater than the absolute 
value of any root. If n is large this is rather meager and 
inexact information, since all roots are in absolute value 
exactly 1, irrespective of the value of n. 

* Note on the roots of algebraic equations, this BULLETIN, vol. 21 (1914), 
p. 21. 

t This example is treated by Bôcher by different means in his Leçons 
sur les Méthodes de Sturm, 1917, pp. 83-91. 


