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ON THE EIGENVALUES OF THE LAPLACIAN FOR

CERTAIN PERTURBATIONS OF THE STANDARD

EUCLIDEAN METRIC ON S2∗

ANANDATEERTHA MANGASULI†

Abstract. We introduce certain conformal, rotationally symmetric, real analytic perturbations
of the standard Euclidean metric on S2 and study the perturbed eigenvalues of the Laplace operators
for the metrics sufficiently close to the Euclidean metric.
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1. Introduction. Let (M, g) be a compact Riemannian manifold of dimension
n. If (U, x1, . . . , xn) is a coordinate system on M , (gij), the coefficient matrix of the
metric g with respect to this coordinate system and (gij), the inverse of (gij), then
the Laplace operator in these coordinates has the expression:

∆gf = − 1
√

dg

n
∑

i=1

∂

∂xi





n
∑

j=1

gij
√

dg
∂f

∂xj



 ,

for a smooth function f on M , where dg is the determinant of the matrix (gij). It is
well known that the set of eigenvalues of ∆g consists of a sequence

0 = λ0 < λ1 ≤ λ2 ≤ λ3 ≤ . . . . . . . . . ր ∞,

where each eigenvalue is of finite multiplicity and is repeated as many times as its mul-
tiplicity in this sequence. The eigenspaces corresponding to distinct eigenvalues are
orthogonal to each other in L2(M), and L2(M) is the direct sum of all the eigenspaces
(see [2]). A well-known theorem of Lichnerowicz states the following:

Theorem 1.1 (Lichnerowicz). Let (N, g) be a compact Riemannian manifold of
dimension n. If there exists a positive number k such that

Ricg ≥ kg,

Ricg being the Ricci tensor of g, then

λ1(g) ≥ n

n − 1
k,

where λ1(g) is the first non-zero eigenvalue of the Laplacian, ∆g acting on smooth
functions on N . (see [2])

Let λi(g0) represent the ith eigenvalue of the Laplace operator for the standard
Euclidean metric, g0 on Sn. All these eigenvalues are explicitly known with λ1(g0) = n

(see [2]). Hence, Lichnerowicz’s theorem compares λ1(g) with λ1(g0) in terms of the
constants k and n. In particular, if k = n − 1, it gives λ1(g) ≥ λ1(g0). A natural
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question arises: Does Lichnerowicz’s theorem generalize to higher eigenvalues, i.e., is
it true that

λi(g) ≥ λi(g0), for all i ≥ 1?

In general, it is not true, as shown by an example constructed by Donnelly in dimen-
sion four in [3]. Nevertheless, it would still be interesting to know what happens in
dimensions two and three, as the kind of construction used in [3] to give a counter-
example cannot be adapted to these dimensions. In [6], we have shown that the above
inequality is satisfied for left-invariant metrics on S3.

In this article, we prove that if the underlying manifold is S2 then for a given
j ≥ 1, the above eigenvalue inequality holds for all i ≤ j for metrics sufficiently close
to g0 that are obtained by analytically perturbing g0 through rotationally symmetric,
conformal metrics. See Theorem 3.11 in Section 3.2.

Another motivation for this study has been to investigate a problem regarding the
vector space of harmonic functions with growth conditions on non-compact, complete
Riemannian manifolds of dimensions three having non-negative Ricci curvature (see
[3]).

2. Preliminaries. For f1, f2 ∈ C∞ (

S2
)

, let

〈f1, f2〉0 =

∫

S2

f1(ξ)f2(ξ)dV0(ξ), (2.1)

where dV0 is the volume element of S2 with respect to g0. ∆0 is a self-adjoint operator
on C∞ (

S2
)

and its set of eigenvalues is precisely {n(n + 1) | n ≥ 0}, with n(n + 1)
of multiplicity 2n + 1, (see [2]). In the following, we exhibit a complete orthonormal
basis of the eigenspace associated with n(n + 1), in terms of the coordinates on S2

given by

P (t, θ) = (
√

1 − t2 cos θ,
√

1 − t2 sin θ, t), for − 1 < t < 1, and 0 < θ < 2π. (2.2)

If n = 0, then the eigenfunctions are just the constant functions on S2. For a
positive integer j, let

Sj,1(θ) =
1√
π

cos(jθ); Sj,2(θ) =
1√
π

sin(jθ), for 0 ≤ θ ≤ 2π.

Let Pn(t) be the polynomial solution of the Legendre’s equation

(1 − t2)
d2f

dt2
− 2t

df

dt
+ n(n + 1)f = 0; −1 ≤ t ≤ 1.

such that Pn(1) = 1. For integers, n ≥ 0 and 0 ≤ j ≤ n, set

An,j(t) = cn,j(1 − t2)j/2P (j)
n (t),

where cn,j =
√

(n−j)!
(n+j)!

2n+1
2 and P

(j)
n (t) is the jth derivative of Pn(t). Then, the set

{

1√
2π

An,0(t), An,j(t)Sj,k(θ) | 1 ≤ j ≤ n, k = 1, 2
}

forms an orthonormal basis of the

eigenspace associated with n(n + 1) with respect to the inner product 〈, 〉0, as shown
in [8].

For future reference, we now prove two results regarding Legendre polynomials.
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Lemma 2.1. For 0 ≤ j ≤ n,

−(1 − t2)P (j+2)
n (t) + 2(j + 1)tP (j+1)

n (t) = (n − j)(n + j + 1)P (j)
n (t). (2.3)

Proof. The proof is by induction on j. By the definition of Pn(t), we have,

−(1 − t2)
d2Pn

dt
+ 2t

dPn

dt
= n(n + 1)Pn(t).

This is the case j = 0 of the assertion. Assume it is true for some j ≥ 0; then, we
have

−(1 − t2)P (j+2)
n (t) + 2(j + 1)tP (j+1)

n (t) = (n − j)(n + j + 1)P (j)
n (t).

Differentiating this equation with respect to t and simplifying, we get

−(1 − t2)P (j+1+2)
n (t) + 2(j + 1 + 1)tP (j+1+1)

n (t) =

{n − (j + 1)} {n + (j + 1) + 1}P (j+1)
n (t)

which proves the assertion for j + 1.

Lemma 2.2. For 0 ≤ j ≤ n,

∫ 1

0

{

(n − j)(n + j + 1)(1 − t2)jP (j)
n (t)2 − (1 − t2)j+1P (j+1)

n (t)2
}

dt = 0.

Proof. Multiplying equation (2.3) throughout by (1 − t2)jP
(j)
n (t), we get

P (j)
n (t)

d

dt

{

−(1 − t2)j+1P (j+1)
n (t)

}

= (n − j)(n + j + 1)(1 − t2)jP (j)
n (t)2.

Integrating from −1 to 1 by parts, we get

∫ 1

−1

(1 − t2)j+1P (j+1)
n (t)2dt = (n − j)(n + j + 1)

∫ 1

−1

(1 − t2)jP (j)
n (t)2dt,

which proves the assertion, as the integrand is an even polynomial.

3. Conformal perturbations of the Euclidean metric on S2. We note the
following important result on the behaviour of the eigenvalues and the eigenfunc-
tions of the Laplacian under a real-analytic perturbation of the metric for a compact
Riemannian manifold, (see [1], [4]).

Theorem 3.1. Let (M, g) be a compact Riemannian manifold and let gs be a
family of Riemannian metrics on M depending real-analytically on the parameter s,
such that g0 = g. Let ∆s represent the Laplace operator for the metric gs. If λ is an
eigenvalue of ∆0 of multiplicity m, then there exist m scalars and m smooth functions
on M (i = 1,. . . ,m): Λi(s) and Φi(s) respectively, depending real-analytically on the
parameter s and such that the following hold:

1. ∆sΦi(s) = Λi(s)Φi(s) for all i and s.
2. Λi(0) = λ for all i.
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3. {Φi(s)} is an orthonormal set for all s with respect to the inner product 〈, 〉s
given by

〈f1, f2〉s =

∫

M

f1f2dVs,

for f1, f2 ∈ C∞ (M), where dVs is the volume element of M with respect to
the metric gs.

For a real parameter s in the neighbourhood of 0, let

gs = e2ρsg0 (3.1)

be a conformal, real-analytic perturbation of the standard Euclidean metric g0 on S2,
so that the family ρs ∈ C∞ (

S2
)

depends real-analytically on s and ρ0 = 0. Let En

denote the eigenspace of ∆0 associated with the eigenvalue n(n + 1). Let m = 2n + 1
and, let {φi}1≤i≤m be any orthonormal basis of En with respect to the inner product
〈, 〉0. Let Λi(s) and Φi(s) be as in Theorem 3.1 for the eigenvalue λ = n(n + 1). We
prove the following theorem:

Theorem 3.2. With notation as above, let H be the symmetric m × m matrix
whose (i, j)-th element is given by

Hij = −2λ〈ρ̇0φi, φj〉0,

where ρ̇0 represents the derivative with respect to s of ρs at s = 0. Then, the set
of eigenvalues of the matrix H is precisely {Λ̇i(0) | 1 ≤ i ≤ m}, where Λ̇i(0) is the
derivative with respect to s of the function Λi(s) at s = 0.

Proof. We have two orthonormal bases of En, {φi}1≤i≤m and {Φi(0)}1≤i≤m. Let
A = (aij) be the change of base matrix, so that

φi =

m
∑

k=1

akiΦk(0).

Then the matrices H and AHAt have the same eigenvalues and the (i, j)-th element
of AHAt is given by

−2λ〈ρ̇0Φi(0), Φj(0)〉0.

In the following we show that,

AHAt = diag
{

Λ̇1(0), Λ̇2(0), . . . , Λ̇m(0)
}

,

which will prove the required result. We have,

∆0Φi(s) = e2ρs∆sΦi(s) = e2ρsΛi(s)Φi(s).

Differentiating with respect to s and evaluating at s = 0 gives,

∆0Φ̇i(0) = 2λρ̇0Φi(0) + Λ̇i(0)Φi(0) + λΦ̇i(0),

Taking the inner product with the eigenfunction Φj(0) on both sides of this equation
and recalling that ∆0 is a self-adjoint operator, we get

λ〈Φ̇i(0), Φj(0)〉0 = 2λ〈ρ̇0Φi(0), Φj(0)〉0 + Λ̇i(0)δij + λ〈Φ̇i(0), Φj(0)〉0,
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where δij is the Kronecker delta. Hence, we get

0 = 2λ〈ρ̇0Φi(0), Φj(0)〉0 + Λ̇i(0)δij

⇒ AHAt = diag
{

Λ̇1(0), Λ̇2(0), . . . , Λ̇m(0)
}

,

which implies the assertion of the theorem.
Let Ks represent the Gaussian curvature of the metric gs. Then from standard

theory, as K0 = 1, we have,

Ks = e−2ρs + e−2ρs∆0ρs.

Differentiating with respect to s and evaluating at s = 0, we get

K̇0 = (∆0 − 2) ρ̇0, (3.2)

where ‘ ˙ ’ represents derivative with respect to s.
In the following we restrict our attention to perturbations of the type given in

equation (3.1) which are further invariant under rotations about a fixed axis and also
satisfy,

(∆0 − 2) ρ̇0 ≥ 0, ∆0ρ̇0 6≡ 2ρ̇0, (3.3)

In this article we prove that, for such perturbations, given a positive integer n, Λ̇i(0) >

0, for 1 ≤ i ≤ 2n + 1 (see Theorem 3.11). Note from equation (3.2) if, (∆0 − 2) ρ̇0, is
moreover strictly positive then, for s positive and sufficiently close to 0, Ks > 1.

Choose the orthonormal basis of En given in Section 2 and denote it by {φi | 1 ≤
i ≤ 2n + 1}. We show that the square, symmetric matrix of order 2n+1,

H = −2n(n + 1)〈ρ̇0φi, φj〉0 (3.4)

is a positive definite matrix. By Theorem 3.2 this will prove that Λ̇i(0) > 0.
In all the following calculations, we use the parametrization of S2 given by equa-

tion (2.2) and assume that ρs is invariant under any rotation of S2 about the z−axis,
for all s. From the representation of φi’s in these coordinates, it then follows that the
matrix H in equation (3.4) is a diagonal matrix. Hence, to show that H is positive
definite, it suffices to show that, for 0 ≤ j ≤ n,

∫ 1

−1

ρ̇0(t)(1 − t2)j
(

P (j)
n (t)

)2

dt < 0. (3.5)

By hypothesis, ρ̇0 being independent of θ the inequality in relation (3.3) assumes the
form

−(1 − t2)
d2ρ̇0

dt2
+ 2t

dρ̇0

dt
− 2ρ̇0 ≥ 0. (3.6)

3.1. Some results on the solutions of the non-homogeneous Legendre’s

equation. The second-order, homogeneous differential equation,

− (1 − t2)
d2y

dt2
+ 2t

dy

dt
− 2y = 0,
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has two linearly independent solutions,

y1(t) = t and y2(t) = − 1 +
t

2
log

(

1 + t

1 − t

)

, (3.7)

on the open interval (-1,1). As will be clear later, we are basically interested in the
solutions of the non-homogeneous differential equation,

− (1 − t2)
d2y

dt2
+ 2t

dy

dt
− 2y = P (t),

when the right hand side, P (t), is a polynomial. Let T represent the second-order
ordinary differential operator:

T : −(1 − t2)
d2

dt2
+ 2t

d

dt
. (3.8)

Then, T - 2 is a self-adjoint operator on C∞([−1, 1]) with respect to the inner product,

((f1, f2)) =

∫ 1

−1

f1(t)f2(t)dt.

For any positive integer n, the restriction of the operator T − 2 to the finite dimen-
sional vector subspace, Pn, consisting of polynomials of degree at most n, has kernel,
Ker (T − 2 |Pn

) = {kt | k ∈ R}. As a consequence we get the following:

Lemma 3.3. If P (t) is an even polynomial then the differential equation,

− (1 − t2)
d2y

dt2
+ 2t

dy

dt
− 2y = P (t)

has a polynomial solution.

Lemma 3.4. Let P (t) be an even polynomial and, as guaranteed by Lemma 3.3,
let p(t) be any polynomial solution of the differential equation:

− (1 − t2)
d2y

dt2
+ 2t

dy

dt
− 2y = P (t).

Then,

p(0) = −
∫ 1

0

tP (t)dt.

Proof. The polynomial p(t) satisfies

d

dt

(

− (1 − t2)
dp

dt

)

− 2p = P.

Multiplying both sides of this equation by t, and integrating from 0 to 1 by parts two
times, we get

p(0) = −
∫ 1

0

tP (t)dt.
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Theorem 3.5. Let p(t) be the unique solution of the initial value problem:

− (1 − t2)
d2y

dt2
+ 2t

dy

dt
− 2y = P (t); y(0) = −

∫ 1

0

tP (t)dt ; y′(0) = 0,

where P (t) is an even polynomial. Then, p(t) is an even polynomial and it has the
following integral representation:

p(t) =

∫ t

1

uP (u)du − t

∫ t

0

P (u)du − t

∫ t

0

(∫ u

1

vP (v)dv

)

du

1 − u2
.

Proof. Let q(t) be any polynomial solution of the given differential equation.
Then, from Lemma 3.4,

q(0) = −
∫ 1

0

tP (t)dt.

Now, let

p(t) = q(t) − q′(0)t.

Then p(t) is a solution of the given initial value problem and so is the polynomial
p(−t). By uniqueness of solutions, we get

p(t) = p(−t),

i.e. p(t) is an even polynomial. We get the required integral representation of p(t) by
employing the method of variation of parameters.

Lemma 3.6. Let P (t) be a non-zero polynomial such that P (t) ≥ 0 in [−1, 1].
If p(t) is a polynomial solution of the non-homogeneous, second order differential
equation

− (1 − t2)
d2y

dt2
+ 2t

dy

dt
− 2y = P (t),

then we have the following:
1. If p(a) = 0, for some 0 < a < 1, then p′(a) > 0, where ‘ ′ ’ denotes derivative

with respect to the variable t.
2. If p′(a) = 0, for some 0 < a < 1, then p(a) < 0.

Proof. By hypothesis, we have,

d

dt

(

− (1 − t2)
dp

dt

)

− 2p(t) = P (t).

Let 0 < a < 1; multiplying this differential equation by t, and integrating from a to 1
by parts two times, we get

ap′(a) − p(a) =
1

1 − a2

∫ 1

a

tP (t)dt.
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Thus, if p(a) = 0, then

p′(a) =
1

a(1 − a2)

∫ 1

a

tP (t)dt > 0, since P (t) ≥ 0 on [−1, 1],

which proves the first assertion.
On the other hand, if p′(a) = 0, then we get

p(a) = − 1

1 − a2

∫ 1

a

tP (t)dt < 0,

which proves the second assertion.

Theorem 3.7. Let p(t) be the unique, polynomial solution of the initial value
problem:

− (1 − t2)
d2y

dt2
+ 2t

dy

dt
− 2y = P (t); y(0) = −

∫ 1

0

tP (t)dt ; y′(0) = 0,

where P (t) is a non-zero even polynomial such that P (t) ≥ 0 for t ∈ [−1, 1]. Then,

p(t) < 0 for all t ∈ (−1, 1) ⇐⇒ p(1) ≤ 0.

Proof. If p(t) < 0 for all t ∈ (−1, 1), then clearly p(1) ≤ 0. Conversely, suppose
p(1) ≤ 0. From Lemma 3.4,

p(0) = −
∫ 1

0

tP (t)dt.

Since, by assumption, P (t) is non-negative on [-1,1], this implies

p(0) < 0.

p(t) is an even polynomial; therefore, it suffices to show that p(t) is non-zero on
(0, 1). On the contrary if p(a) = 0 for some a ∈ (0, 1), then from the assertions
made in Lemma 3.6 we are forced to conclude that p(1) > 0, a contradiction to our
assumption.

3.2. Main result. In this section, we prove our main result, Theorem 3.11,
using the results obtained in Section 3.1. For n, a positive integer and 0 ≤ j ≤ n, the

polynomial (1 − t2)j(P
(j)
n (t))2, where Pn(t) is the Legendre polynomial of degree n,

and P
(j)
n (t) is its jth derivative, is non-negative in the closed interval [-1,1] and also

an even polynomial. First we prove the following:

Theorem 3.8. For n, a positive integer and 0 ≤ j ≤ n, let Fn,j(t) be the unique
solution to the initial value problem:

− (1 − t2)
d2y

dt2
+ 2t

dy

dt
− 2y = (1 − t2)j(P (j)

n (t))2;

y(0) = −
∫ 1

0

t(1 − t2)j(P (j)
n (t))2dt; y′(0) = 0.
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Then,

Fn,j(t) < 0, for t ∈ (−1, 1).

The proof of this theorem will be obtained as a consequence of the following two
rather technical lemmas.

Lemma 3.9. For n, a positive integer,

(n − j)(n + j + 1)Fn,j(1) =
j

j + 1
Fn,j+1(1), 0 ≤ j ≤ n. (3.9)

Proof. From the integral representation of Fn,j(t), we have,

Fn,j(1) = −
∫ 1

0

(1−t2)jP (j)
n (t)2dt−

∫ 1

0

(∫ t

1

u(1 − u2)jP (j)
n (u)2du

)

1

1 − t2
dt. (3.10)

a) For 0 ≤ j ≤ n, define

Qn,j(t) =

∫ t

1

u(1 − u2)jP (j)
n (u)2du. (3.11)

Then, we have

Qn,j(t) = − 1

2(j + 1)

∫ t

1

d

du

{

(1 − u2)j+1
}

P (j)
n (u)2du.

Integrating by parts on the right hand side, we get

Qn,j(t) = − (1 − t2)j+1P
(j)
n (t)2

2(j + 1)
+

1

j + 1

∫ t

1

(1 − u2)j+1P (j+1)
n (u)P (j)

n (u)du. (3.12)

b) From equation (2.3), substituting for (n − j)(n + j + 1)P
(j)
n (u), we have,

(n − j)(n + j + 1)

∫ t

1

(1 − u2)j+1P (j+1)
n (u)P (j)

n (u)du

=

∫ t

1

(1 − u2)j+1P (j+1)
n (u)

{

−(1 − u2)P (j+2)
n (u) + 2(j + 1)uP (j+1)

n (u)
}

du

=

∫ t

1

(1 − u2)P (j+1)
n (u)

{

d

du

(

−(1 − u2)j+1P (j+1)
n (u)

)

}

du.

Integrating by parts on the right hand side and using equation (2.3), we get

(n − j)(n + j + 1)

∫ t

1

(1 − u2)j+1P (j+1)
n (u)P (j)

n (u)du

= −(1 − t2)j+2P (j+1)
n (t)2 +

∫ t

1

(1 − u2)j+1P (j+1)
n (u)

d

du

{

(1 − u2)P (j+1)
n (u)

}

du

= −(1 − t2)j+2P (j+1)
n (t)2

+

∫ t

1

(1 − u2)j+1P (j+1)
n (u)

{

2juP (j+1)
n (u) − (n − j)(n + j + 1)P (j)

n (u)
}

du.
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Simplifying and recalling the definition of Qn,j+1(t) from equation (3.11), we get

2(n − j)(n + j + 1)

∫ t

1

(1 − u2)j+1P (j+1)
n (u)P (j)

n (u)du =

−(1 − t2)j+2P (j+1)
n (t)2 + 2jQn,j+1(t). (3.13)

c) From equation (3.13) and equation (3.12), we get

(n − j)(n + j + 1)
Qn,j(t)

1 − t2
= − 1

2(j + 1)
(n − j)(n + j + 1)(1 − t2)jP (j)

n (t)2 −

1

2(j + 1)
(1 − t2)j+1P (j+1)

n (t)2 +
j

j + 1

Qn,j+1(t)

1 − t2
.

Thus,

−(n − j)(n + j + 1)

{

(1 − t2)jP (j)
n (t)2 +

Qn,j(t)

1 − t2

}

= (n − j)(n + j + 1)

{

−(1 − t2)jP (j)
n (t)2 +

1

2(j + 1)
(1 − t2)jP (j)

n (t)2
}

+

1

2(j + 1)
(1 − t2)j+1P (j+1)

n (t)2 − j

j + 1

Qn,j+1(t)

1 − t2
.

Adding and subtracting
j

j + 1
(1 − t2)j+1P (j+1)

n (t)2 on the right hand side of this

equation and simplifying, we get,

−(n − j)(n + j + 1)

{

(1 − t2)jP (j)
n (t)2 +

Qn,j(t)

1 − t2

}

= −2j + 1

2j + 2

{

(n − j)(n + j + 1)(1 − t2)jP (j)
n (t)2 − (1 − t2)j+1P (j+1)

n (t)2
}

− j

j + 1

{

(1 − t2)j+1P (j+1)
n (t)2 +

1

1 − t2
Qn,j+1(t)

}

.

Integrating this equation from 0 to 1 and recalling equations (3.10) and (3.11), we get

(n − j)(n + j + 1)Fn,j(1) =

−2j + 1

2j + 2

∫ 1

0

{

(n − j)(n + j + 1)(1 − t2)jP (j)
n (t)2 − (1 − t2)j+1P (j+1)

n (t)2
}

dt +

j

j + 1
Fn,j+1(1).

From Lemma 2.2 the integral on the right hand side is zero, and we get,

(n − j)(n + j + 1)Fn,j(1) =
j

j + 1
Fn,j+1(1),

the required equality.

Lemma 3.10. With notation as above,

Fn,n(1) < 0.
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Proof. First note that, since Pn(t) is a degree n polynomial, its nth derivative is
a non-zero constant, say k. From equation (3.10), we have

Fn,n(1) = −
∫ 1

0

(1 − t2)nk2 −
∫ 1

0

(∫ t

1

u(1 − u2)nk2du

)

1

1 − t2
dt.

Hence,

1

k2
Fn,n(1) = −2n + 1

2n + 2

∫ 1

0

(1 − t2)ndt,

which proves the claim.
We combine the above two results to arrive at a proof of Theorem 3.8.

Proof of Theorem 3.8. By Theorem 3.7, it suffices to show that, for 0 ≤ j ≤ n,
Fn,j(1) ≤ 0. Substituting j = 0 in equation (3.9), we get Fn,0(1) = 0. From Lemma
3.10 and equation (3.9), we find by induction on j, Fn,j(1) < 0, for 1 ≤ j ≤ n.

Finally, we prove the main theorem of this paper.

Theorem 3.11. Let gs = e2ρsg0 be a family of Riemannian metrics on S2,
such that ρ0 = 0, g0 is the Euclidean metric on S2, the family ρs ∈ C∞(S2) depends
real-analytically on the parameter s and each ρs is invariant under rotations about the
z-axis. For a fixed non-zero eigenvalue, λ, of the Laplace operator ∆0 for the standard
Euclidean metric g0 on S2, let the scalars Λi(s), Λ̇i(0), and functions Φi(s), (1 ≤ i ≤
m) be as given by Theorem 3.1 for the eigenvalue λ, where m is its multiplicity. Let Ks

represent the Gaussian curvature function for the metric gs such that,
∂Ks

∂s
|s=0 6≡ 0.

Then we have,

∂Ks

∂s
|s=0≥ 0 =⇒ Λ̇i(0) > 0, for 1 ≤ i ≤ m.

Proof. Let (t, θ) be the coordinates on S2 as given in equation (2.2). From the
discussion following Theorem 3.2, to prove this result, it suffices to show the following:
For any positive integer n, and 0 ≤ j ≤ n,

d

dt

(

− (1 − t2)
dρ̇0

dt

)

− 2ρ̇0 ≥ 0 =⇒
∫ 1

−1

ρ̇0(t)(1 − t2)jP (j)
n (t)2dt < 0,

where ρ̇0 represents the derivative with respect to s of ρs at s = 0, and P
(j)
n (t),

represents the jth derivative of the Legendre polynomial, Pn(t), of degree n.
Let T be the second-order differential operator as defined in equation (3.8). As

observed before, T − 2 is a self adjoint operator on C∞ ([−1, 1]) with respect to the
standard L2-inner product, ((, )). Let Fn,j(t) be as in Theorem 3.8 so that

(T − 2)Fn,j(t) = (1 − t2)jP (j)
n (t)2.

Then we have,

∫ 1

−1

ρ̇0(t)(1 − t2)jP (j)
n (t)2dt =

∫ 1

−1

ρ̇0(t) ((T − 2)Fn,j(t)) dt

=

∫ 1

−1

((T − 2)ρ̇0(t)) Fn,j(t)dt.
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By assumption, (T − 2)ρ̇0 ≥ 0 with (T − 2)ρ̇0 6≡ 0 and from Theorem 3.8,
Fn,j(t) < 0 in (−1, 1), for 0 ≤ j ≤ n. Hence we get,

∫ 1

−1

ρ̇0(t)(1 − t2)jP (j)
n (t)2dt < 0,

the required inequality.
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