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1. Introduction

We consider nonnegative solutions of the initial value problem for a weakly coupled
system




∂ui(x, t)

∂t
= �ui(x, t) + u

pi

i+1(x, t) ,

ui(x, 0) = ui,0(x) ,

x ∈ Rd, t > 0, i ∈ N∗ ,

x ∈ Rd, i ∈ N∗ ,
(1)

where N ≥ 1, N∗ = {1, 2, · · ·N}, d ≥ 1, pi > 0 (i ∈ N∗) and ui,0 (i ∈ N∗) are nonnegative
bounded and continuous functions. Throughout this paper we mean uN+i = ui , uN+i,0 =
ui,0, pN+i = pi for each i ∈ Z and u = (u1, u2, · · · , uN), u0 = (u1,0, u2,0, · · · , uN,0).

Problem (1) has a nonnegative and bounded solution at least locally in time (see Theorem
2.1). For any given initial value u0, let T ∗ = T ∗(u0) be the maximal existence time of the
solution. If T ∗ = ∞, it is called a global solution. On the other hand, if T ∗ < ∞, there exists
i ∈ N∗ such that

lim sup
t→T ∗

‖ui(t)‖∞ = ∞ .(2)

When (2) holds, we say that the solution blows up in a finite time.
Since the pioneering work of Fujita [6], the blow up and global existence of solutions to

weakly coupled semilinear parabolic systems have been studied by several authors ([2], [3],
[4] and [7]).

In the previous paper ([8]), we have considered the case pi ≥ 1(i ∈ N∗), p1p2 · · ·pN >

1 and proved the following results.

(I) If 2 maxi∈N∗ {1 + pi + pipi+1 + · · · + pipi+1 · · · pi+N−2} ≥ d(p1p2 · · ·pN − 1),
then T ∗ < ∞ for every nontrivial solution u(t) of (1);
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(II) If 2 maxi∈N∗ {1 + pi + pipi+1 + · · · + pipi+1 · · · pi+N−2} < d(p1p2 · · ·pN − 1),
then there exist both non-global solutions and non-trivial global solutions of (1).

In [8], we also have considered the large time behavior of global solutions. These results
extend the previous results for the case N = 2 ([2] and [7]). We also refer [4] and the
references therein for the study of the blow-up rate in the case (I) for N ≥ 1.

In this article, we consider the case p1p2 · · ·pN ≤ 1 with pi > 0 and we may allow the
situation pi > 1 for some i. Our first result is the following global existence of solutions.

THEOREM 1. Assume that 0 < p1p2 · · · pN ≤ 1 . Let u(t) be a nonnegative solution
of (1), and let T ∗ = T ∗(u0) be the maximal existence time of the solution. Then T ∗ = ∞,
i.e., every solution is global.

The uniqueness of solutions to (1) is a delicate issue, because the nonlinearity does not
satisfy the Lipschitz condition when pi < 1 for some i. Actually, the uniqueness of solutions
does not hold in general and we can have the following two theorems.

THEOREM 2. Assume that 0 < pi < 1 (i ∈ N∗) and u0 �≡ 0. The problem (1) has a
unique nonnegative solution.

THEOREM 3. Assume that 0 < p1p2 · · · pN < 1 and u0 ≡ 0. Then any nontrivial
nonnegative solution of (1) has the form

ui(x, t; s) = ci(t − s)
αi+ (i ∈ N∗) ,

where (r)+ = max{r, 0}, s is any nonnegative constant and ci , αi (i ∈ N) are positive
constants given by


αi = 1 + pi + pipi+1 + · · · + pipi+1 · · · pi+N−2

1 − p1p2 · · · pN

,

c
p1p2···pN −1
i = αiα

pi

i+1α
pipi+1
i+2 · · · αpipi+1···pi+N−2

i+N−1 .

(3)

In the case of N ≤ 2, Theorem 2 has been proved under the weaker condition 0 <

p1p2 < 1 [3; Theorem (a)]. However, it is an open problem whether Theorem 2 is true or not
under the weaker condition p1p2 · · · pN < 1 for the case N ≥ 3.

Finally, we consider the asymptotic behavior of solutions of (1) as t → ∞.

THEOREM 4. Assume that 0 < p1p2 · · ·pN < 1. Then, for any nontrivial nonnegative
solution u(t) of (1),

lim
t→∞ t−αi ui(x, t) = ci (i ∈ N∗)(4)

holds uniformly in Rd , where ci , αi are positive constants given by (3).

As for the global existence, the case N = 1 is easy ([1]). The case N = 2 was studied
by M. Escobedo and M. A. Herrero ([2; Theorem 1]). As for the uniqueness of solutions,
the same results have been obtained by J. Aguirre and M. Escobedo ([1]) in the case N = 1,
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and by M. A. Herrero and M. Escobedo ([3]) in the case N = 2 . Theorems 1, 2 and 3 in
this paper extend these results to the general case N ≥ 3. Basically Theorems 1, 2 and 3
can be proved in a similar way to that in [2] and [3]. But for our big system, the procedure
to obtain the key differential inequalities (23) and (24) below becomes very complicated. To
control this big system properly, we make use of Lemma 2.2 which is a new observation.
Moreover, to obtain an important lower bound estimate (Lemma 3.2), we also need to control
more complicated iteration process than the one for the case N = 2. Theorem 4 is completely
new even for the case N = 1, 2. We also note that in the proof of Theorem 4 we employ a new
comparison argument which yields a simple proof of the global existence under the condition
0 < p1p2 · · ·pN < 1 even for the case N = 2.

In §2 we prove Theorem 1. Theorems 2 and 3 are proved in §3 and finally Theorem 4 is
proved in §4.

For simplicity, we use the following notation throughout this paper:

pi,j =



pipi+1 · · ·pj ,

pi ,

1 ,

(i < j) ,

(i = j) ,

(i > j) .

2. Proof of Theorem 1

First we note the local existence of solutions of (1).

THEOREM 2.1. Let pi > 0 (i ∈ N∗) and assume that u0 is nonnegative, continuous
and bounded. Then there exists T > 0 such that (1) admits a nonnegative and bounded
classical solution u in [0, T ) × Rd .

PROOF. Although we follow the same argument as in [2; Theorem 2.1] for the case
N = 2 and [1; Lemma (1.3)] for the case N = 1, we give the outline of the proof for reader’s
convenience. For arbitrary T > 0, let

ET = {u : [0, T ] → (L∞)N ; ‖u‖ET < ∞} ,(5)

where

‖u‖ET = sup
t∈[0,T ]

{ N∑
i=1

‖ui(t)‖∞
}

.

We consider in ET the related integral system

ui(t) = S(t)ui,0 +
∫ t

0
S(t − s)u

pi

i+1(s)ds, i ∈ N∗ ,(6)

where S(t)ξ represents the solution of the heat equation with an initial function ξ :

S(t)ξ(x) = (4πt)−d/2
∫

Rd
e−|x−y|2/4t ξ(y)dy .
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Note that in the closed subset PT = {u ∈ ET ; vi ≥ 0 (i ∈ N∗)} of ET , (1) is reduced to
(6). If pj < 1 for some j , let {g j,n} be a sequence of globally Lipschitz continuous functions
such that, for any fixed n > 0

g j,n(r) =



0 ,

cj,nr ,

rpj ,

r ≤ 0 ,

0 < r ≤ 1/2n ,

r > 1/2n ,

where cj,n = (2n)1−pj . Consider now the approximating problems for (1) as in [2]:


(ui,n)t − �ui,n = u
pi

i+1,n ,

(uj,n)t − �uj,n = g j,n(uj+1,n) ,

ui+1,n(0) = ui+1,0 ,

uj+1,n(0) = uj+1,0 + 1/n ,

t > 0, x ∈ Rd , if pi ≥ 1 ,

t > 0, x ∈ Rd , if pj < 1 ,

x ∈ Rd , if pi ≥ 1 ,

x ∈ Rd , if pj < 1 .

(7)

We put ũn = (u1,n, u2,n, · · · , uN,n). Define

Ψn(ũn)(t) = (S(t)u1,n(0) + Φ1,n(u2,n)(t), S(t)u2,n(0) + Φ2,n(u3,n)(t),

· · · , S(t)uN,n(0) + ΦN,n(u1,n)(t)) ,

where

Φi,n(ui+1,n)(t) =
∫ t

0
S(t − s)u

pi

i+1,n(s)ds (pi ≥ 1),

Φj,n(uj+1,n)(t) =
∫ t

0
S(t − s)g j,n(uj+1,n)(s)ds (pj < 1).

Then we can easily obtain the following estimates:

‖(S(·)u1,n(0), S(·)u2,n(0), · · · , S(·)uN,n(0))‖ET ≤ C

N∑
i=1

‖ui,n(0)‖∞ ,

‖(Φ1,n(u2,n),Φ2,n(u3,n), · · · ,ΦN,n(u1,n))‖ET ≤ CT

N∑
i=1

‖Ui,n‖pi

ET
,

where 


U1,n

U2,n

...

UN−1,n

UN,n


 =




0 u2,n 0 0 · · · 0 0
0 0 u3,n 0 · · · 0 0
...

...
...

...
. . .

...
...

0 0 0 0 · · · 0 uN,n

u1,n 0 0 0 · · · 0 0


 .

Let BR = {ũn ∈ ET ; ‖ũn‖ET ≤ R}. If R is large enough and T > 0 is small enough,
one can easily see from the above inequalities that Ψn is a strict contraction from BR ∩ PT
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into itself, whence there exists a unique fixed point ũn ∈ BR ∩ PT which solves


ui,n(t) = S(t)ui,n(0) +
∫ t

0
S(t − s)u

pi

i+1,n(s)ds , i ∈ N∗, pi ≥ 1 ,

uj,n(t) = S(t)uj,n(0) +
∫ t

0
S(t − s)g j,n(uj+1,n(s))ds , j ∈ N∗, pj < 1 .

(8)

Thus we obtain a unique nonnegative and bounded solution ũn(t) to (8) in Rd × [0, T ) for
some T . Furthermore, we can show

ui,n(t) ≤ ui,m(t) if n ≥ m ,

where we use the argument of [1; Lemma (1.3)]. Therefore, the sequences {ui,n(t)} are non-
increasing with respect to n and bounded below. So, we can define ui(t) = limn→∞ ui,n(t).
Then we can conclude that ui(t) satisfies (6) (see [1]).

To complete the proof of Theorem 2.1, let u(x, t) be the nonnegative and bounded solu-
tion of (6) that has been obtained in [0, T )×Rd for some T > 0. By (6), u(x, t) is continuous

in [0, T )×Rd . Moreover, by considering the difference quotients (1/h){ui(x1, x2, · · · , xj−1,

xj + h, xj+1, · · · , xd, t) − ui(x, t)} with h → 0, one easily sees that ∂ui(x, t)/∂xj is lo-

cally bounded in Rd × [τ, T ) for j = 1, 2, · · · , d and any τ such that 0 < τ < T . Then

u
pi+1
i (i ∈ N∗) are locally Hölder continuous functions in space uniformly with respect to

time. It then follows from the representation formula (6) that u is a classical solution of (1) in
Rd × (0, T ) (see [5;Chapter 1, Theorem 10]). �

REMARK. By the proof of Theorem 2.1, solutions are unique when pi = 1 (i ∈ N∗).
If this assumption is dropped, this result is false in general. For instance, see Theorem 3.

Next, we show an important lemma for the proof of Theorem 1.

LEMMA 2.2. Let p1p2 · · · pN ≤ 1 . Then, there exists m ∈ N∗ such that

pN+m−k+1,N+m ≤ 1

for any k ∈ N∗.

PROOF. If pi ≤ 1 for any i ∈ N∗, it is obvious. We consider the other cases. We say
that P = pk,k+m = pkpk+1 · · ·pk+m satisfies the property (	), if

pk+m ≤ 1, pk+m−1,k+m ≤ 1, · · · , pk+1,k+m ≤ 1, pk,k+m ≤ 1

hold. We also say that P is a good block if P ≤ 1. We define


i1,1 = min{i; 1 < i ≤ N,pi−1 ≤ 1, pi > 1} ,

i1,2 = min{i; i1,1 < i ≤ N,pi−1 ≤ 1, pi > 1} ,
...

i1,k(1) = min{i; i1,k(1)−1 < i ≤ N,pi−1 ≤ 1, pi > 1} ,
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where k(1) is the least number such that {i; i1,k(1) < i ≤ N,pi−1 ≤ 1, pi > 1} becomes
empty. We also use the convention i1,k(1)+1 = i1,1. Then we put



P1(1) =
i1,2−1∏
l=i1,1

pl,

P1(2) =
i1,3−1∏
l=i1,2

pl,

...

P1(k(1)) =
i1,k(1)+1−1∏
l=i1,k(1)

pl

(= pi1,k(1)
pi1,k(1)+1 · · · pNp1 · · ·pi1,1−1) .

Here we used the convention pN+i = pi (i ∈ Z) in the last expression. It is easy to see that
if P1(m) = pi1,m

pi1,m+1 · · · pi1,m+1−1 is a good block, then P1(m) satisfies the property (	).
By repeating these procedure, we define



i2,1 = min{i; 1 < i ≤ k(1), P1(i − 1) ≤ 1, P1(i) > 1} ,

i2,2 = min{i; i2,1 < i ≤ k(1), P1(i − 1) ≤ 1, P1(i) > 1} ,
...

i2,k(2) = min{i; i2,k(2)−1 < i ≤ k(1), P1(i − 1) ≤ 1, P1(i) > 1} ,

where k(2) is the least number such that {i; i2,k(2) < i ≤ k(1), P1(i − 1) ≤ 1, P1(i) > 1}
becomes empty. We also use the convention i2,k(2)+1 = i2,1. We put



P2(1) =
i2,2−1∏
l=i2,1

P1(l) ,

P2(2) =
i2,3−1∏
l=i2,2

P1(l) ,

...

P2(k(2)) =
i2,k(2)+1−1∏
l=i2,k(2)

P1(l)

(= P1(i2,k(2))P1(i2,k(2) + 1) · · ·P1(k(1))P1(1) · · ·P1(i2,1 − 1)) .

Here we used the notation P1(k(1) + i) = P1(i) (i ∈ Z) for the last expression. We also note
that if P2(l) is a good block, then P2(l) satisfies the property (	).

Furthermore, by repeating the above procedure inductively and using the assumption
p1,N ≤ 1, we arrive at number l such that

il,1 = min{i; 1 < i ≤ k(l + 1), Pl−1(i − 1) ≤ 1, Pl−1(i) > 1} ,
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where {i; il,1 < i ≤ k(l − 1), Pl−1(i − 1) ≤ 1, Pl−1(i) > 1} becomes empty. We put

Pl(1) = Pl−1(il,1)Pl−1(il,1 + 1) · · ·Pl−1(ik(l−1)−1)Pl−1(1) · · ·Pl−1(il−1 − 1) .

Here, we rewrite Pl(1) in an original form without changing the order of multiplications. Then
we obtain

Pl(1) = pm−N+1 · · · pm−1pm

for some m ∈ N∗. Then Pl(1) satisfies the property (	) and here this m is a desired one. �

We also collect the following inequalities which will be frequently used in the proofs of
Lemma 2.4 and Theorem 1.

LEMMA 2.3.
(I) For all nonnegative numbers a and b, it holds that

(a + b)p ≤ 2p−1(ap + bp) if p ≥ 1 ,

(a + b)p ≤ (ap + bp) if p ≤ 1 .

(II) (Jensen’s inequality) Let v = v(x, t) be any nonnegative function. Then it holds
that, for all t > 0,

(S(t)v(s))q ≤ S(t)vq (s) ,(∫ t

0
S(t − s)v(s)ds

)q

≤ tq−1
∫ t

0
S(t − s)vq(s)ds

if q ≥ 1, and

S(t)vq (s) ≤ (S(t)v(s))q ,∫ t

0
S(t − s)vq(s)ds ≤ t1−q

(∫ t

0
S(t − s)v(s)ds

)q

if q ≤ 1.

We omit the proof of Lemma 2.3, since it is well-known. We also use the semigroup
property S(t − s)(S(s − r)u(r)) = S(t − r)u(r) frequently.

First, we establish the basic estimate which will be used frequently in the iteration pro-
cess of the proof of Theorem 1.

LEMMA 2.4. If pi > 1, pi,i+1 > 1, · · · , pi,i+j−1 > 1, and pi,i+j ≤ 1 then there
exist g h(t) (i ≤ h ≤ i + j) such that

ui(t) ≤ S(t)ui,0 +
i+j−1∑
h=i

g h(t)S(t)u
pi,h

h+1,0 + g i+j (t)u
pi,i+j

i+j+1(t) .

and g h(t) = O(tγh) with some γh as t → ∞.
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REMARK. By taking γ = max{γh; i ≤ h ≤ i + j }, we may write g h(t) = O(tγ ) as
t → ∞ for any i ≤ h ≤ i+j . We will use this convention frequently in the proof of Theorem
1.

PROOF. It follows from (6) that

ui(t) = S(t)ui,0 +
∫ t

0
S(t − s)

{
S(s)ui+1,0 +

∫ s

0
S(s − r)u

pi+1
i+2 (r)dr

}pi

ds .(9)

From Lemma 2.3, we have

ui(t) ≤ S(t)ui,0 +
∫ t

0
S(t − s)

[
2pi−1S(s)u

pi

i+1,0

+ 2pi−1
(∫ s

0
S(s − r)u

pi+1
i+2 (r)dr

)pi
]
ds

= S(t)ui,0 + 2pi−1
∫ t

0
S(t)u

pi

i+1,0ds

+ 2pi−1
∫ t

0
S(t − s)

(∫ s

0
S(s − r)u

pi+1
i+2 (r)dr

)pi

ds .

(10)

From (II) of Lemma 2.3, it follows that

ui(t) ≤ S(t)ui,0 + 2pi−1tS(t)u
pi

i+1,0

+ 2pi−1
∫ t

0
S(t − s)spi−1

∫ s

0
S(s − r)u

pi,i+1
i+2 (r)drds

≤ S(t)ui,0 + 2pi−1tS(t)u
pi

i+1,0 + 2pi−1tpi

∫ t

0
S(t − r)u

pi,i+1
i+2 (r)dr .

(11)

Substituting ui+2(r) = S(r)ui+2,0 + ∫ r

0 S(r − s)u
pi+2
i+3 (s)ds into the integral of the last in-

equality of (11), we obtain

ui(t) ≤ S(t)ui,0 + g i (t)S(t)u
pi

i+1,0

+ g i (t)t
pi−1

∫ t

0

(
S(t − r)

[
S(r)ui+2,0 +

∫ r

0
S(r − s)u

pi+2
i+3 (s)ds

]pi,i+1 )
dr ,

(12)

where g i (t) = 2pi−1t . Using Jensen’s inequality again for pi,i+1 > 1, we have

ui(t) ≤ S(t)ui,0 + g i (t)S(t)u
pi

i+1,0 + g i+1(t)S(t)u
pi,i+1
i+2,0

+ g i+1t
pi,i+1−1(t)

∫ t

0
S(t − s)u

pi,i+2
i+3 (s)ds ,

(13)



REACTION-DIFFUSION EQUATIONS 355

where g i+1(t) = 2pi+pi,i+1−2t1+pi . Since pi > 1, pi,i+1 > 1, · · · , pi,i+j−1 > 1, we repeat
the arguments from (9) to (13) to obtain

ui(t) ≤ S(t)ui,0 + g i (t)S(t)u
pi

i+1,0 + g i+1(t)S(t)u
pi,i+1
i+2 + · · ·

+ g i+j−1(t)S(t)ui+j,0 + g i+j−1t
pi,i+j−1−1

∫ t

0
S(t − s)u

p1,i+j

i+j+1(s)ds ,
(14)

where g i+k(t) = 2pi+pi,i+1+···+pi,i+k−k−1t1+pi+pi,i+1+···+pi,i+k−1 (j > 1). Now we substitute

ui+j+1(s) = S(s)ui+j+1,0 + ∫ s

0 S(s − r)u
pi+j+1
i+j+2(r)dr in the last term of (14):

∫ t

0
S(t − s)u

p1,i+j

i+j+1(s)ds .

Then we have

∫ t

0
S(t − s)u

p1,i+j

i+j+1(s)ds

=
∫ t

0
S(t − s)

(
S(s)ui+j+1,0 +

∫ s

0
S(s − r)u

pi+j+1
i+j+2(r)dr

)p1,i+j

ds

≤ t1−pi,i+j

{∫ t

0
S(t − s)

×
(

S(s)ui+j+1,0 +
∫ s

0
S(s − r)u

pi+j+1
i+j+2(r)dr

)
ds

}pi,i+j

≤ t1−pi,i+j

( ∫ t

0
S(t)ui+j+1,0ds

+
∫ t

0
S(t − s)

∫ s

0
S(s − r)u

pi+j+1
i+j+2(r)drds

)pi,i+j

≤ t

(
S(t)ui+j+1,0 +

∫ t

0
S(t − r)u

pi+j+1
i+j+2(r)dr

)pi,i+j

= tu
pi,i+j

i+j+1(t) .

Substituting this into (14), we conclude

ui(t) ≤ S(t)ui,0 +
i+j−1∑
h=i

g h(t)S(t)u
pi,h

h+1,0 + g i+j (t)u
pi,i+j

i+j+1 ,(15)

where g i+j (t) = tpi,i+j−1 g i+j−1(t). Thus Lemma 2.4 is proved. �
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PROOF OF THEOREM 1. Without loss of generality, we can assume m = N − 1 in
Lemma 2.2. We put

j (1) = min
{
i; 1 ≤ i ≤ N − 1, p1,i ≤ 1

}
,

j (2) = min
{
i; j (1) < i ≤ N − 1, pj (1)+1,i ≤ 1

}
,

...

j (h) = min
{
i; j (h − 1) < i ≤ N − 1, pj (h−1)+1,i ≤ 1

}
,

where h is the least number, such that

{i; j (h) < i ≤ N − 1, pj (h)+1,i ≤ 1}

becomes empty. Then we have the following general situation which will be divided into h

blocks:

1-blocks : p1 > 1, p1,2 > 1, · · · , p1,j (1)−1 > 1, p1,j (1) ≤ 1 ,

2-blocks : pj(1)+1 > 1, pj (1)+1,j (1)+2 > 1 ,

, · · · , pj (1)+1,j (2)−1 > 1, pj (1)+1,j (2) ≤ 1 ,

...

h-blocks : pj(h−1)+1 > 1, pj (h−1)+1,j (h−1)+2 > 1 ,

, · · · , pj (h−1)+1,j (h)−1 > 1, pj (h−1)+1,j (h) ≤ 1 ,

where from j (h) = N − 1, pj(h−1)+1,j (h) = pj(h−1)+1,N−1 ≤ 1. Although some k-block
may become degenerate so that just pj(k) ≤ 1, if j (h+1) = j (h)+1, we consider the general
situation above without loss of generality.

By using Lemma 2.4 for 1-block, there exist 0 < γ1 < ∞ and fi(t) (i = 1, 2, · · · , j (1)−
1) and f̄j (1)(t) behaving like O(tγ1) at t → ∞ such that

u1 ≤ S(t)u1,0 +
j (1)−1∑
h=1

fh(t)S(t)u
p1,h

h+1,0 + fj(1)(t)u
p1,j (1)

j (1)+1 .(16)

By using Lemma 2.4 again for 2-block, there exist 0 < γ2 < ∞ and f̄i (t) (j (1) + 1 ≤
i ≤ j (2)) behaving like O(tγ2) at t → ∞ such that

uj(1)+1 ≤ S(t)uj (1)+1,0 +
j (2)−1∑

h=j (1)+1

f̄h(t)S(t)u
pj(1)+1,h

h+1,0 + f̄j (2)(t)u
pj(1)+1,j (2)

j (2)+1 .(17)
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Combining (16) with (17), and using (I) of Lemma 2.3 for p1,j (1) ≤ 1,

u1 ≤ S(t)u1,0 +
j (1)−1∑
k=1

fk(t)S(t)u
p1,k

k+1,0 + f̄j (1)(t)

{
S(t)uj (1)+1,0

+
j (2)−1∑

k=j (1)+1

f̄k(t)S(t)u
pj(1)+1,k

k+1,0 + f̄j (2)(t)u
pj(1)+1,j (2)

j (2)+1

}p1,j (1)

≤ S(t)u1,0 +
j (2)−1∑
k=1

fk(t)Uk(t) + fj(2)(t)u
p1,j (2)

j (2)+1 ,

(18)

where

Uk(t) =




S(t)u
p1,k

k+1,0

[S(t)uj (1)+1,0]p1,j (1)

[S(t)u
pj(1)+1,k

k+1,0 ]p1,j (1)

(1 ≤ k ≤ j (1) − 1) ,

(k = j (1)) ,

(j (1) + 1 ≤ k ≤ j (2) − 1) ,

and

fj(1)(t) = f̄j (1) ,

fk(t) = f̄j (1)f̄
p1,j (1)

k (j (1) + 1 ≤ k ≤ j (2)) .

Iterating this process for m-blocks (m = 1, 2, · · · , h), we can obtain that there exist 0 < γh <

∞ and fj(2)+1, fj (2)+2, · · · , fj (h) behaving like O(tγh) at t → ∞ such that

u1 ≤ S(t)u1,0 +
j (h)−1∑

k=1

fk(t)Uk(t) + fj(h)(t)u
p1,j (h)

j (h)+1 ,(19)

where

Uk(t) =




S(t)u
p1,k

k+1,0
[S(t)uj (1)+1,0]p1,j (1)

[S(t)u
pj(1)+1,k

k+1,0 ]p1,j (1)

[S(t)uj (2)+1,0]p1,j (2)

[S(t)u
pj(2)+1,k

k+1,0 ]p1,j (2)

[S(t)uj (3)+1,0]p1,j (3)

...

[S(t)uj (h−1)+1,0]p1,j (h−1)

[S(t)u
pj(h−1)+1,k

k+1,0 ]p1,j (h−1)

(1 ≤ k ≤ j (1) − 1) ,

(k = j (1)) ,

(j (1) + 1 ≤ k ≤ j (2) − 1) ,

(k = j (2)) ,

(j (2) + 1 ≤ k ≤ j (3) − 1) ,

(k = j (3)) ,

(k = j (h − 1)) ,

(j (h − 1) + 1 ≤ k ≤ j (h) − 1) .
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Put f (t) = 1 + ∑j (h)

k=1 fk(t). Since j (h) = N − 1, if follows from (19) that

u1 ≤ f (t)

{
S(t)u1,0 +

N−2∑
k=1

Uk(t) + u
p1,N−1
N

}
.(20)

Note that a1 +a2 +· · ·+al ≤ l(aα
1 +aα

2 +· · ·+aα
l )1/α holds for α ≥ 1 and aj ≥ 0. Applying

this inequality as α = 1/p1,N−1 (note p1,N−1 ≤ 1 by our assumption), we obtain from (20)
that

u1 ≤ Nf (t)

{
(S(t)u1,0)

1/p1,N−1 +
N−2∑
k=1

U
1/p1,N−1
k (t) + uN(t)

}p1,N−1

.(21)

Since all pN−1, pN−2,N−1, · · · , p1,N−1 are not more than 1 by our assumption, Jensen’s
inequality yields

U
1/p1,N−1
k (t) ≤ S(t)u

1/pk+1,N−1
k+1,0(22)

for 1 ≤ k ≤ N − 2. Therefore substituting (22) in (21), we have

u1 ≤ Nf (t)

{ N−1∑
k=1

S(t)u
1/pk,N−1
k,0 + uN(t)

}p1,N−1

.(23)

Substituting this in the N-th equality of (1), we have

(uN)t − �uN ≤ (Nf (t))pN

{ N−1∑
k=1

S(t)u
1/pk,N−1
k,0 + uN(t)

}p1,N

.(24)

Put 


w(x, t) =
N−1∑
k=1

S(t)u
1/pk,N−1
k,0 + uN(t) ,

w(x, 0) =
N−1∑
k=1

u
1/pk,N−1
k,0 + uN,0 .

Then we find wt − �w = uNt − �uNt . Since p1,N ≤ 1, we have wp1,N ≤ 1 + w, and hence
it follows that

wt − �w ≤ (Nf (t))pN wp1,N ≤ (Nf (t))pN (1 + w) .

Let v be the solution of 


vt = (Nf (t))pN (1 + v) ,

v(0) = sup
x∈Rd

w(x, 0) = v0 .
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Then we have w(t) ≤ v(t) by the standard comparison theorem and

v(t) = (1 + v0) exp

(∫ t

0
(Nf (s))pN ds

)
− 1 .

Since v is global, w is also global. By the definition of w this means uN is global. From (6)
we see that all uN−1, uN−2, · · · , u1 are global. �

3. Proof of Theorem 2 and 3

LEMMA 3.1. Let u0 �≡ 0, and let u(x, t) be a solution of (1). Then for any τ > 0
there exist constants c > 0 and α > 0 such that

ui(x, τ ) ≥ c exp(−α|x|2) (i ∈ N∗) .(25)

PROOF. We employ the same argument as in [2; Theorem 2.4] and [3; Lemma 1].
Assume for instance that u1,0 �≡ 0. By shifting the origin if necessary, we may assume that
there exists R > 0 such that ν = inf{u1,0(ξ); |ξ | ≤ R} > 0. Since u1(t) ≥ S(t)u1,0, it holds
that

u1(t) ≥ ν exp(−|x|2/2t)(4πt)−d/2
∫

|y|≤R

exp(−|y|2/2t)dy .

Defining ū1(t) = u1(t + τ0) for some τ0 > 0, we obtain

ū1(0) = u1(τ0) > c exp(−α|x|2)
with

α = 1

2τ0
, c = ν(4πτ)−d/2

∫
|y|<R

exp(−|y|2
2τ

)dy .(26)

To obtain the corresponding result for uN(t), we note that, if pN ≥ 1, Jensen’s inequality
yields

uN(t) ≥
∫ t

0
S(t − s)(S(s)u1,0)

pN ds

≥
∫ t

0
(S(t − s)S(s)u1,0)

pN ds =
∫ t

0
(S(t)u1,0)

pN ds

≥ t (S(t)u1,0)
pN

(27)

and, if pN < 1,

uN(t) ≥
∫ t

0
S(t − s)(S(s)u1,0)

pN ds

≥
∫ t

0
S(t − s)S(s)u

pN

1,0ds

≥ tS(t)u
pN

1,0 .

(28)
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From (27) and (28), the estimate for uN in (25) holds with a different choice of α and c from
the one previously made in (26). By repeating this procedure, we obtain the desired results
for uN−1, uN−2, · · · , u2. This completes the proof. �

LEMMA 3.2. Let u(x, t) be any nontrivial solution of (1) with 0 < p1p2· · · pN < 1
and u0 �≡ 0. Then

ui(x, t) ≥ cit
αi , (i ∈ N∗) ,(29)

where ci and αi are positive constants given by (3).

PROOF. We take the same strategy as in [3; Lemma 2]. Assume first that u1,0(x) ≥
c exp(−α|x|2) for some c > 0 and α > 0. For simplicity, we consider the case 0 < pi < 1
(i ∈ N∗). We will mention the proof for the general case 0 < p1,N < 1 at the end of the
proof. Since

S(t) exp(−α|x|2) = (1 + 4αt)−d/2 exp

( −α|x|2
1 + 4αt

)
,(30)

it follows that

u1(x, t) ≥ S(t)u1,0 ≥ c(1 + 4αt)−d/2 exp

( −α|x|2
1 + 4αt

)
.(31)

Moreover, by (6)

uN(x, t) ≥
∫ t

0
S(t − s)(u1(x, s))pN ds .(32)

Substituting (31) into (32) and using (30), we have

uN(x, t) ≥ cpN

∫ t

0
(1 + 4αs)−d(pN−1)/2(1 + 4αs + 4αpN(t − s))−d/2

× exp

(
− αpN |x|2

1 + 4αs + 4αpN(t − s)

)
ds

≥ cpN (1 + 4αt)−d/2 exp

(
− αpN |x|2

1 + 4αpNt

)
t .

(33)

Here we used pN ≤ 1. We substitute this inequality into (6) and use (30) to find

uN−1(x, t) ≥ cpN−1,N

∫ t

0
(1 + 4αs)−dpN−1/2

× (1 + 4αpNs + 4αpN−1,N (t − s))−d/2 × (1 + 4αpNs)d/2

× exp

(
− αpN−1,N |x|2

1 + 4αpNs + 4αpN−1,N (t − s)

)
spN−1ds

≥ cpN−1,N (1 + 4αt)−dpN−1/2(1 + 4αpNt)−d/2
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× exp

(
− αpN−1,N |x|2

1 + 4αpN−1,N t

)
tpN−1

pN−1 + 1
.

Now we claim that

u1−k(x, t) ≥ cpN−k+1,N g k(t) exp

(
− αpN−k+1,N |x|2

1 + 4αpN−k+1,N t

)
tPk

Ak

(34)

for any k ≥ 1, where Pk and Ak are positive constants and g k(t) is a positive monotone
decreasing function of t which will be determined inductively. Here we use the convention
pN+j = pj , uN+j = uj (j ∈ Z ). The inductive relations are obtained as follows. From (34)
and

u−k(x, t) ≥
∫ t

0
S(t − s)(u1−k(x, s))p−k ds ,(35)

we get

u−k(x, t) ≥ cpN−k,N g p−k

k (t)(1 + 4αpN−k+1,N t)−d/2

× exp

(
− αpN−k,N |x|2

1 + 4αpN−k,N t

)
tPkp−k+1

A
p−k

k (Pkp−k + 1)

= cpN−k,N g k+1(t) exp

(
− αpN−k,N |x|2

1 + 4αpN−k,N t

)
tPk+1

Ak+1
.

(36)

Then from (33) and (36), we get the following relation:


P1 = 1 , Pk+1 = Pkp−k + 1

A1 = 1 , Ak+1 = A
p−k

k Pk+1

g 1(t) = (1 + 4αt)−d/2 , g k+1(t) = g p−k

k (t)(1 + 4αpN−k+1,N t)−d/2

(37)

for k ≥ 1. Now, by using (37), we easily see that


Pk = 1 + p−k+1 + p−k+1,−k+2 + · · · + p−k+1,−1 ,

Ak =
k∏

l=2

P
pN−k+1,N−l

l ,

g k(t) =
k∏

l=1

(1 + 4αpN−k+l+1,N t)−dp−k+1,−k+l−1/2

(38)

for k ≥ 2. From (34) with k = jN , noting pN−jN+1,N = p1,jN = p
j
1,N , we obtain

u1(x, t) = u1−jN(x, t)

≥ c(p1,N )j ḡ j (t) exp

(
− α(p1,N )j |x|2

1 + 4αp
j

1,N t

)
t P̄j

Āj

,
(39)



362 NORIAKI UMEDA

where P̄j = PjN , Āj = AjN and ḡ j (t) = g jN (t). We rewrite P̄j , Āj and ḡ j (t) to see their
asymptotic behaviors as j → ∞. First it is easy to see that

P̄j = PjN = 1 + p1 + p1,2 + · · · + p1,jN−1

= (1 + p1 + p1,2 + · · · + p1,N−1)(1 + p1,N + p2
1,N + · · · + p

j−1
1,N )

= (1 + p1 + p1,2 + · · · + p1,N−1)(1 − (p1,N )j )

1 − p1,N

.

(40)

Furthermore, we need the following expression PjN+k (1 ≤ k ≤ N) by using P̄j :

PjN+k = 1 + p−(jN+k−1)PjN+k−1 = 1 + p1−kPjN+k−1

= 1 + p1−k(1 + p−(jN+k−2)PjN+k−2)

= 1 + p1−k + p1−kp2−kPjN+k−2

= · · ·
= 1 + p1−k + p1−k,2−k + · · · + p1−k,−1 + p1−k,0PjN

= 1 + pN+1−k + pN+1−k,N+2−k + · · · + pN+1−k,N−1 + pN+1−k,N P̄j .

(41)

Substituting (40) into (41), we obtain

PjN+k = 1 + pN−k+1 + pN−k+1,N−k+2 + · · · + pN−k+1,N−1

+ pN−k+1,N (1 + p1 + p1,2 + · · · + p1,N−1)
1 − p

j

1,N

1 − p1,N

(42)

for j ≥ 1 and 1 ≤ k ≤ N . We also note that this formula is also true even for j = 0. Now,
we express Āj as follows:

Āj =
jN∏
l=1

P
p−jN+1,−l

l

=
N∏

k=1

P
p−jN+1,−k

k × P
p−jN+1,−(N+k)

N+k × · · · × P
p−jN+1,−((j−1)N+k)

(j−1)N+k

≡
N∏

k=1

Ak,j (j ≥ 2) ,

(43)

where

Ak,j =
j−1∏
l=0

P
p−jN+1,−(lN+k)

lN+k .
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Note that for 0 ≤ l ≤ j − 1

p−jN+1,−(lN+k) = pjN−jN+1,jN−(lN+k)

= p1,(j−l)N−k = p1,(j−l−1)N+(N−k)

= (p1,N)j−l−1p1,N−k .

(44)

Then using (42) and (44), we have

Ak,j =
j−1∏
l=0

P
(p

j−l−1
1,N

p1,N−k)

lN+k

=
j−1∏
l=0

[βk + σk(1 − (p1,N )l)](pj−l−1
1,N p1,N−k) ,

(45)

where we used the notation




βk = 1 + pN+1−k + pN+1−k,N+2−k + · · · + pN+1−k,N−1 ,

σk = pN+1−k,N (1 + p1 + p1,2 + · · · + p1,N−1)
1

1 − p1,N

(46)

for 1 ≤ k ≤ N . Noting pi,j p1,N = pi,j pj+1,N+j = pi,N+j , we see

βk + σk =
{
(1 − p1,N)(1 + pN−k+1 + pN−k+1,N−k+2 + · · · + pN−k+1,N−1)

+ pN−k+1,N (1 + p1 + p1,2 + · · · + p1,N−1)

}
1

1 − p1,N

=
{
(1 + pN−k+1 + pN−k+1,N−k+2 + · · · + pN−k+1,2N−1)

− (1 + pN−k+1 + pN−k+1,N−k+2 + · · · + pN−k+1,2N−1)p1,N

}
1

1 − p1,N

=
{
(1 + pN−k+1 + pN−k+1,N−k+2 + · · · + pN−k+1,2N−1)

− (pN−k+1,2N−k + pN−k+1,2N−k+1 + · · · + pN−k+1,2N−1)

}
1

1 − p1,N

= 1 + pN−k+1 + · · · + pN−k+1,2N−k−1

1 − p1,N

.

(47)
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It follows from (45) and (47) that

Ak,j ≤
j−1∏
l=0

(
1 + pN−k+1 + · · · + pN+1−k,2N−k−1

1 − p1,N

)p1,N−k(p1,N )j−l−1

= α
p1,N−k

∑j−1
l=0 (p1,N )j−l−1

N+1−k

= α
p1,N−k (1−(p1,N )j )/(1−p1,N )

N+1−k

≤ α
p1,N−k/(1−p1,N )

N+1−k

(48)

for 1 ≤ k ≤ N and any j ≥ 1.
Next, we show

ḡ j+1(t) =
N∏

l=1

(1 + 4αpl+1,N(p1,N)j t)−dp1,l−1/2ḡ p1,N

j (t)(49)

for j ≥ 0. Here ḡ 0 ≡ 1.

PROOF OF (49): By (37), we have

ḡ j+1(t) = g jN+N(t) = g
p−(jN+N−1)

jN+N−1 (1 + 4αpN−(jN+N−1)+1,N t)−d/2

= g p1
jN+N−1(1 + 4αp2,N(p1,N )j t)−d/2

= [g p−(jN+N−2)

jN+N−2 (1 + 4αpN−(jN+N−2)+1,N t)−d/2]p1

× (1 + 4αp2,N (p1,N)j t)−d/2

= (1 + 4αp2,N (p1,N)j t)−d/2(1 + 4αpN−(jN+N−2)+1,N t)−dp1/2g p1p2
jN+N−2.

Here we used p−(jN+N−l) = pl and

pN−(jN+N−l)+1,N = pl−jN+1,N = pl+1,N+jN

= pl+1,N · (p1,N)j .
(50)

Repeating this procedure by using (50), we obtain

ḡ j+1(t) = (1 + 4αp2,N (p1,N)j t)−d/2

× (1 + 4αp3,N (p1,N)j t)−dp1/2

× (1 + 4αp4,N (p1,N)j t)−dp1,2/2

× · · ·
× (1 + 4αpN+1,N (p1,N)j t)−dp1,N−1/2

× g p1,N

jN (t) .

This implies the formula (49). �
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Using the formula (49) inductively, we have

ḡ j (t) =
N∏

l=1

(1 + 4αpl+1,N(p1,N )j−1t)−dp1,l−1/2ḡ p1,N

j−1 (t)

=
N∏

l=1

(1 + 4αpl+1,N(p1,N )j−1t)−dp1,l−1/2

×
N∏

l=1

(1 + 4αpl+1,N(p1,N)j−2t)−dp1,l−1p1,N /2ḡ (p1,N )2

j−2 (t)

=
N∏

l=1

(1 + 4αpl+1,N(p1,N )j−1t)−dp1,l−1/2

×
N∏

l=1

(1 + 4αpl+1,N(p1,N)j−2t)−dp1,l−1p1,N /2

×
N∏

l=1

(1 + 4αpl+1,N(p1,N)j−3t)−dp1,l−1(p1,N )2/2

× · · ·

×
N∏

l=1

(1 + 4αpl+1,N(p1,N)t)−dp1,l−1(p1,N )j−2/2

× ḡ (p1,N )j−1

1 (t)

=
N∏

l=1

[ j−1∏
k=0

(1 + 4αpl+1,N(p1,N )kt)−dp1,l−1(p1,N )j−k−1/2
]

≡
N∏

l=1

g lj (t) (j ≥ 1) .

(51)

Now we claim that

limj→∞g lj (t) ≥ 1 (1 ≤ l ≤ N)) .(52)

PROOF OF (52): First, we note that



366 NORIAKI UMEDA

4αpl+1,N(p1,N)j−1j t =
j−1∑
k=0

(p1,N)j−1−k4αpl+1,N(p1,N )kt

≥
j−1∑
k=0

(p1,N)j−k−1 log(1 + 4αpl+1,N t (p1,N)k)

= log


j−1∏

k=0

(1 + 4αpl+1,N(p1,N)kt)(p1,N )j−1−k


 .

(53)

Here we used x ≥ log(1 + x) for x ≥ 0. Hence, it follows that

gl,j (t) =
j−1∏
k=0

(1 + 4αpl+1,N(p1,N )kt)−dp1,l−1(p1,N )j−k−1/2

≥ exp
(
−dp1,l−1/2 × 4αtpl+1,N (p1,N )j−1j

)
→ 1 (j → +∞) ,

since p1,N < 1. Therefore we obtain the desired estimate. �

Now we obtain

limj→∞ḡ j (t) ≥ 1 .(54)

So, letting j → ∞ in (39), we can conclude by (40) and (54) that

u1(x, t) ≥ 1

(α1α
p1
2 α

p1,2
3 · · · αp1,N−1

N )1/(1−p1,N )
t(1+p1+···+p1,N−1)/(1−p1,N )

= c1t
α1 .

As to the general case, we take arbitrary ε > 0, and set ui,ε(t) ≡ ui(t + ε). One then has

ui,ε(t) = S(t)ui,ε(0) +
∫ t

0
S(t − s)u

pi

i+1,ε(s)ds ,

where by Lemma 3.1, u1,ε(0) ≥ c exp(−α|x|2) with some c and α. Therefore, the preceding
argument shows u1,ε(t) ≥ c1t

α1 , and accordingly

u1(t) = u1(ε + (t − ε)) ≥ c1(t − ε)α1 ,

whence follows the result, because ε > 0 is arbitrary.
This completes the proof for i = 1. The estimate for i ≥ 2 can be obtained in the same

way.
Finally, we remark on the proof for the general case 0 < p1,N < 1. Even for this

general case, we can slightly modify the above computations to get similar estimates as before.
Precisely, we can obtain the estimate (39) with a slightly different ḡ j (t). Here ḡ j (t) satisfies
(49), where only the number pl+1,N should be replaced by a certain number. Thus, we have
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the estimate (52) even for the general case. So, we can conclude the same result under the
general assumption p1,N < 1. �

We prepare the following lemma which will be used in the proofs of Theorems 2 and 3.

LEMMA 3.3. Let {vi(t)} (i ∈ N∗) be the nonnegative continuous function satisfying

vi(t) ≤
∫ t

0
v

pi

i+1(s)ds (i ∈ N∗) .(55)

Assume p1,N < 1. Then

vi(t) ≤ cit
αi

with ci and αi defined by (3).

PROOF. From (55)

vi(t) ≤
∫ t

0

( ∫ s1

0
· · ·

( ∫ sN−1

0
v

pN+i−1
i (sN )dsN

)pN+i−2

· · · ds2

)pi

ds1 .(56)

We put

Vi(t) = sup
s∈[0,t ]

‖vi(s)‖∞ .

Then

Vi(t) ≤
∫ t

0

(∫ s1

0
· · ·

(∫ sN−1

0
V

pN+i−1
i (t)dsN

)pN+i−2

· · · ds2

)pi

ds1

≤ V
p1,N

i (t)

∫ t

0

(∫ s1

0
· · ·

(∫ sN−1

0
dsN

)pN+i−2

· · · ds2

)pi

ds1

≤ V
p1,N

i (t)t1+pi+pi,i+1+···pi,i+N−2 {(pN+i−2 + 1)pi,i+N−3

× (pN+i−3,N+i−2 + pN+i−2 + 1)pi,i+N−4

× · · · × (pi,i+N−2 + · · · + pi,i+1 + pi + 1)}−1 ,

thus

Vi(t) ≤ tαi {(pN+i−2 + 1)pi,i+N−3

× (pN+i−3,N+i−2 + pN+i−2 + 1)pi,i+N−4

× · · · × (pi,i+N−2 + · · · + pi,i+1 + pi + 1)}−1/(1−p1,N )

≡ c+
i tαi .

Thus we obtain

vi(t) ≤ c+
i tαi .(57)
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To obtain the stronger estimate, put θi = supt∈[0,∞] vi(t)/tαi ≤ c+
i so that vi(t) ≤ θit

αi .
Substituting vi(t) ≤ θit

αi into (56), we have

vi(t) ≤
∫ t

0

(∫ s1

0
· · ·

(∫ sN−1

0
(θis

αi

N )pN+i−1dsN

)pN+i−2

· · · ds2

)pi

ds1

≤ θ
p1,N

i

tαi

αiα
pi

i+1α
pi,i+1
i+2 · · · αpi,i+N−2

i+N−1

.

Therefore by the definition of θi , we obtain

θi ≤ θ
p1,N

i

1

αiα
pi

i+1α
pi,i+1
i+2 · · · αpi,i+N−2

i+N−1

and hence

θi ≤
(

1

αiα
pi

i+1α
pi,i+1
i+2 · · ·αpi,i+N−2

i+N−1

)1/(1−p1,N )

= ci .

Thus vi ≤ cit
αi . �

PROOF OF THEOREM 2. We take the same strategy as in [3;Lemma 3]. Suppose that
for some u0 �≡ 0 there exist two different solution (u1(t), u2(t), · · · , uN(t)) and (ū1(t),

ū2(t), · · · , ūN (t)) defined in some strip ST = (0, T ) × Rd . Then it follows from (6), Lemma
3.2 and the mean value theorem that

(u1(t) − ū1(t))+ ≤
∫ t

0
S(t − s)(u

p1
2 (s) − ū

p1
2 (s))+ds

≤ p1c
p1−1
2

∫ t

0
S(t − s)(u2(s) − ū2(s))+s(p1−1)α2ds .

In a similar way, we have

(u2(t) − ū2(t))+ ≤ p2c
p2−1
3

∫ t

0
S(t − s)(u3(s) − ū3(s))+s(p2−1)α3ds ,

...

(uN(t) − ūN (t))+ ≤ pNc
pN−1
1

∫ t

0
S(t − s)(u1(s) − ū1(s))+s(pN−1)α1ds .

From these, it follows that
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‖(u1 − ū1)+(t)‖∞

≤ p1,Nc
pN−1
1 c

p1−1
2 · · · cpN−1−1

N

∫ t

0
s
(p1−1)α2
1

[ ∫ s1

0
s
(p2−1)α3
2 · · ·

( ∫ sN−1

0
s
(pN −1)α1
N ‖(u1 − ū1)+(sN )‖∞dsN

)
· · · ds2

]
ds1

= p1,Nα1α2 · · · αN

∫ t

0
s
(p1−1)α2
1

[ ∫ s1

0
s
(p2−1)α3
2 · · ·

( ∫ sN−1

0
s
(pN −1)α1
N ‖(u1 − ū1)+(sN )‖∞dsN

)
· · · ds2

]
ds1 .

(58)

Here we used the relation c
pN−1
1 c

p1−1
2 · · · cpN−1−1

N = α1α2 · · · αN which can be seen from the
definition of cj and αj .

We next show that the integrand above is indeed locally integrable. To this end, we first
notice that

‖(ui − ūi)+(t)‖∞ ≤
∫ t

0
‖(ui+1 − ūi+1)+(s)‖pi∞ds (i ∈ N∗)

holds, since all p1, p2, · · · , pN are less than one and (ap − bp)+ ≤ (a − b)
p
+ holds for any

nonnegative constants a and b if 0 < p < 1. Then Lemma 3.3 yields

‖(u1 − ū1)+(t)‖∞ ≤ c1t
α1

with α1 as in (3). We also note the relation piαi+1 + 1 = αi (i ∈ N∗). This implies that the
right-hand side in (58) is convergent. Moreover, substituting this in (58), from piαi+1+1 = αi

(i ∈ N
∗
), we find

‖(u1 − ū1)+(t)‖∞ ≤ p1,Nc1t
α1 .

We may now use this to obtain a new bound for ‖(u1 − ū1)+(t)‖∞ via (58). Iterating this
procedure k times, we obtain

‖(u1 − ū1)+(t)‖∞ ≤ pk
1,Nc1t

α1 .

Now by letting k → ∞, it follows from p1,N < 1 that u1 ≡ ū1, whence u2 ≡ ū2, · · · , uN ≡
ūN holds. �

PROOF OF THEOREM 3. Although we follow the same argument as in [3;Lemma 4],
we give the proof for the sake of completeness. Let u be a nontrivial solution of (1) satisfying
the assumption in Theorem 3. Then by (6), for i ∈ N∗

‖ui(t)‖∞ ≤
∫ t

0
‖ui+1(s)‖pi∞ds

holds and Lemma 3.3 yields

‖ui(t)‖∞ ≤ cit
αi(59)
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with positive constants ci , αi defined by (3). By the hypothesis, there exist i ∈ N∗ , t > 0
and x ∈ Rd such that ui(x, t) > 0. Without loss of generality, assume that u1(x, t) > 0, and
define τ by

τ = inf{t > 0 : u1(x, t) > 0} .

From Lemma 3.1, ui(x, t) > 0 for any i ∈ N∗, x ∈ Rd and t > τ . Now take t̄ > τ and set

ūi(x, t) = ui(x, t + t̄ ) .

Then (ū1, ū2, · · · , ūN ) solves (1) and ūi > 0. Therefore, by Lemma 3.2,

ui(x, t + t̄ ) ≥ cit
αi

for any t ≥ 0. This implies that

ui(x, t) ≥ ci(t − τ )
αi+(60)

for x ∈ Rd , t ≥ 0. Now choose any t < τ and define

ui(x, t) = ui(x, t + t) .

By our choice of τ , (u1, u2, · · · , uN) solves (1), with ui(0) = 0. Therefore, by (58)

ui(x, t + t) ≤ cit
αi

for any t ≥ 0 and x ∈ RN . Letting t → τ , we obtain

ui(x, t) ≤ c1(t − τ )
αi+(61)

for x ∈ Rd , t ≥ 0, and the conclusion follows from (60) and (61). �

4. Proof of Theorem 4

LEMMA 4.1. Assume 0 < p1,N < 1 and consider the problem{
vit = �vi + v

pi

i+1 ,

vi(x, 0) = vi,0 ,

x ∈ Rd , t > 0 , i ∈ N∗

x ∈ Rd , i ∈ N∗(62)

with a positive constant vi,0 satisfying

c
1/αi

i αiv
piαi+1/αi

i,0 = v
pi

i+1,0 (i ∈ N∗) .(63)

If vi is defined by

vi(x, t) = ci

{
t +

(
vi,0

ci

)1/αi
}αi

(64)

for each i ∈ N∗, then v = (v1, v2, · · · , vN) satisfyes (62), where ci and αi are positive
constants given by (3).

PROOF. It is easy to see that (64) is a solution of (62). �
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PROOF OF THEOREM 4. It is obvious for the case u0 ≡ 0 from Theorem 3. We show
Theorem 4 for the case u0 �≡ 0. From Lemma 3.2

ui(x, t) ≥ cit
αi .(65)

Now choose vi,0 which satisfies (63) and vi,0 ≥ 2‖ui,0‖∞. Define vi by (64). Then we claim
the following estimate:

vi(x, t) > ui(x, t) ((x, t) ∈ Rd × [0,∞), i ∈ N∗) .

If not, vi(x, t) ≤ ui(x, t) holds at some point (x, t) ∈ Rd × [0,∞) for some i. We put

ti = inf{t > 0; vi(x, t) ≤ ui(x, t) for some x ∈ Rd } (i ∈ N∗) .

From (6),

vi(t) − ui(t) = S(t)(vi,0 − ui,0) +
∫ t

0
S(t − s)(v

pi

i+1(s) − u
pi

i+1(s))ds ,

and from vi,0(x) > ui,0(x),

S(t)(vi,0 − ui,0) > 0 .

Therefore, we have

0 = vi(x, ti) − ui(x, ti) >

∫ ti

0
[S(ti − s)(v

pi

i+1(s) − u
pi

i+1(s))](x)ds

for some x ∈ Rd . Then we obtain

ti > ti+1 .

Inductively, we have

ti > ti+1 > · · · > tN+i−2 > tN+i−1 > tN+i = ti

and we get the contradiction. Therefore it follows from Lemma 4.1 that

ui(x, t) < ci

{
t +

(
vi,0

ci

)1/αi
}αi

.(66)

From (65) and (66), we obtain

cit
αi ≤ ui(x, t) < ci

{
t +

(
vi,0

ci

)1/αi
}αi

.(67)

Multiplying (67) by t−αi and letting t → ∞, we have

lim
t→∞ t−αi ui(x, t) = ci (i ∈ N∗) .

uniformly in Rd . �
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