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Abstract. In this paper, we obtain functional relations for Witten zeta functions by using relations of double
Lerch values. By these functional relations, we obtain new proofs of known results on the Tornheim double zeta
values, the Euler-Zagier double zeta values, and their alternating and character analogues.

1. Introduction

For s1, s2, s3, s4, s5, s6 ∈ C and 0 < α, β, γ, δ, η, θ ≤ 1, we define generalized Witten
zeta functions for sl(2), sl(3) and sl(4) by

ζsl(2)(s1; α) :=
∞∑
n=1

e2πinα

ns1
,

ζsl(3)(s1, s2, s3; α, β, γ ) :=
∞∑

l,m=1

e2πilαe2πimβe2πi(l+m)γ

ls1ms2(l +m)s3
,

ζsl(4)(s1, s2, s3, s4, s5, s6; α, β, γ, δ, η, θ)

:=
∞∑

l,m,n=1

e2πilαe2πimβe2πinγ e2πi(l+m)δe2πi(m+n)ηe2πi(l+m+n)θ

ls1ms2ns3(l +m)s4(m+ n)s5(l +m+ n)s6
,

in the region of convergence. Originally, Zagier [30] defined Witten zeta functions by

ζg (s) :=
∑
ρ

(dimρ)−s ,

where s ∈ C and ρ runs over all finite dimensional irreducible representations of a certain
semisimple Lie algebra g . The values of ζg(2k) for k ∈ N had been studied by Witten [27]
before Zagier’s work in order to calculate the volumes of certain moduli spaces. Afterwards,
in [3], Gunnells and Sczech gave explicit formula for ζsl(n)(2k). As a generalization of ζg(s),
Matsumoto [7] defined the Witten zeta function for g = so(5) of several complex variables
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and proved its analytic continuation. Then Matsumoto and Tsumura [11] introduced Witten
zeta function of several variables for g = sl(n) (n ≥ 2).

In the case α = β = γ = δ = η = θ = 1, we write them as ζ(s1), ζsl(3)(s1, s2, s3)
and ζsl(4)(s1, s2, s3, s4, s5, s6), respectively, which coincide with the zeta functions introduced
by Matsumoto and Tsumura [11]. Needless to say, ζ(s1) is the Riemann zeta function. The
function ζsl(3)(s1, s2, s3) is called the Tornheim double zeta function. The values ζsl(3)(a, b, c)
for a, b, c ∈ N were investigated by Tornheim [17] and Mordell [12] in the 1950’s. Recently,
Tsumura [25] discovered a functional relation for the Tornheim double zeta function. Next the
author [13] found a different approach to this problem. The author’s expression of functional
relation looks different from Tsumura’s, but in [8], it is shown that Tsumura’s expression
coincides with the author’s one.

As a triple analogue of ζsl(3)(s1, s2, s3), the function ζsl(4)(s1, s2, s3, 0, 0, s6) is called
the Mordell-Torheim triple zeta function, continued analytically, and a functional relation has
been obtained in [8]. Matsumoto continued ζsl(4)(s1, s2, s3, s4, s5, s6) analytically in [7, The-
orem 3]. Afterwards Matsumoto and Tsumura determined its singularities more closely in
[11, Theorem 3.5]. Functional relations for ζsl(4)(s1, s2, s3, s4, s5, s6) were proved in Mat-
sumoto and Tsumura [11]. Afterwards, the author [15] showed new proofs of these functional
relations and another type of functional relations for ζsl(4)(s1, s2, s3, s4, s5, s6). In [5], Ko-
mori, Matsumoto and Tsumura discuss these functions as zeta-functions of root systems. In
[6], independently of the present work of the author, they prove functional relations for Witten
zeta functions of other Lie algebras.

On the other hand, Euler-Zagier multiple zeta values, the double case of which is written
by ζsl(3)(0, a, b), have been investigated by a lot of mathematicians (see for example Hoff-
man’s web page). These values are related to knot theory, cohomology of motives and so
on. Arakawa and Kaneko defined multiple L-values, the double case of which is written by
ζsl(3)(0, a, b; 1, β, γ ), β, γ ∈ Q. They studied the regularized double shuffle and the deriva-
tion relations of multiple L-values and gave some applications in [2]. Afterwards Terhune
gave some evaluations for double L-values in [16].

In this paper, we obtain functional relations for generalized Witten zeta functions. All
functional relations for Witten zeta functions proved in this paper are derived from the double
Lerch value relation (2.2). We can obtain new functional relations because double Lerch
value relation (2.2) deduces the Bernoulli polynomial formula (5.8), which is a key to the
proof of functional relations showed in [13], [14] and [15]. By multiplying the double Lerch
value relation (2.2) by some functions and integrating the resulting expression, we obtain
all functional relations for generalized Witten zeta functions in this paper (see the proofs of
Lemma 4.1, Theorems 3.1, 5.3, 5.5, 6.2 and 6.3). Hence we may guess that all of functional
relations for Witten zeta functions could be constructed by multiple Lerch value relations. As
an evidence, we will show that a lot of known results on double Lerch values and Witten zeta
functions are induced from (2.2).

This paper is divided into 6 sections. In Section 2, we prove (2.2). We show the func-
tional relation for ζsl(3)(s1, s2, s3; α, β, γ ) which is a generalization of [13, Theorem 1.2] and
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[14, Theorem 3.2] in Theorem 3.1. By using Theorem 3.1, we obtain new proofs of Tornheim
[17, Theorem 2] (resp. Tsumura [24, Theorem 2] and [19, Theorem 3.4]), in Proposition 3.2
(resp. Proposition 3.3). In Section 4, we obtain functional relations for ζsl(3)(s1, s2, s3) with
characters in Lemmas 4.1, 4.2, 4.3 and Theorem 4.4. By these theorems, we can obtain ex-
plicit expression for double Lerch values and Tornheim double zeta values with characters.
For example, we can obtain new proofs of Terhune [16, Theorem 1] and Tsumura [21, Theo-
rem 3.1], (see Propositions 4.5 and 4.8). In Section 5, we show a functional relation for Witten
zeta functions attached to so(5) in Theorems 5.3 and 5.5. In Section 6, we obtain functional
relations (6.1) and (6.2), which are generalizations of [11, Theorem 5.9 and 5.10] and [15,
Theorems 2.1 and 2.3]. In Theorem 6.3, we obtain the functional relation (6.3).

2. Double Lerch values

We define double Lerch values by

L(a, b; x, y) := lim
R→∞

∑
R≥m+n
m,n=1

e2πimxe2πiny

(m+ n)a nb
, a, b ∈ N , x, y ∈ R .(2.1)

These and their multiple sum versions have been already defined in Arakawa and Kaneko
[2] for the case x, y ∈ Q as special cases of their multiple L-values. In the case a ≥ 2,
L(a, b; x, y) are absolutely convergent. As for the case a = 1, we have the following crite-
rion.

PROPOSITION 2.1. For x ∈ R \ Z, the series L(1, b; x, y) is uniformly convergent in
the wider sense in (0, 1).

PROOF. We can obtain this proposition by modifying the proof of [2, Proposition 1.1],
which is based on Abel’s summation. �

For the sake of simplicity, we say that the index set (a, b; x, y) for which the series
L(a, b; x, y) is convergent is admissible. The next double Lerch values relation plays an
important role in this paper.

THEOREM 2.2. For any admissible index, we have

ζsl(2)(a; x)ζsl(2)(b; x − y)+ (−1)bL(a, b; x, y)+ (−1)aL(b, a; x − y,−y)

=
a∑
j=1

(
a + b − j − 1

a − j

)
ζsl(2)(a + b − j ; x − y)(ζsl(2)(j ; y)+ (−1)j ζsl(2)(j ; −y))

+
b∑
j=1

(
a + b − j − 1

b − j

)
ζsl(2)(a + b − j ; x)(ζsl(2)(j ; −y)+ (−1)j ζsl(2)(j ; y))

−
(
a + b − 1

a

)
ζsl(2)(a + b; x − y)−

(
a + b − 1

b

)
ζsl(2)(a + b; x) .

(2.2)
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We remark that when y → 0 the term corresponding to j = 1 of the first sum on the right-hand
side of (2.2) and the term corresponding to j = 1 of the second sum are cancelled.

PROOF. We use the identity

(−1)be2πirxe2πiky

ru(k + r)akb+v
=

b∑
j=1

(
a + b − j − 1

b − j

)
(−1)je2πirxe2πiky

ra+b−j+ukj+v

+
a∑
j=1

(
a + b − j − 1

a − j

)
e2πirxe2πiky

ra+b−j+u(k + r)j kv

where k, r ∈ N, u, v ∈ C, �(u) > 1 and �(v) > 1, which follows from Huard, Williams and
Zhang [4, (1.12)]. Summing on k and r , we have

(−1)bζsl(3)(u, b + v, a; x, y, 1)

=
b∑
j=1

(
a + b − j − 1

b − j

)
(−1)j ζsl(2)(a + b − j + u; x)ζsl(2)(j + v; y)

+
a∑
j=1

(
a + b − j − 1

a − j

)
ζsl(3)(a + b − j + u, v, j ; x, y, 1) .

(2.3)

By analytic continuation ([14, Theorem 2.1]), we find that the above formula is valid in the
case u = v = 0. We may regard that the formula with u = v = 0 is a kind of shuffle product
formula. Next applying the harmonic product formula

ζsl(2)(s; x − y)ζsl(2)(t; y) = L(s, t; x − y, y)+ L(t, s; y, x)+ ζsl(2)(s + t; x)(2.4)

to the case u = v = 0 in (2.3), using ζsl(3)(a + b − j, 0, j ; x, y, 1) = L(j, a + b − j ; y, x)
and changing the order of sum involving the term L(a + b − j, j ; x − y, x), we have

(−1)bL(a, b; x, y)

=
b∑
j=1

(
a + b − j − 1

b − j

)
(−1)j ζsl(2)(a + b − j ; x)ζsl(2)(j ; y)

+
a∑
j=1

(
a + b − j − 1

a − j

)
(ζsl(2)(a + b − j ; x − y)ζsl(2)(j ; y)− ζsl(2)(a + b; x))

−
a−1∑
h=0

(
b − 1 + h

h

)
L(b + h, a − h; x − y, x) .
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By changing variables and parameters as x �→ x − y and y �→ −y in the above formula, we
have

(−1)aL(b, a; x − y,−y)

=
a∑
j=1

(
a + b − j − 1

a − j

)
(−1)j ζsl(2)(a + b − j ; x − y)ζsl(2)(j ; −y)

+
b∑
j=1

(
a + b − j − 1

b − j

)
(ζsl(2)(a + b − j ; x)ζsl(2)(j ; −y)− ζsl(2)(a + b; x − y))

−
b−1∑
h=0

(
a − 1 + h

h

)
L(a + h, b − h; x, x − y) .

By using the shuffle product formula of Arakawa and Kaneko [2, p. 972, (8)] (in [2], this equa-
tion is shown for only x, y ∈ Q. But this formula holds for x, y ∈ R by continuity of double
Lerch values for admissible indices which can be derived from the uniform convergence in
the wider sense in (0,1), and denseness of Q in R), we have

ζsl(2)(a; x)ζsl(2)(b; x − y) =
a−1∑
h=0

(
b − 1 + h

h

)
L(b + h, a − h; x − y, x)

+
b−1∑
h=0

(
a − 1 + h

h

)
L(b + h, a − h; x, x − y) ,

and applying the well-known formula
∑b
j=1

(
a+b−j−1
b−j

) = (
a+b−1
a

)
, we obtain this

theorem. �

We write by K(a, b; x, y) the right hand side of (2.2). In the case (x, y) = (1, 1), the
next proposition has already been proved by Huard, Williams and Zhang [4, Theorem 1].

PROPOSITION 2.3. Suppose a + b ∈ 2N + 1, and (x, y) is equal to one of (1, 1),
(1/2, 1), (1, 1/2), or (1/2, 1/2). For any admissible index, we have

2L(a, b; x, y) = ζsl(2)(a; −x)ζsl(2)(b; x − y)− ζsl(2)(a + b; −y)
− (−1)bζsl(2)(a; x)ζsl(2)(b; x − y)+ (−1)bK(a, b; x, y) .(2.5)

PROOF. Multiplying (2.2) by (−1)b, we have

(−1)bζsl(2)(a; x)ζsl(2)(b; x − y)+ L(a, b; x, y)
+ (−1)a+bL(b, a; x − y,−y) = (−1)bK(a, b; x, y) .

By summing the above formula and the harmonic product formula (2.4) with changing the
variables as s �→ a and t �→ b and the parameters as x − y �→ −x and y �→ x − y, we can
remove L(b, a; x − y,−y). In these cases, we have L(a, b; x, y) = L(a, b; −x,−y). Hence
we obtain this proposition. �
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REMARK. After completing the present paper, the author noticed that the above Propo-
sition has been also proved by Xia Zhou, Tianxin Cai and D. Bradley [29] independently.

REMARK. By taking a = b in (2.2), we can obtain an explicit evaluation formula for
L(a, a; x, 1). We can also obtain an explicit evaluation formula for L(a, a; y, 2y) by putting
a = b in (2.4).

3. sl(3)

Our main result in this section is Theorem 3.1 below. The special case β = γ = 1 of
this theorem was first obtained in Tsumura [25, Theorem 4.5] and [13, Theorem 1.2], and
then, the case β = 1 was proved in [14, Theorem 3.2]. Because of (3.2) with the parameter
β, which is proved by (2.2), we can obtain functional relations (4.5), (5.6), (5.9) and (6.3), for
example. This is a novel point of the present paper ; we have only obtained the case β = 1,

ζsl(3)(a, b, s; 1, 1, γ )+ (−1)bζsl(3)(b, s, a; 1, γ , 1)+ (−1)aζsl(3)(s, a, b; γ, 1, 1)

= 2
max{a,b}/2∑

j=0

{(
a + b − 2j − 1

a − 2j

)
+
(
a + b − 2j − 1

b − 2j

)}

× ζ(2j)ζsl(2)(a + b + s − j ; γ ) ,

(3.1)

in [13, Theorem 1.2] and [14, Theorem 3.2], since these are based on (5.8), which is
weaker than (actually deduced from) (2.2) (see Lemma 5.4). We remark that the function
ζsl(3)(s, t, u; α, β, γ ) is continued meromorphically (see [14, Theorem 2.1]).

THEOREM 3.1. For all a, b ∈ N and s ∈ C except for the singular points, we have

ζsl(3)(a, b, s; 1, β, γ )+ (−1)bζsl(3)(b, s, a; −β, γ, 1)+ (−1)aζsl(3)(s, a, b; γ, 1, β)

=
a∑
j=1

(
a + b − j − 1

a − j

)
ζsl(2)(a + b + s − j ; β + γ )(ζsl(2)(j ; −β)+ (−1)j ζsl(2)(j ; β))

+
b∑
j=1

(
a + b − j − 1

b − j

)
ζsl(2)(a + b + s − j ; γ )(ζsl(2)(j ; β)+ (−1)j ζsl(2)(j ; −β))

−
(
a + b − 1

a

)
ζsl(2)(a + b + s; β + γ )−

(
a + b − 1

b

)
ζsl(2)(a + b + s; γ ) .

(3.2)

REMARK. When β → 0 the term corresponding to j = 1 of the first sum on the right-
hand side of (2.2) and the term corresponding to j = 1 of the second sum are cancelled.
Hence we find that (3.2) coincides with (3.1) when β → 0.

PROOF. Firstly, we assume a, b ≥ 2, and �(s) > 1. Change the parameter as −y �→ β

in (2.2), multiply by
∑∞
n=1 e

2πin(γ−x)n−s and integrate from 0 to 1 with respect to x. Then
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we have∫ 1

0

∞∑
l=1

e2πilx

la

∞∑
m=1

e2πim(x+β)

mb

∞∑
n=1

e2πin(γ−x)

ns
dx =

∞∑
l,m=1

e2πimβe2πi(l+m)γ

lamb(l +m)s
,

∫ 1

0

∞∑
l,m=1

e2πimxe−2πilβ

(m+ l)alb

∞∑
n=1

e2πin(γ−x)

ns
dx =

∞∑
l,m=1

e−2πilβe2πimγ

(l +m)albms
,

∫ 1

0

∞∑
l=1

e2πil(x+β)

la+b−j
∞∑
n=1

e2πin(γ−x)

ns
dx =

∞∑
l=1

e2πil(β+γ )

la+b+s−j
,

which are ζsl(3)(a, b, s; 1, β, γ ) and ζsl(3)(b, s, a; −β, γ, 1) on the left-hand side of (3.2)
and ζsl(2)(a + b + s − j ; β + γ ) on the right-hand side of (3.2). We can also obtain
ζsl(3)(s, a, b; γ, 1, β) and ζsl(2)(a + b + s − j ; γ ), similarly. Hence we have (3.2) in this
region.

Next we consider the case a = 1, b ≥ 2. We define K(a, b, s; β, γ ) by the right-hand
side of (3.2). We modify some basic properties in Huard, Williams and Zhang [4, (1.5)]
proved by easy computations, for α, β, γ ∈ R and s, t, u ∈ C except for the singular points,
which are



ζsl(3)(s, t − 1, u+ 1; α, β, γ )+ ζsl(3)(s − 1, t, u+ 1; α, β, γ )=ζsl(3)(s, t, u; α, β, γ ) ,
ζsl(3)(s, t + 1, u− 1; α, β, γ )− ζsl(3)(s − 1, t + 1, u; α, β, γ )=ζsl(3)(s, t, u; α, β, γ ) ,
ζsl(3)(s + 1, t, u− 1; α, β, γ )− ζsl(3)(s + 1, t − 1, u; α, β, γ )=ζsl(3)(s, t, u; α, β, γ ) .

(3.3)

By (3.3) and the result in the case a, b ≥ 2 which we have already shown, we have

K(2, b, s; β, γ ) = ζsl(3)(2, b, s; 1, β, γ )+ (−1)bζsl(3)(b, s, 2; −β, γ, 1)

+ (−1)2ζsl(3)(s, 2, b; γ, 1, β)

= ζsl(3)(1, b, s + 1; 1, β, γ )+ (−1)bζsl(3)(b, s + 1, 1; −β, γ, 1)

+ (−1)ζsl(3)(s + 1, 1, b; γ, 1, β)+K(2, b − 1, s + 1; β, γ ) ,
for b ≥ 2. Therefore we have to show

K(2, b, s; β, γ ) = K(1, b, s + 1; β, γ )+K(2, b − 1, s + 1; β, γ ) , b ≥ 2 .(3.4)

Especially, we must treat four binomial coefficients on the right-hand side of (3.2). We can

see that the first binomial coefficients appear from the formula
(2+b−j−1

2−j
) = (1+b−j−1

1−j
) +(2+b−1−j−1

2−j
)
, which is easily deduced by Pascal’s triangle. The other binomial coefficients on

the right-hand side of (3.2) appear similarly. Hence we obtain (3.4). We can prove (3.2) for
the cases a ≥ 2, b = 1 and a = b = 1 in the same way. �

By (3.2), we obtain the following proposition, which has already been proved by Torn-
heim.



558 TAKASHI NAKAMURA

PROPOSITION 3.2 ([17, Theorem 2]). For 3 ≤ N ∈ N, we have

ζsl(3)(1, N − 2, 1) = N + 1

2
ζ(N)− 1

2

N−j∑
j=2

ζ(j)ζ(N − j) ,(3.5)

ζsl(3)(1, 1, N − 2) = 2ζsl(3)(1, 0, N − 1) = (N − 1)ζ(N)−
N−j∑
j=2

ζ(j)ζ(N − j) .(3.6)

PROOF. The following proof is a simplified version of [17, Theorem 2]. By (3.3), we
have

ζsl(3)(j, 0, N − j)+ ζsl(3)(j − 1, 1, N − j) = ζsl(3)(j, 1, N − j − 1) .

Summing on j from 2 to N − 2, we have

N−2∑
j=2

ζsl(3)(j, 0, N − j)+ ζsl(3)(1, 1, N − 2) = ζsl(3)(N − 2, 1, 1) .

From the harmonic product formula, we have

2
N−2∑
j=2

ζsl(3)(j, 0, N − j) =
N−2∑
j=2

ζ(j)ζ(N − j)− (N − 3)ζ(N) .

Taking a = b = β = γ = 1 and s = N − 2 in (3.2), we obtain

2ζsl(3)(N − 2, 1, 1)− ζsl(3)(1, 1, N − 2) = 2ζ(N) .

Therefore we have the expilcit evaluation formulae for ζsl(3)(N−2, 1, 1) and ζsl(3)(1, 1, N−2)
from the above three formulae. We can also obtain evaluation formula for ζsl(3)(1, 0, N − 1)
by (3.3). �

Explicit evaluation formulae for ζsl(3)(a, b, c), ζsl(3)(a, b, c; 1/2, 1, 1) and
ζsl(3)(a, b, c; 1, 1, 1/2) for a, b, c ∈ N, a + b + c ∈ 2N + 1, have been already proved
in Huard, Williams and Zhang [4, Theorem 2] (see also the proof of [13, (3.2)]), Tsumura
[24, Theorem 2] and [19, Theorem 3.4], respectively. Afterwards, Xia Zhou, Tianxin Cai
and D. Bradley gave evaluation formulae for ζsl(3)(a, b, c; 1/2, 1, 1), ζsl(3)(a, b, c; 1, 1/2, 1)
and ζsl(3)(a, b, c; 1, 1, 1/2) by using [29, Corollary 1, Proposition 1, and Equation (5)].
We give new and simple proofs and evaluation formulae for ζsl(3)(a, b, c; 1/2, 1, 1),
ζsl(3)(a, b, c; 1, 1/2, 1) and ζsl(3)(a, b, c; 1, 1, 1/2) in the next proposition.

PROPOSITION 3.3 (see [29]). For a, b, c ∈ N, a + b + c ∈ 2N + 1, we have

2ζsl(3)(a, b, c; 1/2, 1, 1) = (−1)aK(c, a, b; 1/2, 1)+ (−1)bK(b, c, a; 1, 1/2) ,(3.7)

2ζsl(3)(a, b, c; 1, 1/2, 1) = (−1)aK(c, a, b; 1, 1/2)+ (−1)bK(b, c, a; 1/2, 1/2) ,(3.8)

2ζsl(3)(a, b, c; 1, 1, 1/2) = (−1)aK(c, a, b; 1/2, 1/2)+ (−1)bK(b, c, a; 1/2, 1) .(3.9)
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PROOF. Putting β = 1/2, γ = 1, and β = 1, γ = 1/2, and β = γ = 1/2 in (3.2), and
changing variables, we have the following six formulae;

ζsl(3)(b, c, a; 1, 1/2, 1)+ (−1)cζsl(3)(c, a, b; 1/2, 1, 1)+ (−1)bζsl(3)(a, b, c; 1, 1, 1/2)

= K(b, c, a; 1/2, 1) ,

ζsl(3)(c, a, b; 1, 1/2, 1)+ (−1)aζsl(3)(a, b, c; 1/2, 1, 1)+ (−1)cζsl(3)(b, c, a; 1, 1, 1/2)

= K(c, a, b; 1/2, 1) ,

ζsl(3)(b, c, a; 1, 1, 1/2)+ (−1)cζsl(3)(c, a, b; 1, 1/2, 1)+ (−1)bζsl(3)(a, b, c; 1/2, 1, 1)

= K(b, c, a; 1, 1/2) ,

ζsl(3)(c, a, b; 1, 1, 1/2)+ (−1)aζsl(3)(a, b, c; 1, 1/2, 1)+ (−1)cζsl(3)(b, c, a; 1/2, 1, 1)

= K(c, a, b; 1, 1/2) ,

ζsl(3)(b, c, a; 1/2, 1, 1)+ (−1)cζsl(3)(c, a, b; 1, 1, 1/2)+ (−1)bζsl(3)(a, b, c; 1, 1/2, 1)

= K(b, c, a; 1/2, 1/2) ,

ζsl(3)(c, a, b; 1/2, 1, 1)+ (−1)aζsl(3)(a, b, c; 1, 1, 1/2)+ (−1)cζsl(3)(b, c, a; 1, 1/2, 1)

= K(c, a, b; 1/2, 1/2) .

Multiplying the second formula by (−1)a and the third formula by (−1)b, and summing
the resulting formulae, we can remove ζsl(3)(c, a, b; 1, 1/2, 1) and ζsl(3)(b, c, a; 1, 1, 1/2)
since a + b + c ∈ 2N + 1. Hence we obtain (3.7). Similarly, we can also obtain (3.8)
(resp. (3.9)), by multiplying the fourth (resp. sixth) formula by (−1)a and fifth (resp. first)
formula by (−1)b and summing the resulting formulae. Needless to say, we can prove (3.7)
by (3.8) and ζsl(3)(a, b, c; 1/2, 1, 1) = ζsl(3)(b, a, c; 1, 1/2, 1). But we adopt the above proof
intentionally, since we want to show the symmetry in the proof. �

4. sl(3) with characters

We define Lϕ(s; α) and Lϕ,χ,ψsl(3) (s1, s2, s3; α, β, γ ) by

Lϕ(s; α) :=
∞∑
n=1

e2πinαϕ(n)

ns
,

L
ϕ,χ,ψ

sl(3) (s1, s2, s3; α, β, γ ) :=
∞∑

l,m=1

e2πilαe2πimβe2πi(l+m)γ ϕ(l)χ(m)ψ(l +m)

ls1ms2(l +m)s3
,

where ϕ, χ and ψ are primitive Dirichlet characters of conductor g , f and h, respectively.

Next we consider analytic continuation for Lϕ,χ,ψsl(3) (s1, s2, s3; α, β, γ ). In the case ψ = 1

(trivial character) and α = β = γ = 1, Wu has continued this function analytically in [28,
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Theorem 1]. We denote the Gauss sum by τ (χ) := ∑f

l=1 χ(l)e
2πil/f , and recall the well-

known formula

e2πinβχ(n) = e2πinβ

τ (χ̄)

f∑
l=1

χ̄(l)e2πinl/f ,(4.1)

which holds for non-principal and primitive characters. By this formula, Lϕ,χ,ψsl(3) (s1, s2,

s3; α, β, γ ) can be written as

1

τ (ϕ̄)τ (χ̄)τ (ψ̄)

g∑
j1=1

f∑
j2=1

h∑
j3=1

ϕ̄(j1)χ̄(j2)ψ̄(j3)

×
∞∑

l,m=1

e2πil(α+j1/g)e2πim(β+j2/f )e2πi(l+m)(γ+j3/h)

ls1ms2(l +m)s3

in the region of convergence (see [9, Section 2]). Since the existence of the analytic continu-
ation of the infinite series on the right-hand side has been shown in ([14, Theorem 2.1]), we

also obtain the existence of the analytic continuation for Lϕ,χ,ψsl(3) (s1, s2, s3; α, β, γ ). Firstly,

we will show a functional relation with a Dirichlet character ψ .

LEMMA 4.1. For all a, b ∈ N and s ∈ C except for the singular points, we have

L
1,1,ψ
sl(3) (a, b, s; 1, β, γ )+ (−1)bL1,ψ,1

sl(3) (b, s, a; −β, γ, 1)+ (−1)aLψ,1,1sl(3) (s, a, b; γ, 1, β)

=
a∑
j=1

(
a + b − j − 1

a − j

)
Lψ(a + b + s − j ; β + γ )(ζsl(2)(j ; −β)+ (−1)j ζsl(2)(j ; β))

+
b∑
j=1

(
a + b − j − 1

b − j

)
Lψ(a + b + s − j ; γ )(ζsl(2)(j ; β)+ (−1)j ζsl(2)(j ; −β))

−
(
a + b − 1

a

)
Lψ(a + b + s; β + γ )−

(
a + b − 1

b

)
Lψ(a + b + s; γ ).

(4.2)

PROOF. Firstly, we assume a, b ≥ 2, and �(s) > 1. Change the parameter as −y �→ β

in (2.2), multiply by
∑∞
n=1 ψ(n)e

2πin(γ−x)n−s and integrate from 0 to 1 with respect to x.
Then we have ∫ 1

0

∞∑
l=1

e2πilx

la

∞∑
m=1

e2πim(x+β)

mb

∞∑
n=1

ψ(n)e2πin(γ−x)

ns
dx

=
∞∑

l,m=1

ψ(l +m)e2πimβe2πi(l+m)γ

lamb(l +m)s
,

which is the first term on the left-hand side of (4.2). We obtain the other terms of (4.2),
similarly. Hence we have (4.2) in this region. In the case a, b ≤ 2, we can prove this lemma
similarly to the proof of Theorem 3.1. �
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In the case of Dirichlet characters with conductor 4, the following lemma seems to coin-
cide with Tsumura [23, Proposition 4.3], while in the general cases, it seems to coincide with
Tsumura [26, Theorem 3.1], though we have not checked rigorously (see also [22, Theorem
4.7]).

LEMMA 4.2. Suppose ψ is a Dirichlet character, χ is a non-principal and primitive
Dirichlet character of conductor f . For all a, b ∈ N and s ∈ C except for the singular points,
we have

L
1,χ,ψ
sl(3) (a, b, s; 1, β, γ )+ (−1)bχ(−1)Lχ,ψ,1sl(3) (b, s, a; −β, γ, 1)

+ (−1)aLψ,1,χsl(3) (s, a, b; γ, 1, β)

= 1

τ (χ̄)

f∑
l=1

χ̄(m)

a∑
j=1

(
a + b − j − 1

a − j

)
Lψ(a + b + s − j ; β + γ + l/f )

× (ζsl(2)(j ; −β − l/f )+ (−1)j ζsl(2)(j ; β + l/f ))

+
b∑
j=1

(
a + b − j − 1

b − j

)
Lψ(a + b + s − j ; γ )

× (Lχ (j ; β)+ (−1)jχ(−1)Lχ(j ; −β))

−
(
a + b − 1

a

)
Lχψ(a + b + s; β + γ ) .

(4.3)

PROOF. Change the parameter as β �→ l/f +β in (4.2) and multiply these formulae by
χ̄(l)/τ (χ̄) for each l. Summing the resulting formulae on l from 1 to f , and using

e2πinβ
f∑
l=1

χ̄(l)e2πi(−l)n/f = e2πinβχ(−n)τ(χ) = e2πinβχ(−1)
f∑
l=1

χ̄(l)e2πiln/f ,

we obtain this lemma. �

Hereafter we also use simplied symbols

L
ϕ,χ,ψ

sl(3) (s1, s2, s3) := L
ϕ,χ,ψ

sl(3) (s1, s2, s3; 1, 1, 1) , Lχ (s) := Lχ(s; 1) .

Taking parameters −β = γ = m/g in (4.2) and multiplying these formulae by ϕ̄(m)/τ(ϕ̄)
for each m, and summing the resulting formulae on m from 1 to g , we obtain the next lemma.

LEMMA 4.3. Suppose ψ is a Dirichlet character, ϕ is a non-principal and primitive
Dirichlet character of conductor g . For all a, b ∈ N and s ∈ C except for the singular points,
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we have

L
ϕ,1,ψ
sl(3) (a, b, s) + (−1)bL1,ψ,ϕ

sl(3) (b, s, a)+ (−1)aϕ(−1)Lψ,ϕ,1sl(3) (s, a, b)

=
a∑
j=1

(
a + b − j − 1

a − j

)
Lψ(a + b + s − j)(Lϕ(j)+ (−1)jϕ(−1)Lϕ(j))

+ 1

τ (ϕ̄)

g∑
m=1

ϕ̄(k)

b∑
j=1

(
a + b − j − 1

b − j

)
Lψ(a + b + s − j ;m/g)

× (ζsl(2)(j ; −m/g)+ (−1)j ζsl(2)(j ;m/g))

−
(
a + b − 1

b

)
Lϕψ(a + b + s) .

(4.4)

Take parameters −β = γ = m/g in (4.3) and multiply these formulae by ϕ̄(m)/τ(ϕ̄)
for each m. Summing the resulting formulae on m from 1 to g for each m, we obtain the
following theorem.

THEOREM 4.4. Suppose ψ is a Dirichlet character, χ and ϕ are non-principal and
primitive Dirichlet characters of conductor f and g , respectively. For all a, b ∈ N and s ∈ C
except for the singular points, we have

L
ϕ,χ,ψ

sl(3) (a, b, s)+ (−1)bχ(−1)Lχ,ψ,ϕsl(3) (b, s, a)+ (−1)aϕ(−1)Lψ,ϕ,χsl(3) (s, a, b)

= 1

τ (χ̄)

f∑
l=1

χ̄(l)

a∑
j=1

(
a + b − j − 1

a − j

)
Lψ(a + b + s − j ; l/f )

× (Lϕ(j ; −l/f )+ (−1)jϕ(−1)Lϕ(j ; l/f ))

+ 1

τ (ϕ̄)

g∑
m=1

ϕ̄(m)

b∑
j=1

(
a + b − j − 1

b − j

)
Lψ(a + b + s − j ;m/g)

× (Lχ (j ; −m/g)+ (−1)jχ(−1)Lχ(j ;m/g)) .

(4.5)

Next we will show explicit evaluation formulae for double Lerch values with characters,
similarly to Proposition 2.3. We define D1(a, b, s; 1, 1, ψ) by the right-hand side of (4.2)
with β = γ = 1, D2(a, b, s; 1, χ,ψ) by the right-hand side of (4.3) with β = γ = 1,
D3(a, b, s; ϕ, 1, ψ) andD4(a, b, s; ϕ, χ,ψ) by the right-hand side of (4.4) and (4.5), respec-
tively.

PROPOSITION 4.5. If χ is non-principal and primitive and χ(−1) = (−1)a+b−1, then
for any admissible index, we have

2L1,1,χ
sl(3) (0, a, b) = (1 − (−1)a)ζ(a)Lχ (b)− Lχ(a + b)

+ (−1)aD2(a, b, 0; 1, χ, 1)
(4.6)
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2L1,χ,1
sl(3) (0, b, a) = (

1 + (−1)a
)
ζ(a)Lχ(b)− Lχ(a + b)

− (−1)aD2(a, b, 0; 1, χ, 1) .
(4.7)

If ϕ and χ are non-principal and primitive and χ(−1)ϕ(−1) = (−1)a+b−1, then for any
admissible index, we have

2L1,ϕ,χ
sl(3) (0, a, b) = (1 − (−1)aϕ(−1))Lϕ(a)Lχ(b)− Lϕχ(a + b)

+ (−1)aϕ(−1)D4(a, b, 0; ϕ, χ, 1) .
(4.8)

PROOF. We recall the harmonic product formula

L
1,ϕ,χ
sl(3) (0, a, b)+ L

1,χ,ϕ
sl(3) (0, b, a)+ Lϕχ(a + b) = Lϕ(a)Lχ(b).(4.9)

By putting s = 0 in (4.3), multiplying it by (−1)a , adding the resulting expression and (4.9),

we can remove L1,χ,1
sl(3) (0, b, a). Hence we have (4.6). By (4.9) and (4.6), we obtain (4.7). By

putting s = 0 in (4.5), multiplying it by (−1)aϕ(−1), and summing the resulting expression
and (4.9), we obtain (4.8). �

For l and m, we let Rl,m be the set of all polynomials in convergent series of the form∑∞
n=1 e

2πinξl n−j (where ξl’s are lth roots of unit and j ∈ N) with Q(e2πi/m) coefficients. By
(4.1) and Proposition 4.5, we can immediately obtain the following proposition, which has
already proved by Terhune.

PROPOSITION 4.6 ([16, Theorem 1]). Let χ and ϕ be Dirichlet characters of conduc-
tor f and h, respectively. Set m = lcm(f, h) and M = lcm(f, h, φ(f ), φ(h)), where lcm
means the least common multiple and φ is the Euler totient function. For any admissible

index, if χ(−1)ϕ(−1) = (−1)a+b+1, then L1,ϕ,χ
sl(3) (0, a, b) ∈ RM,m.

Next we will show explicit evaluation formulae for the Tornheim double zeta function
with characters similarly to Proposition 3.3.

PROPOSITION 4.7. If ϕ, χ and ψ are non-principal and primitive character and

ϕ(−1)χ(−1)ψ(−1) = (−1)a+b+c+1, then we have

2Lϕ,χ,ψsl(3) (a, b, c) = (−1)bχ(−1)D4(b, c, a;χ,ψ, ϕ)
+ (−1)aϕ(−1)D4(c, a, b;ψ, ϕ, χ) .

(4.10)

PROOF. By changing parameters and characters in (4.5), we have

L
χ,ψ,ϕ

sl(3) (b, c, a)+ (−1)cψ(−1)Lψ,ϕ,χsl(3) (c, a, b)+ (−1)bχ(−1)Lϕ,χ,ψsl(3) (a, b, c)

= D4(b, c, a;χ,ψ, ϕ) ,
L
ψ,ϕ,χ

sl(3) (c, a, b)+ (−1)aϕ(−1)Lϕ,χ,ψsl(3) (a, b, c)+ (−1)cψ(−1)Lχ,ψ,ϕsl(3) (b, c, a)

= D4(c, a, b;ψ, ϕ, χ) .
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In the case of ϕ(−1)χ(−1)ψ(−1) = (−1)a+b+c+1, we can remove Lχ,ψ,ϕsl(3) (b, c, a) and

L
ψ,ϕ,χ

sl(3) (c, a, b) by multiplying the former formula by (−1)bχ(−1) and the latter formula

by (−1)aϕ(−1). Hence we obtain (4.10). �

We can obtain the following proposition, which should be compared with Tsumura [21,
Theorem 3.1], similarly to the above.

PROPOSITION 4.8. If ψ is non-principal and primitive and ψ(−1) = (−1)a+b+c+1,
then we have

2L1,1,ψ
sl(3) (a, b, c) = (−1)bD2(b, c, a; 1, ψ, 1)+ (−1)aD1(c, a, b; 1, 1, ψ) ,(4.11)

2L1,ψ,1
sl(3) (a, b, c) = (−1)bψ(−1)D3(b, c, a;ψ, 1, 1)+ (−1)aD1(c, a, b; 1, 1, ψ) .(4.12)

If χ and ψ are non-principal and primitive and χ(−1)ψ(−1) = (−1)a+b+c+1, then we have

2L1,χ,ψ
sl(3) (a, b, c) = (−1)bχ(−1)D4(b, c, a;χ,ψ, 1)+ (−1)aD3(c, a, b;ψ, 1, χ) ,(4.13)

2Lχ,ψ,1sl(3) (a, b, c) = (−1)bψ(−1)D3(b, c, a;ψ, 1, χ)

+ (−1)aχ(−1)D2(c, a, b; 1, χ,ψ) .
(4.14)

5. so(5)

For s, t, u ∈ C, �(s) ≥ 1, �(t) ≥ 1, �(u) ≥ 1, we define four functions;

TE1(s, t, u) :=
∞∑

l,m=1

1

(2l)smt (2l +m)u
, TE2(s, t, u) :=

∞∑
l,m=1

1

ls (2m)t(l + 2m)u
,

TOO(s, t, u) :=
∞∑

l,m=1

1

(2l − 1)s(2m− 1)t (2l + 2m− 2)u
,

TAE(s, t, u) :=
∞∑

l,m,n=1
2n=l+m

1

lsmtnu
= 2−s−t ζsl(3)(s, t, u)+ 2uTOO(s, t, u) .

PROPOSITION 5.1. For �(s) ≥ 1, �(t) ≥ 1, and �(u) ≥ 1, we have

TE1(s, t, u) = 2−1ζsl(3)(s, t, u) + 2−1ζsl(3)(s, t, u; 1/2, 1, 1) ,(5.1)

TE2(s, t, u) = 2−1ζsl(3)(s, t, u) + 2−1ζsl(3)(s, t, u; 1, 1/2, 1) ,(5.2)

TOO(s, t, u) = (
2−1 − 2−s−t−u)ζsl(3)(s, t, u)+ 2−1ζsl(3)(s, t, u; 1, 1, 1/2) ,(5.3)

TAE(s, t, u) = 2u−1ζsl(3)(s, t, u)+ 2u−1ζsl(3)(s, t, u; 1, 1, 1/2) .(5.4)

The functions TE1(s, t, u), TE2(s, t, u), TOO(s, t, u) and TAE(s, t, u) are continued meromor-
phically, and the above formulae hold for all s, t, u ∈ C except for the singularities. More-
over, in the case a, b, c ∈ N, a + b + c ∈ 2N + 1, TE1(a, b, c), TE2(a, b, c), TOO(a, b, c)
and TAE(a, b, c) are polynomials in {ζ(k) | 2 ≤ k ≤ a + b + c} with rational coefficients.
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PROOF. Assume that �(s) ≥ 1, �(t) ≥ 1 and �(u) ≥ 1. The first, second and fourth
formulae are obvious. By the definition of ζsl(3)(s, t, u; α, β, γ ) and TOO(s, t, u), we imme-
diately obtain

ζsl(3)(s, t, u)+ ζsl(3)(s, t, u; 1/2, 1, 1)+ ζsl(3)(s, t, u; 1, 1/2, 1)+ ζsl(3)(s, t, u; 1, 1, 1/2)

= 22−s−t−uζsl(3)(s, t, u) ,

ζsl(3)(s, t, u)− ζsl(3)(s, t, u; 1/2, 1, 1)− ζsl(3)(s, t, u; 1, 1/2, 1)+ ζsl(3)(s, t, u; 1, 1, 1/2)

= 4TOO(s, t, u) .

By summing the above formulae, we obtain the third formula of this proposition. All the right-
hand side of the above formulae in this proposition are continued meromorphically by analytic
continuation of ζsl(3)(s, t, u; α, β, γ ) (see [14, Theorem 2.1]). Therefore by these formulae
we can define TE1(s, t, u), TE2(s, t, u), TOO(s, t, u) and TAE(s, t, u) for s, t, u ∈ C except
for singularities. By using the formulae in this proposition and Proposition 3.3, we obtain the
last assertion of this proposition. �

For s, t, u, v ∈ C, we define the Witten zeta function attached to so(5) by

ζso(5)(s, t, u, v) :=
∞∑

l,m=1

1

lsmt (l +m)u(l + 2m)v
,

in the region of convergence. We recall that Matsumoto defined this function and contin-
ued analytically in [7, Theorem 3]. The following proposition has already been shown by
Tsumura. We can show this proposition in a simpler way, since the evaluation formulae of
TE1(a, b, c), TE2(a, b, c) and ζsl(3)(a, b, c) for a+b+c ∈ 2N+1 are obtained much simpler.

PROPOSITION 5.2 ([20, Theorem]). Suppose that a, b, c, d ∈ N and a + b+ c+ d ∈
2N + 1. Then ζso(5)(a, b, c, d) can be expressed as a rational linear combination of products
of Riemann’s zeta values at positive integers.

PROOF. We quote [20, (10)],

ζso(5)(a, b, c, d) = (−1)c
c∑
j=1

(
c + d − j − 1

c − j

)
(−1)j ζso(5)(a, b + c + d − j, j, 0)

+ (−1)c
d∑
j=1

(
c + d − j − 1

d − j

)
(−1)j ζso(5)(a, b + c + d − j, 0, j) .

(5.5)

Hence we obtain this proposition by Propositions 3.3 and 5.1. �

Next we will prove a functional relation for two complex variables.
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THEOREM 5.3. For a, b ∈ N and s, t ∈ C except for singular points, we have

ζso(5)(a, b, s, t)+ (−1)bζso(5)(t, b, s, a)+ (−1)aζso(5)(a, s, b, t)

=
a∑
j=1

(
a + b − j − 1

a − j

)
(TAE(j, t, a + b + s − j)

+ 2a+b+s−j (−1)jTE1(a + b + s − j, j, t))

+
b∑
j=1

(
a + b − j − 1

b − j

)
(ζsl(3)(a + b + s − j, j, t)

+ (−1)j ζsl(3)(j, t, a + b + s − j))

−
(
a + b − 1

a

)
2−t ζ(a + b + s + t)−

(
a + b − 1

b

)
ζ(a + b + s + t) .

(5.6)

PROOF. Put β = γ = x in (3.2), multiply by
∑∞
n=1 e

−2πinxn−t and integrate from 0 to
1 with respect to x. For �(s) > 1 and �(t) > 1, we have

∫ 1

0

∞∑
l,m=1

e2πilxe2πim(2x)

lamb(l +m)s

∞∑
n=1

e−2πinx

nt
dx =

∞∑
l,m=1

1

lamb(l +m)s(l + 2m)t

∫ 1

0

∞∑
l=1

e2πil(2x)

la+b+s−j
∞∑
m=1

e−2πimx

mj

∞∑
n=1

e−2πinx

nt
dx =

∞∑
l,m,n=1
2l=m+n

1

la+b+s−jmjnt
,

∫ 1

0

∞∑
l=1

e2πil(2x)

la+b+s−j
∞∑
m=1

e2πimx

mj

∞∑
n=1

e−2πinx

nt
dx =

∞∑
l,m,n=1

1

la+b+s−jmj (2l +m)t
,

∫ 1

0

∞∑
l=1

e2πil(2x)

la+b+s
∞∑
n=1

e−2πinx

nt
dx =

∞∑
l=1

1

la+b+s (2l)t
,

which are ζso(5)(a, b, s, t), TAE(j, t, a + b + s − j), TE1(a + b + s − j, j, t) and 2−t ζ(a +
b + s + t) in (5.6). The other terms of (5.6) are obtained similarly. By analytic continuation
for ζsl(3)(s, t, u; α, β, γ ) and ζso(5)(s, t, u, v) (see [14, Theorem 2.1] and [7, Theorem 3]), we
have (5.6) except for the singular points. �
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LEMMA 5.4. For any admissible index, we have

(ζsl(2)(c; x)+ (−1)cζsl(2)(c; −x))(ζsl(2)(d; x)+ (−1)dζsl(2)(d; −x))
+ ((−1)c + (−1)d)ζ(c + d)

= 2
c∑
j=0

(
c + d − 2j − 1

c − 2j

)
ζ(2j)

× (ζsl(2)(c + d − 2j ; x)+ (−1)c+dζsl(2)(c + d − 2j ; −x))

+ 2
d∑
j=0

(
c + d − 2j − 1

d − 2j

)
ζ(2j)

× (ζsl(2)(c + d − 2j ; x)+ (−1)c+dζsl(2)(c + d − 2j ; −x)) .

(5.7)

PROOF. By the harmonic product formula, we have

(ζsl(2)(c; x)+ (−1)cζsl(2)(c; −x))(ζsl(2)(d; x)+ (−1)dζsl(2)(d; −x))
= ζsl(2)(c; x)ζsl(2)(d; x)+ (−1)d(L(c, d; x, 0)+ L(d, c; −x, 0)+ ζ(c + d))

+ (−1)c(L(c, d; −x, 0)+ L(d, c; x, 0)+ ζ(c + d))

+ (−1)c+dζsl(2)(c; −x)ζsl(2)(d; −x) .
Using (2.2) and ζ(0) = −1/2, we obtain this lemma. �

REMARK. We denote by Bj (x) the Bernoulli polynomial of order j defined by

text

et − 1
=

∞∑
j=0

Bj (x)
tj

j ! , |t| < 2π .

By (5.7), we can immediately prove Carlitz’s formula [1, p. 276, 19.(b)], for p+q ≥ 2, which
is

Bp(x)Bq(x) =
max(p,q)/2∑

k=0

{
p

(
q

2k

)
+ q

(
p

2k

)}
B2kBp+q−2k(x)

p + q − 2k

− (−1)p
p!q!

(p + q)!Bp+q .

(5.8)

This formula is the key to the proof of [13, Theorem 1.2], which means that a product of
Bernoulli polynomials is a linear combination of Bernoulli polynomials. We may regard that
this is a special case of a well-known fact, that is, the set of multiple zeta or L-values are
closed with respect to the operations of the harmonic product and the shuffle product.

At the end of this section, we show the following functional relations for one complex
variable.
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THEOREM 5.5. For a, b, c ∈ N and s ∈ C except for singular points, we have

ζso(5)(a, b, s, c)+ (−1)bζso(5)(c, b, s, a)

+ (−1)aζso(5)(a, s, b, c)+ (−1)b+cζso(5)(c, s, b, a)

= 2
a∑
d=0

(
a + b − d − 1

a − d

)max(c,d)/2∑
j=0

{(
c + d − 2j − 1

c − 2j

)
+
(
c + d − 2j − 1

d − 2j

)}

× 22j−c−dζ(2j)ζ(a + b + c + s − 2j)

+ 2
b∑
d=0

(−1)d
(
a + b − j − 1

b − d

)max(c,d)/2∑
j=0

{(
c + d − 2j − 1

c − 2j

)
+
(
c + d − 2j − 1

d − 2j

)}

× ζ(2j)ζ(a + b + c + s − 2j) .

(5.9)

PROOF. Firstly, we assume �(s) > 1. Taking parameters β = γ = −x in (3.2),

multiplying by the series (
∑∞
n=1 e

2πinxn−c + (−1)c
∑∞
n=1 e

−2πinxn−c), and integrating from
0 to 1 with respect to x, we obtain∫ 1

0

∞∑
l,m=1

e−2πilxe−2πi(2m)x

lamb(l +m)s

∞∑
n=1

e2πinx

nc
dx =

∞∑
l,m=1

1

lamb(l +m)s(l + 2m)c
,

∫ 1

0

∞∑
m=1

e−2πim(2x)

ma+b+s−d

( ∞∑
n=1

e2πinx

nc+d−2j + (−1)c+d
∞∑
n=1

e−2πinx

nc+d−2j

)
dx

=
∞∑
m=1

1

ma+b+s−d(2m)c+d−2j
,

which are ζso(5)(a, b, s, c) and 22j−c−dζ(2j)ζ(a + b + c + s − 2j) in (5.9). Changing the
order of summation and integration is justified as follows. We can change the order by the
absolute convergence in the case of c ≥ 2. We recall the well-known formula

∞∑
n=1

e2πinx

n
= − log(2 sinπx)− iπB1(x) , 0 < x < 1 .(5.10)

We define f (x) by the right-hand side of (5.10). By (5.10), for a sufficiently large integer N ,
there exists an M > 0 such that∣∣∣∣∣

N∑
n=1

e2πinx

n

∣∣∣∣∣ ≤ |f (x)| +M , 0 < x < 1 .

From this fact and the well-known formula∫ 1

0
log(2 sinπx)dx = log 2 − log 2 = 0 ,
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we see that we can use Lebegsue’s bounded convergence theorem. The other terms of (5.9) are
obtained similarly. By (5.7), ζ(0) = −1/2 and the argument similar to the proof of Theorem
5.3, we obtain this theorem. �

6. sl(4)

We define the function

Z(a, b, s, t, u; β, γ, δ, η) :=
∞∑

l,m,n,k=1
l+m=n+k

e2πimβe2πinγ e2πikδe2πi(l+m)η

lambnskt (l +m)u
.

LEMMA 6.1. For a, b ∈ N, s, t, u ∈ C, �(s) > 1, �(t) > 1, �(u) > 1, we have

Z(a, b, s, t, u; α, γ, δ, η) = ζsl(3)(a + s, b + t, u; γ, β + δ, η)

+ ζsl(4)(a, 0, t, s, b, u; 1, 1, δ, γ, β, η)

+ ζsl(4)(b, 0, s, t, a, u; β, 1, γ , δ, 1, η) .

PROOF. In this region, we have

Z(a, b, s, t, u; α, γ, δ, η) =
∞∑
h=1

∞∑
l,m=1
l+m=h

e2πimβ

lamb

∞∑
n,k=1
n+k=h

e2πinγ e2πikδe2πihη

nskthu

=
∞∑

l,n=1

1

lans

∑
h>max{l,n}

e2πi(h−l)βe2πinγ e2πi(h−n)δe2πihη

(h− l)b(h− n)thu
.

We separate the right-hand side of the above formula as
∑
l=n+∑

l<n +∑
l>n. In the case

l = n, we have

∑
l=n

=
∞∑
n=1

∑
h>n

e2πinγ e2πi(h−n)(β+δ)e2πihη

na+s(h− n)b+t hu
= ζsl(3)(a + s, b + t, u; γ, β + δ, η) .

By putting n = l + j and h = l + j + k, we have

∑
l<n

=
∞∑

l,j,k=1

e2πi(j+k)βe2πi(l+j)γ e2πikδe2πi(l+j+k)η

la(l + j)s(j + k)bkt (l + j + k)u

= ζsl(4)(a, 0, t, s, b, u; 1, 1, δ, γ, β, η) .

By putting l = n+ j and h = n+ j + k, we have

∑
l>n

=
∞∑

n,j,k=1

e2πikβe2πinγ e2πi(j+k)δe2πi(n+j+k)η

(n+ j)anskb(j + k)t (n+ j + k)u

= ζsl(4)(b, 0, s, t, a, u; β, 1, γ , δ, 1, η) .

Therefore by these formulae, we obtain this lemma. �
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In the case β = 1, the next theorem coincides with [15, Theorem 2.1 and Theo-
rem 2.3]. Therefore it also contains [15, Theorem 3.4] which is a functional relation for
ζsl(4)(a, b, c, 0, 0, s).

THEOREM 6.2. For a, b ∈ N, s, t, u ∈ C, �(s) > 1, �(t) > 1, �(u) > 1, we have

ζsl(4)(a, b, t, s, 0, u; 1, β, δ, γ, 1, η)+ (−1)bζsl(4)(b, s, t, a, u, 0; −β, γ, δ, 1, η, 1)

+ (−1)aζsl(4)(a, s, t, b, u, 0; 1, γ , δ, β, η, 1)

=
a∑
j=1

(
a + b − j − 1

a − j

)
ζsl(3)(a + b + s − j, t, u; β + γ, δ, η)

× (ζsl(2)(j ; −β)+ (−1)j ζsl(2)(j ; β))

+
b∑
j=1

(
a + b − j − 1

b − j

)
ζsl(3)(a + b + s − j, t, u; γ, δ, η)

× (ζsl(2)(j ; β)+ (−1)j ζsl(2)(j ; −β))

−
(
a + b − 1

a

)
ζsl(3)(a + b + s, t, u; β + γ, δ, η)

−
(
a + b − 1

b

)
ζsl(3)(a + b + s, t, u; γ, δ, η) ,

(6.1)

and
Z(a, b, s, t, u; β, γ, δ, η)+ (−1)bζsl(4)(b, t, u, 0, s, a; −β, δ, η, 1, γ , 1)

+ (−1)aζsl(4)(a, u, t, 0, s, b; 1, η, δ, 1, γ , β)

=
a∑
j=1

(
a + b − j − 1

a − j

)
ζsl(3)(t, u, a + b + s − j ; δ, η, β + γ )

× (ζsl(2)(j ; −β)+ (−1)j ζsl(2)(j ; β))

+
b∑
j=1

(
a + b − j − 1

b − j

)
ζsl(3)(t, u, a + b + s − j ; δ, η, γ )

× (ζsl(2)(j ; β)+ (−1)j ζsl(2)(j ; −β))

−
(
a + b − 1

a

)
ζsl(3)(t, u, a + b + s; δ, η, β + γ )

−
(
a + b − 1

b

)
ζsl(3)(t, u, a + b + s; δ, η, γ ) .

(6.2)

PROOF. Change the parameter as x �→ x + γ in (3.2), multiply by two functions∑∞
n=1 e

2πin(x+δ)n−t and
∑∞
k=1 e

2πik(η−x)k−u and integrate from 0 to 1 with respect to x.
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We have ∫ 1

0

∞∑
l,m=1

e2πimβe2πi(l+m)(x+γ )

lamb(l +m)s

∞∑
n=1

e2πin(x+δ)

nt

∞∑
k=1

e2πik(η−x)

ku
dx

=
∞∑

l,m,n=1

e2πimβe2πinδe2πi(l+m)γ e2πi(l+m+n)η

lambnt (l +m)s(l +m+ n)u
,

∫ 1

0

∞∑
l,m=1

e−2πilβe2πim(x+γ )

lbms(l +m)a

∞∑
n=1

e2πin(x+δ)

nt

∞∑
k=1

e2πik(η−x)

ku
dx

=
∞∑

l,m,n=1

e−2πilβe2πimγ e2πinδe2πi(m+n)η

lbmsnt (l +m)a(m+ n)u
,

∫ 1

0

∞∑
l=1

e2πil(x+β+γ )

la+b+s−j
∞∑
n=1

e2πin(x+δ)

nt

∞∑
k=1

e2πik(η−x)

ku
dx

=
∞∑

l,n=1

e2πil(β+γ )e2πinδe2πi(l+n)η

la+b+s−jnt (l + n)u
,

which are ζsl(4)(a, b, t, s, 0, u; 1, β, δ, γ, 1, η), ζsl(4)(b, s, t, a, u, 0; −β, γ, δ, 1, η, 1) and
ζsl(3)(a+b+s−j, t, u; β+γ, δ, η) in (6.1). The other terms of (6.1) are obtained in the same

way. Next change the parameter as x �→ x + γ in (3.2), multiply by
∑∞
n=1 e

2πin(δ−x)n−t and∑∞
k=1 e

2πin(η−x)k−u and integrate from 0 to 1 with respect to x. We obtain∫ 1

0

∞∑
l,m=1

e2πimβe2πi(l+m)(x+γ )

lamb(l +m)s

∞∑
n=1

e2πin(δ−x)

nt

∞∑
k=1

e2πik(η−x)

ku
dx

=
∞∑

l,m,n,k=1
l+m=n+k

e2πimβe2πinγ e2πikδe2πi(l+m)η

lambnskt (l +m)u
,

∫ 1

0

∞∑
l,m=1

e−2πilβe2πim(x+γ )

lbms(l +m)a

∞∑
n=1

e2πin(δ−x)

nt

∞∑
k=1

e2πik(η−x)

ku
dx

=
∞∑

l,k,n=1

e−2πilβe2πi(n+k)γ e2πinδe2πikη

lb(n+ k)s(l + n+ k)ant ku
,

∫ 1

0

∞∑
l=1

e2πil(x+β+γ )

la+b+s−j
∞∑
n=1

e2πin(δ−x)

nt

∞∑
k=1

e2πik(η−x)

ku
dx

=
∞∑

n,k=1

e2πil(n+k)(β+γ )e2πinδe2πikη

(n+ k)a+b+s−jntku
,
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which are Z(a, b, s, t, u; β, γ, δ, η), ζsl(4)(b, t, u, 0, s, a; −β, δ, η, 1, γ , 1) and ζsl(3)(t, u,

a + b + s − j ; δ, η, γ ) in (6.2). The other terms of (6.2) are obtained similarly. Hence
we obtain (6.1) and (6.2). �

The following functional relation holds for three complex variables. In [3, Proposi-
tion 8.5], Gunnells and Sczech gave explicit formula for ζsl(4)(2k, 2k, 2k, 2k, 2k, 2k). In [5,
Theorem 4.4], Komori, Matsumoto and Tsumura proved this functional relation in the case
a, b, c ∈ 2N and γ = δ = η = 1. These results should be compared with the next theorem.

THEOREM 6.3. For a, b, c ∈ N, s, t, u ∈ C, �(s) > 1, �(t) > 1, �(u) > 1, we have

ζsl(4)(a, b, t, s, c, u; 1, 1, δ, γ, 1, η)+ (−1)bζsl(4)(s, b, c, a, t, u; γ, 1, 1, 1, δ, η)

+ (−1)aζsl(4)(a, s, t, b, u, c; 1, γ , δ, 1, η, 1)

+ (−1)b+cζsl(4)(s, t, c, u, b, a; γ, δ, 1, η, 1, 1)

= 2
a∑
d=0

(
a + b − d − 1

a − d

)max(c,d)/2∑
j=0

{(
c + d − 2j − 1

c − 2j

)
+
(
c + d − 2j − 1

d − 2j

)}

× ζ(2j)ζsl(3)(a + b + s − d, t, u+ c + d − 2j ; γ, δ, η)

+ 2
b∑
d=0

(−1)d
(
a + b − d − 1

b − d

)

×
max(c,d)/2∑

j=0

{(
c + d − 2j − 1

c − 2j

)
+
(
c + d − 2j − 1

d − 2j

)}

× ζ(2j)ζsl(3)(a + b + s − d, t + c + d − 2j, u; γ, δ, η).

(6.3)

PROOF. Change parameters as β �→ −x and δ �→ δ − x in (6.1), multiply by

(
∑∞
h=1 e

2πihxh−c + (−1)c
∑∞
h=1 e

−2πihxh−c), and integrate from 0 to 1 with respect to x.
We have ∫ 1

0

∞∑
l,m,n=1

e−2πimxe2πin(δ−x)e2πi(l+m)γ e2πi(l+m+n)η

lambnt (l +m)s(l +m+ n)u

∞∑
h=1

e2πihx

hc
dx

=
∞∑

l,m,n=1

e2πinδe2πi(l+m)γ e2πi(l+m+n)η

lambnt (l +m)s(m+ n)c(l +m+ n)u
,

∫ 1

0

∞∑
l,m,n=1

e2πilxe2πimγ e2πin(δ−x)e2πi(m+n)η

lbmsnt (l +m)a(m+ n)u

∞∑
h=1

e2πihx

hc
dx

=
∞∑

l,m,h=1

e2πimγ e2πi(h+l)δe2πi(m+l+h)η

lbms(l + h)t (l +m)a(m+ l + h)uhc
,
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which are ζsl(4)(a, b, t, s, c, u; 1, 1, δ, γ, 1, η) and ζsl(4)(s, b, c, a, t, u; γ, 1, 1, 1, δ, η) in
(6.3). By (5.7) and the manner similar to the proof of Theorem 5.5, we can obtain this theo-
rem. �
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