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An L,-function determines ¢,
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Abstract:
on the real line R.

Key words:

1. Introduction. In this paper we shall give
a new characterization of the well-known sequence
space £, by using an L,-function.

Let f(# 0) be an L,-function defined on the real
line R and assume 1 < p < +o00. For a sequence of
real numbers a = {a;} € R, define

W(ai ) <§j/ﬂ° (¢~ ar) ﬂ)fw>%

and

A(f) ={a € R | Uy(a: f) < +o0}.

We say I,(f) < +oo if f(z) is absolutely con-
tinuous on R and the p-integral defined by

Mﬁ:lmwwwx

is finite.

Let g be a probability density function on
R. Then Shepp [1] proved Ay(y/g) C f2, and also
As(y/g) = ¢y if and only if I5(,/g) < +oc. This paper
generalizes those results.

We shall first show A,(f) C ¢, (Theorem 1).
Next we shall show that I,(f) < +oo implies ¢, C
Ap(f) for every 1 <p< +oo (Theorem 2), and
that for 1 <p < +oo, €, C Ay(f) implies I,(f) <
+00 (Theorem 3). In particular, for 1 < p < 400
we have Ay (f) =14, if and only if I,(f) <400
(Corollary 4).

In Theorem 3, the case p=1 is excluded.
In fact, define f(x)=e"* for x >0, and =0 for
x < 0. Then f(z) is not absolutely continuous on
R, so that I;(f) < +oo does not hold, but we have
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¢, is characterized by the convergence of a series defined by an L,-function

¢,; absolutely continuous; integrable function; p-integral.

4= A ().

Finally, as an illuminating example, we shall
estimate A,(f) explicitly for f(z):=/xe ™ for
x>0, and :=0 for z < 0. Then we have A,(f) =
£, if1 <p<2, =4, ifp=2, and:€1+§,ifp>2,
where

£2_ = {(I

2. Results.
theorem.

Theorem 1. Assume 1 <p<+4oco and let
f(#0) be an L,-function on R. Then A,(f) C ¢

Proof. Assume that a = {a;} € Ay(f), which
is equivalent to ¥,(a; f) < +oo. Without loss of
generality, we may assume a; # 0 for every k.

First we shall prove that {a;} is bounded. If
there is a subsequence {ay} such that |ay| — +o0,
then U,(a; f) < +oo implies

2(1 4 |log|ax|]) < +oo}.

Our first result is the following

+OC P
o_hm/' f@ —ap) — ()| de = 2|15, >0,

which is a contradiction.

Next we shall prove that {a;} converges to 0.
Assume that there exists a subsequence ap such
that ay — ag # 0. Then we have

0 zli]?l/::c ‘f(x—akz) — f(z)| dz

‘p
+o0 p
~ [ Jte-a) - s@)'as,
which implies f(x —ay) = f(z), a.e.(dz). This con-
tradicts to the integrability of f(z).
Finally, we shall prove

+00’f($ _ ak)

aj,

p

— /(@) dx > 0.

;= inf
pi=in

Assume that there exists a subsequence ay
such that
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dr — 0.

/*”‘f(w —ap) - f(@)"

00 ay

Then it follows that
f(l’ - ak’) - f(l’)

Qg

On the other hand, M — —f'(z) in the
distribution sence. Consequently, f(z) is absolutely
continuous with f'(z) =0, a.e.(dz), which implies
f =0. This is a contradiction.

Summing up the above, we have
+o0 > U, (a; f)Y

_ e f(@—ap) — f@) ]
ZPZ |ak“pv
k

which proves the theorem. O

In the following theorems, we shall discuss
the converse of the above theorem.

Theorem 2. Assume 1 <p<+oco and let
f(#0) be an Ly-function on R. Then IL,(f) < +oo
implies £, C Ap(f).

Proof. Assume I,(f) < +oo and hence f(z) is
absolutely continuous. Then by Fubini’s theorem,
we have

400
W) =Y lal [ do
k —00

+o0 1
< Xk:am/_w dx/o (@ — tag)|dt
< II}(f) Z |ak‘p7
k

which proves the theorem. O
Theorem 3. Assume 1 <p<-+oco and let
f(#0) be an L,-function on R. Then £, C A,(f)
implies I,(f) < +oo.
Proof. Assume ¢, C A,(f), and define

— 01in L,(R).

p

/1 f(x —tay)dt
0

400 p
P(a) ::/_ ’f(x—a)—f(x) dz, a€R,
and
Fy(z) = @~ ux) = f(@) , UN = 2_¥7 N>1

un

Then we have

+oo p
sup 2V (uy) = sup/ ‘FN(x)’ dx < +o0.
N I
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In fact, on the contrary, assume that for every n
there exists N(n) > n satisfying

2N(n) w(uN(n) ) > o

Then for the sequence

9N(1)-1 9N(n)-n

ap ‘= {uN(l)7 T UN)y Ty UN()y Ty UN(n) s '}7

we have ag € ¢, and ¥,(ag; f) = +oo, which is a
contradiction.

Since L,(R,dz),1 < p < 400, is a separable
reflexive Banach space, each bounded closed ball
is compact and metrizable with respect to the weak
topology. Consequently, there exists a subsequence
{Fy,(z)} and h(z) € L,(R, dx) such that {Fy,(x)}
converges weakly to h(z). Since Fy (z) — —f'(z) in
the distribution sence, f(z) is absolutely continu-

ous, f'(z) = —h(z), a.e.(dz), and we have
+oo +00
I(f) = [ |f'(z)|Pdx = /7 |h(z)[Pdx < +o0.

(I
Theorems 1, 2 and 3 yield the corollary below.
Corollary 4. Assume 1<p< +oo and let
f(#0) be an Ly-function on R. Then we have £, =
Ap(f) if and only if I,(f) < 4o0.
Example 5. Define f(z):=/ze™, z >0,
and := 0, x < 0. Then we have
2, 1<p<?2,
627, p= 2,
l p> 2.

Ay(f) =
1+5
Proof. For 1 <p <2 we have I,(f) < 400 so
that A,(f) = £, by Theorem 2.
Assume p > 2 and @ = {a;} € A,(f). Then, a €
£, by Theorem 1 and, since

| e -0 - @y
- / Cf @t a) - (@) d

o0
for every a € R, we have U,(a;f)=Y,(lal;f),
where |a] :={|ax|}. Therefore, without loss of
generality, we may assume a; > 0 for every k> 1
and « :=sup; a; < +00.
By definition we have

+o0 > U, (a; f)?

=% [ e a) - @
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= [“Wwre
0

- @+ a) — flo)Pda

— Jy(a) + K, (a)
so that
2e7 P 1+"
ay,

ag p
400 > J,(a :/ z2e Prdy >
)= | -

Therefore we have a € £,
In particular,
a € ¢y and

1
1 2
+oo> KJ + <Z ai)
k
1
+00 9 2
I 0
1
+oo 2
+ </ z‘d;vz]l e 2| )
0

+00
(Z / Vo ¥ a - \/E|26_2<””+““)d:c>
. JO

+00 —2(z+ar) xa2>%
(Z/ |¢m+ val ot

12 and A,(f) C €1+p
assume p =2. Then we have

1
2

Y
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1
1 400 672(z+ak) 2
— - dxd®
([ et
%
+o0 ,—2x
Z/ € dmai
FoJa T
1 1
1 2 ) 2
C 2log— | —C |,
(i) o{24)

where C; and Cy are positive constants.
quently we have

vV
N | =

Conse-

> " a(1+ logax]|) < +o0
k,

and a € {y_.
Conversely by similar discussions it is not
difficult to show that a € ¢, » implies ¥,(a; f) <

+o0 for p > 2, and that a € 0y implies ¥y(a; f) <

400 for p = 2. (I
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