
No. 5] Proc. Japan Acad., 60, Ser. A (1984) 157

A Markov Process Associated with a Porous
Medium Equation

By Masaaki INOUE
Department of Mathematics, Faculty of Science,

Hiroshima University

(Communicated by K.Ssaku YOSIDA, M. J.A., May 12, 1984)

1. Introduction. In this note we will firstly show the existence
of a Markov process X such that the density u of the distribution
P(X(t) e dx) is a weak solution of the Cauchy problem
(1.1a) ut=(1/2)(u)x, tO, x R,
(1.1b) u(O, x)--Uo(X), x e R,
for each al. The equation (1.1a)is called a porous medium equa-
tion. The existence, uniqueness and properties of the weak solution
were studied analytically by Kalashnikov-Oleinik-Yui-lin, Aronson,.
Kamin and others.

Next we will show that the Markov process X satisfies a stochastic
differential equation with a constraint condition about the distribution
of X(t). Up to here we do not appeal to any analytic results. Finally
we give an example of a process starting from a single point, which
is not covered by our above results. To do this we use an explicit.
solution of (1.1a) given by Barenblatt and Pattle together with an
analytic result about the uniqueness of the weak solution of (1.1).

2. Markov process. We consider the following conditions for
the initial function u0 of (1.1b)

u0 is a probability density,

(A) u is Lipschitz continuous, and

XUo(X)dx is finite.
R

We will construct a Markov process associated with (1.1) using the
following Markov chains. Let tg=Z, and S(o)=o for o= (w0, , "")
e/2. For each h0, let P be the Markov measure on/2 characterized
by the properties that
(2.1a) P(Sn ] Sn in, ", So= ]o) P(Sn I= ] Sn in),
(2. lb) P(S 1=]]S=])= 1-(P(S ])}- 1,

P(S 1= ]+ l ISn ])= {P(S ])}"-’/2,
P(Sn+I=-Y-llSn=Y)--{P(S--])}"-I/2,

(2. lc) P(S0 ])= c(h)-lUo(]h)h,
where c(h)=ez Uo(]h)h. Let C be the set of all continuous functions
w:[0, oo)-.R, and the a-field generated by all cylinder sets in C.
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Let X be the C-valued random variable on (/2, P) such that, for each
(o e 9, X((o) is the polygonal function whose value at a point t>__O is
(2.2) X(t, o))-hSt/(o))zr-h(t/v-[t/r]){S//(o)-St/((o)},
where = h"/. Let P be he probability measure on (5", ) such that
P(A)=P(X e A) for all A e .

Theorem 1. Under the assumption (A), the amily o. the proba-
bility measures {P; h:>O} is tight.

It follows hat there exist a subsequence {h’} of {h} which converges
o zero and a probability measure P on C such that P’ converges to P
weakly. Set X(t, w)=w(t) or (t, w) e [0, oo)X C.

Theorem 2. Under the assumption (A), the process X=(X(t)} on
(, P) is a Markov process. Further the distribution P(X(t) e dx) has
a density u(t, x) which is a weak, solution of (1.1).

Definition. A function u is called a weak solution of (1.1) if u
satisfies
(2.3a) u e L([0, T] X R) f L([0, T] R) for all T0, and

(2.3b) : dt (u+ 1,u )dx+f b(O, x)Uo(X)dx= O

for all e C([0, oo) R).
We note that he assertion of the existence of a weak solution is

a part of Theorem 2. Clearly the initial function u0 becomes the
density of the distribution P(X(O) e dx).

:}. Stochastic differential equation. We give an expression o
the Markov process X= {X(t)} on (5’, P) constructed in 2 by a stochas-
tic differential equation. Let (} be the a-field generated by {X(s);
s gt} and all P-null sets.

Lemma. Under the assumption (A), both processes {X(t)} and

{X(t)--0 u(s, X(s))- ds}
are {t}-martingales.

Hence we see that

B(t)=0 u(s, X(s))-("-)/dX(s)

is an {ff}-Brownian motion. Therefore we have
Theorem :. Under the assumption (A), the Markov process

X={X(t)} on (, P) satisfies the following stochastic differential equa-
tion

X(t)=X(O)+to u(s,
(3.1)

[ P(X(t) e dx)=u(t, x)dx.
We may call the solution of (3.1) a Marko.v process associated

with a porous medium equation (1.1).
4. Another case. In this section we are concerned with a
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Markov process starting from a single point, which is not contained
in our previous argument. Barenblatt [3] and Pattle [7] discovered
an explicit solution of the equation (1.1a).
zero is of the form

(4.1) u(.)(t, x)= (Lt)-{1-(Jt)-2x2}l/("-l)’
[0,

where

The one starting from

Ixl(Jt),
x >= (Jt),

fl=(a+l) -1, L=A2a(a+l)/(a--1),

As a-*l, the function (4.1) becomes the elementary solution of the heat
equation"

limit u()(t, x)=(2t)-1/ exp (--x/2t).
Using the function (4.1), we can construct a solution o the stochastic
differential equation (3.1) starting from zero as follows. For each
0, let P() be the Markov measure on (, ) stated in Theorem 2
with the initial function Uo(X)=U(o)(, x). By the uniqueness of the
weak solution of the equation (1.1) ([8]), we see that P()(X(t)e dx)

u()(t+, x)dx where X(t, w)= w(t) for w e C. From the tightness
of the family {P()" 0}, there exist a subsequence {d} o {e} and a
probability measure P on (L’, ) such that P(’) converges to P weakly.
Let t be the a-field generated by (X(s)" s= t} and all P-null sets. Then
X--{X(t)} is an {t}-martingale and

B(t) .[t u(.) (s, X(s))- ("-1)/dX(s)

is an {}-Brownian motion. It is shown that

(4.2) { X(t)=o u()(s’ X(s))("-l)/dB(s)’

P(X(t) e dx) u(.)(t, x)dx.
Acknowledgment. The author would like to thank Professor

Haruo Totoki for his constant encouragement, Professor Izumi Kubo
for his helpful advice on the proof of Theorem 1 and Mr. Tatsuyuki
Nakaki for his several discussions on the porous medium equation.

References

[1] D. G. Aronson: Regularity properties of flows through porous media.
SIAM J. Appl. Math., 17, 461-467 (1969).

[2 V. F. Baklanovskaya: The numerical solution of a one-dimensional prob-
lem for equations of non-stationary filteration. Z. Vycisl. Mat. Mat. Fiz.
1 (3), 461-469 (1961). (_--U.S.S.R. Computational Math. and Math. Phys.,
513-525 (1961).)

[3 G. I. Barenblatt: On some unsteady motions of a liquid and a gas in
porous medium. Prikl. Mat.. Mech., 16, 67-78 (1952) (in Russian).



160 M. INOU. [Vol. 60 (A),

[41

[5]

[6]

[7]

[8]

A. S. Kalashnikov, O. A. Oleinik and Chzou Yui-lin: The Cauchy problem
and the boundary value problems for equations of the type of nonstationary
filteration. Izv. Akad. Nauk. SSSR., .22, 667-704 (1958) (in Russian).

S. Kamin (Kamenomostoskaya): Source-type solution for equations of
nonstationary filteration. J. Math. Anal. Appl., 64, 263-276 (1978).

H. P. McKean: A class of Markov processes associated with nonlinear
parabolic equations. Proc. National Academy Sci. U.S.A., 5’6, 1907-1911
(1966).

R. E. Pattle: Diffusion from an instantaneous point source with concen.-
tration-dependent coefficient. Quart. J. Mech. Appl. Math., 12, 407-409
(1959).

M. Pierre: Uniquen.ess of the solutions of ut--h(u)--O with initial datum
a measure. MRC Technical Summary Report 2171 (1981).


