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4. Proofs. Proof of Lemma 3.1. We have

$$
\frac{1}{k} P_{0, m}^{-1 / 2}=\frac{1}{k} P_{-m, 0}^{-1 / 2}=\left(u_{1}^{-1}\right)^{m}+\cdots+\left(u_{k+1}^{-1}\right)^{m} .
$$

Thus it is necessary to show that

$$
r(z)=z^{k+1}-\left(b^{-1} x_{k}\right) z^{k}+\cdots+(-1)^{k}\left(b^{-1} x_{1}\right) z+(-1)^{k+1} b^{-1}
$$

has roots $u_{1}^{-1}, \cdots, u_{k+1}^{-1}$. This follows from

$$
\prod_{i=1}^{k+1}\left(z-u_{i}^{-1}\right)=\sum_{i=0}^{k+1}(-1)^{i} x_{i} z^{k+1-i}
$$

and $\sigma_{i}\left(u_{1}^{-1}, \cdots, u_{k+1}^{-1}\right)=b^{-1} \sigma_{k+1-i}\left(u_{1}, \cdots, u_{k+1}\right)$. The proof for $P_{-m, 0}^{1 / 2}$ is similar.

Proof of Lemma 3.2. If we allow $b=0$ in the definition of $P_{m, 0}^{-1 / 2}(x ; b)$, then $u_{1}, \cdots, u_{k+1}$ are the roots of

$$
z^{k+1}-x_{1} z^{k}+\cdots+(-1)^{k} x_{k} z=z\left(z^{k}+\cdots+(-1)^{k} x_{k}\right),
$$

where $x_{i}=\sigma_{i}(\underline{u}), \underline{u}=\left(u_{1}, \cdots, u_{k+1}\right)$. One of these roots, say $u_{k+1}$, is zero. Then

$$
\frac{1}{k} P_{m, 0}^{-1 / 2}(\underline{x} ; 0)=u_{1}^{m}+\cdots+u_{k}^{m}
$$

where $u_{1}, \cdots, u_{k}$ are the roots of

$$
z^{k}-x_{1} z^{k-1}+\cdots+(-1)^{k} x_{k} .
$$

This proves the first formula. The proof for $P_{m, 0}^{1 / 2}(x ; 0)$ is analogous.
The proof of Lemma 3.4 follows from Definition 2.1 using methods similar to those in [11].

Proof of Theorem 3.5.

$$
\begin{aligned}
\sum_{m=0}^{\infty} & \sum_{n=0}^{\infty} P_{m, n}^{-1 / 2} s^{m} t^{n} \\
& =\sum_{m} \sum_{n} \frac{1}{k^{2}} P_{m, 0}^{-1 / 2} P_{-n, 0}^{-1 / 2}-\frac{1}{k} P_{m-n, 0}^{-1 / 2} s^{m} t^{n} \\
& =\left(\frac{1}{k} \sum_{m} P_{m, 0}^{-1 / 2} s^{m}\right)\left(\frac{1}{k} \sum_{n} P_{-n, 0}^{-1 / 2} t^{n}\right)-\frac{1}{k} \sum_{m} \sum_{n} P_{m-n, 0}^{-1 / 2} s^{m} t^{n} \\
& =\frac{N_{+}}{D_{+}} \frac{N_{-}}{D_{-}}-\frac{1}{k} \sum_{m} \sum_{n} P_{m-n, 0}^{-1 / 2} s^{m} t^{n} .
\end{aligned}
$$

The last term here can be expressed in terms of $D_{+}, D_{-}, N_{+}, N_{-}$by

[^0]using $\frac{1}{k} \sum_{m} p_{m, 0}^{-1 / 2} s^{m}=\frac{N_{+}}{D_{+}}$, and $P_{0,0}^{-1 / 2}=k(k+1)$. We obtain
\[

$$
\begin{aligned}
& \frac{1}{k} \sum_{m} \sum_{n} P_{m-n, 0}^{-1 / 2} s^{m} t^{n}=\frac{N_{+}}{D_{+}(1-s t)}+\frac{N_{-}}{D_{-}(1-s t)}-\frac{k+1}{1-s t} \\
& \quad=\frac{D_{+} N_{-}+D_{-} N_{+}-(k+1) D_{+} D_{-}}{D_{+} D_{-}(1-s t)} .
\end{aligned}
$$
\]

Thus we have the required result, provided $1-s t$ is a factor of $M^{\prime}=D_{+} N_{-}+D_{-} N_{+}-(k+1) D_{+} D_{-}$. To show that this is the case we firstly consider the term of $M^{\prime}$ which contains no $x_{i}$ 's, namely the term

$$
\begin{aligned}
&(k+1) b\left[1+b(-s)^{k+1}\right]+(k+1)\left[b+(-t)^{k+1}\right] \\
& \quad-(k+1)\left[1+b(-s)^{k+1}\right]\left[b+(-t)^{k+1}\right]=(k+1) b\left[1-(s t)^{k+1}\right]
\end{aligned}
$$

Clearly this term is divisible by $1-s t$. Secondly we consider the coefficient of $x_{i}, 1 \leq i \leq k$, in $M^{\prime}$. After some simplification this can be given in the form

$$
i(-t)^{k+1-i}\left[1-(s t)^{i}\right]+b(k+1-i)(-s)^{i}\left[1-(s t)^{k+1-i}\right] .
$$

Again, $1-s t$ is a factor of this term. Finally we consider the remaining terms of $M^{\prime}$, containing $x_{i} x_{j}, i \leq j$. The coefficient of $x_{i} x_{j}$ in $M^{\prime}$ can be expressed in the form

$$
(j-i)(-s)^{i}(-t)^{k+1-j}\left[1-(s t)^{j-i}\right]
$$

and therefore is also divisible by $1-s t$. Hence we have shown that $M^{\prime}=(1-s t) M$, for a suitable polynomial $M$.

The proofs of the recurrence relations given in Theorem 3.6 are elementary and are therefore omitted.

For the proof of Lemma 3.7 and Theorem 3.8 we need some additional properties. Let $\underline{u}=\left(u_{1}, \cdots, u_{k+1}\right), \underline{u}^{(j)}=\left(u_{1}, \cdots, u_{j-1}, u_{j+1}, \cdots\right.$, $\left.u_{k+1}\right)$ and $\mathfrak{H}_{0,0}^{(j)}$ the matrix defined by (2.10) but without the $j$-th column and the 1 st row, i.e. $\mathfrak{H}_{0,0}^{(j)}$ is a $k \times k$ matrix. $\sigma_{i}$ denotes the $i$-th elementary symmetric function. The first auxiliary result is,

Lemma 4.1. $\quad \sum_{j=1}^{k+1}\left[(-1)^{j-1} u_{j}^{p} \sigma_{k-1}\left(\underline{u}^{(j)}\right) \operatorname{det} \mathfrak{H}_{0,0}^{(j)}\right]=0$,
where

$$
0 \leq i \leq k, \quad i<p \leq k
$$

Proof. Cleary, we have

$$
\begin{equation*}
\operatorname{det} \mathfrak{U}_{m, 0}=0 \quad \text { for }-k \leq m<0 \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{j} \sigma_{i}\left(\underline{u}^{(j)}\right)=\sigma_{i+1}(\underline{u})-\sigma_{i+1}\left(\underline{u}^{(j)}\right) . \tag{4.2}
\end{equation*}
$$

Then the proof of the Lemma is a simple induction proof on $i$.
Proof of Lemma 3.7. Since $P_{m, 0}^{1 / 2}=\left(\operatorname{det} \mathfrak{U}_{m, 0}\right)\left(\operatorname{det} \mathfrak{H}_{0,0}\right)^{-1}$, we have

$$
\frac{1}{k} \sum_{m=0}^{\infty} P_{m, 0}^{1 / 2} s^{m}=\left(\operatorname{det} \mathfrak{U}_{0,0}\right)^{-1} \cdot\left(D_{+}\right)^{-1} N^{\prime}
$$

where

$$
N^{\prime}=\sum_{j=0}^{k+1}(-1)^{j-1} u_{j}^{k} \operatorname{det} \mathfrak{U}_{\substack{(j, j}}^{\substack{i=1  \tag{4.3}\\
i \neq j}} \left\lvert\, \begin{align*}
& k+1 \\
& k+1 \\
& i
\end{align*}\left(u_{i} s\right)\right.
$$

$$
\begin{aligned}
& =\sum_{j=0}^{k+1}(-1)^{j-1} u_{j}^{k} \operatorname{det} \mathfrak{H}_{0,0}^{(j)} \sigma_{k-i}\left(\underline{u}^{(j)}\right) \\
& =\left\{\begin{array}{l}
0 \\
\operatorname{det} \mathfrak{U}_{0,0} \quad \text { if } i=k
\end{array}\right.
\end{aligned}
$$

This proves the first formula. The second one follows immediately from the first and Lemma 3.1.

The second auxiliary result is,
Lemma 4.2.

$$
\begin{align*}
& \sum_{j=1}^{k+1}(-1)^{j-1} \operatorname{det} \mathfrak{H}_{0,0}^{(j)} u_{j}^{k} \prod_{\substack{k=1 \\
p \neq j}}^{k+1}\left(1-u_{p} s\right)=\operatorname{det} \mathfrak{H}_{0,0}  \tag{4.4}\\
& \sum_{j=1}^{k+1}(-1)^{j+k} \operatorname{det} \mathfrak{H}_{0,0}^{(j)} u_{j}^{-1} \prod_{\substack{p=1 \\
k+1}}^{k \neq j}\left(1-u_{p}^{-1} s\right)=b^{-1} \operatorname{det} \mathfrak{H}_{0,0}  \tag{4.5}\\
& \sum_{j=1}^{k+1}(-1)^{j+k} \operatorname{det} \mathfrak{U}_{0,0}^{(j)} \prod_{\substack{p=1 \\
p \neq j}}^{k+1}\left(1-u_{p}^{-1} s\right)=b^{-1} s \operatorname{det} \mathfrak{H}_{0,0} . \tag{4.6}
\end{align*}
$$

Proof. The coefficient of $(-s)^{p}$ in (4.4) is

$$
\sum_{j=1}^{k+1}(-1)^{j-1} \operatorname{det} \mathfrak{H}_{0,0}^{(j)} u_{j}^{k} \sigma_{p}\left(\underline{u}^{(j)}\right)= \begin{cases}0 & \text { if } 0<p \leq k \\ \operatorname{det} U_{0,0} & \text { if } p=0\end{cases}
$$

this follows from (4.3) in the proof of Lemma 3.7. Thus (4.4) is correct. Now let $\mathfrak{U}_{0,0}^{(-1, j)}$ denote the matrix obtained from $\mathfrak{H}_{0,0}$ by deleting the first row and $j$-th column and all entries $u_{i}$ replaced by $u_{i}^{-1}$. Then

$$
\begin{equation*}
\sum_{j=1}^{k+1}(-1)^{j-1} \operatorname{det} \mathfrak{U}_{0,0}^{(-1, j)} u_{j}^{-k} \prod_{\substack{p=1 \\ p \neq j}}^{k+1}\left(1-u_{p}^{-1} s\right) \operatorname{det} \mathfrak{u}_{0,0}^{(-1)} \tag{4.7}
\end{equation*}
$$

It is easily verified that

$$
b^{k} \operatorname{det} \mathfrak{H}_{0,0}^{(-1)}=(-1)^{(1 / 2)(k+1)(k+2)} \operatorname{det} \mathfrak{U}_{0,0} .
$$

Similarly,

$$
\left(b u_{j}^{-1}\right)^{k-1} \operatorname{det} \mathfrak{U}_{0,0}^{(-1, j)}=(-1)^{(1 / 2)(k+1)} \operatorname{det} \mathfrak{U}_{0,0}^{(j)} .
$$

Thus, multiplying both sides of (4.7) by $b^{k-1}$ gives

$$
\begin{gathered}
\sum_{j=1}^{k+1}(-1)^{j-1}(-1)^{(1 / 2) k(k+1)} \operatorname{det} \mathfrak{U}_{0,0}^{(j)} u_{j}^{-1} \prod_{\substack{p=1 \\
p \neq j}}^{k+1}\left(1-u_{p}^{-1} s\right) \\
=b^{-1}(-1)^{(1 / 2)(k+1)(k+2)} \operatorname{det} \mathfrak{H}_{0,0} .
\end{gathered}
$$

Multiplication by $(-1)^{(-1 / 2)(k+1)(k+2)}$ gives the result (4.5). Finally, consider

$$
\sum_{j=1}^{k+1}(-1)^{j-1} \operatorname{det} \mathfrak{H}_{0,0}^{(j)} u_{j}^{k-1} \prod_{\substack{p=1 \\ p \neq j}}^{k+1}\left(1-u_{p} s\right) .
$$

The coefficient of $(-s)^{p}$ is

$$
\sum(-1)^{j-1} \operatorname{det} \mathfrak{H}_{0,0}^{(j)} u_{j}^{k-1} \sigma_{p}\left(\underline{u}^{(j)}\right)
$$

If $1<p \leq k$ this coefficient is 0 , by Lemma 4.1. If $p=0$, then

$$
\sum_{j=0}^{k+1}(-1)^{j-1} \operatorname{det} \mathfrak{H}_{0,0}^{(j)} u_{j}^{k-1}=0
$$

If $p=1$, then

$$
\sum_{j}(-1)^{j-1} \operatorname{det} \mathfrak{U}_{0,0}^{(j)} u_{j}^{k-1} \sigma_{1}\left(\underline{u}^{(j)}\right)=\sum_{j}(-1)^{j-1} \operatorname{det} \mathfrak{u}_{0,0}^{(j)} u_{j}^{k-1}\left(\sum_{\substack{i=1 \\ i \neq j}}^{k+1} u_{i}\right)
$$

$$
\begin{aligned}
& =\sum_{j}(-1)^{j-1} \operatorname{det} \mathfrak{U}_{0,0}^{(j)} u_{j}^{k-1}\left(\sum_{i=1}^{k+1} u_{i}-u_{j}\right) \\
& =-\operatorname{det} \mathfrak{U}_{0,0},
\end{aligned}
$$

since

$$
\sum_{j}(-1)^{j-1} \operatorname{det} \mathfrak{H}_{0,0}^{(j)} u_{j}^{k-1}=0 .
$$

Thus

$$
\sum_{j=1}^{k+1}(-1)^{j-1} \operatorname{det} \mathfrak{H}_{0,0}^{(j)} u_{j}^{k-1} \prod_{\substack{p=1 \\ p \neq j}}^{k+1}\left(1-u_{p} s\right)=\left(-\operatorname{det} \mathfrak{U}_{0,0}\right)(-s) .
$$

Replacing $u_{j}$ by $u_{j}^{-1}$ in this equation and then multiplying by $b^{k-1}$ gives the required result (4.6).

Proof of Theorem 3.8. We expand det $\mathfrak{U}_{m, n}$ about the top row, then about the bottom row to give

$$
\operatorname{det} \mathfrak{U}_{m, n}=\sum_{i=1}^{k+1}(-1)^{i-1} u_{i}^{k+m}\left(\sum_{\substack{j=1 \\ j \neq i}}^{k+1}(-1)^{j+k} u_{j}^{-n} A_{i j}\right)
$$

where

$$
\left.\begin{aligned}
A_{i j} & =\left\lvert\, \begin{array}{lll}
u_{1}^{k-1} \cdots u_{i-1}^{k-1} & u_{i+1}^{k-1} \cdots u_{j-1}^{k-1} & u_{j+1}^{k-1} \cdots u_{k+1}^{k-1} \\
u_{1} & \cdots u_{i-1} & u_{i+1} \cdots u_{j-1}
\end{array}\right. \\
& =b u_{j+1} \cdots u_{k+1}
\end{aligned} \right\rvert\,
$$

Thus

$$
\operatorname{det} \mathfrak{U}_{m, n}=b \sum_{i} \sum_{j}(-1)^{i+j+k-1} u_{i}^{k+m-1} u_{j}^{-n-1} \operatorname{det} \mathfrak{U}_{0,0}^{(i, j)} .
$$

Hence we have

$$
\begin{aligned}
& \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} P_{m, n}^{1 / 2} s^{m} t^{n}=\sum_{m} \sum_{n}\left(\operatorname{det} \mathfrak{u}_{m, n}\right)\left(\operatorname{det} \mathfrak{l}_{0,0}\right)^{-1} s^{m} t^{n} \\
& =b\left(\operatorname{det} \mathfrak{u}_{0,0}\right)^{-1} \sum_{i} \sum_{j}(-1)^{i+j+k-1} u_{i}^{k-1} u_{j}^{-1} \operatorname{det} \mathfrak{H}_{0,0}^{(i, j)}\left(\sum_{m}\left(u_{i} s\right)^{m}\right) \\
& \quad \times\left(\sum_{n}\left(u_{j}^{-1} t\right)^{n}\right) \\
& =b\left(\operatorname{det} \mathfrak{U}_{0,0}\right)^{-1} \sum_{i} \sum_{j} \frac{(-1)^{i+j+k-1} u_{i}^{k-1} u_{j}^{-1} \operatorname{det} \mathfrak{H}_{0,0}^{(i, j)}}{\left(1-u_{i} s\right)\left(1-u_{j}^{-1} t\right)} \\
& =b\left(\operatorname{det} \mathfrak{U}_{0,0}\right)^{-1} D_{+}^{-1} \sum_{j}\left[\frac{(-1)^{j+k}\left(1-u_{j} s\right) u_{j}^{-1}}{\left(1-u_{j}^{-1} t\right)} \sum_{i}(-1)^{i-1} u_{i}^{k-1}\right. \\
& \left.\quad \times \operatorname{det} \mathfrak{H}_{0,0}^{(i, j)} \prod_{p=1}^{k+1}\left(1-u_{p} s\right)\right] .
\end{aligned}
$$

If we replace $\underline{u}$ by $\underline{u}^{(j)}$ in (4.4), we obtain

$$
\begin{aligned}
& =b\left(\operatorname{det} \mathfrak{U}_{0,0}\right)^{-1} D_{+}^{-1} \sum_{j} \frac{(-1)^{j+k}\left(u_{j}^{-1}-s\right)}{\left(1-u_{j}^{-1} t\right)} \operatorname{det} \mathfrak{U}_{0,0}^{(j)} \\
& =b\left(\operatorname{det} \mathfrak{U}_{0,0}\right)^{-1}\left(D_{+} D_{-}\right)^{-1} \sum_{j}(-1)^{j+k}\left(u_{j}^{-1}-s\right) \operatorname{det} \mathfrak{U}_{0,0}^{(j)} \sum_{\substack{p=1 \\
p \neq j}}^{k+1}\left(1-u_{p}^{-1} t\right) \\
& =b\left(\operatorname{det} \mathfrak{U}_{0,0}\right)^{-1}\left(D_{+} D_{-}\right)^{-1}\left[\sum_{j}(-1)^{j+k} u_{j}^{-1} \operatorname{det} \mathfrak{H}_{0,0}^{(j)} \prod_{p}\left(1-u_{p}^{-1} t\right)\right. \\
& \left.\quad-s \sum_{j}(-1)^{j+k} \operatorname{det} \mathfrak{U}_{0,0}^{(j)} \prod_{p}\left(1-u_{p}^{-1} t\right)\right] .
\end{aligned}
$$

If we use (4.5) and (4.6), this gives

$$
\begin{aligned}
& =b\left(\operatorname{det} \mathfrak{U}_{0,0}\right)^{-1}\left(D_{+} D_{-}\right)^{-1}\left[b^{-1} \operatorname{det} \mathfrak{U}_{0,0}-s b^{-1} t \operatorname{det} \mathfrak{U}_{0,0}\right] \\
& =\frac{1-s t}{D_{+} D_{-}}
\end{aligned}
$$

Theorem 3.9 and Corollary 3.10 follow from the generating function for $P_{m, n}^{1 / 2}$ by equating coefficients of $s^{m} t^{n}$ for $m, n \geq 0$.

## Proof of Lemma 3.11.

$$
\begin{aligned}
& \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} P_{m, n}^{1 / 2} s^{m} t^{n}=\frac{1-s t}{D_{+} D_{-}}=\frac{1}{D_{+}} \frac{1}{D_{-}}-\frac{s}{D_{+}} \frac{t}{D_{-}} \\
&=\left(\sum_{m=0}^{\infty} P_{m, 0}^{1 / 2} s^{m}\right)\left(\sum_{n=0}^{\infty} P_{-n, 0}^{1 / 2} t^{n}\right)-\left(\sum_{m=1}^{\infty} P_{m-1,0}^{1 / 2} s^{m}\right)\left(\sum_{n=1}^{\infty} P_{-(n-1), 0}^{1 / 2} t^{n}\right) \\
&=\left(\sum_{m=0}^{\infty} P_{m, 0}^{1 / 2} s^{m}\right) P_{0,0}^{1 / 2}+\left(\sum_{n=0}^{\infty} P_{-n, 0}^{1 / 2} t^{n}\right) P_{0,0}^{1 / 2}+\sum_{m=1}^{\infty} \sum_{n=1}^{\infty}\left(P_{m, 0}^{1 / 2} P_{-n, 0}^{1 / 2}\right. \\
&\left.-P_{m-1,0}^{1,2} P_{-(n-1), 0}^{1 / 2} s^{m} t^{n}\right) .
\end{aligned}
$$

Equating coefficients of $s^{m} t^{n}$ gives the result.
Proof of Lemma 3.12.

$$
\begin{aligned}
\frac{1}{k} \sum_{m=0}^{\infty} P_{m, 0}^{-1 / 2} s^{m} & =\frac{1}{D_{+}} \sum_{i=0}^{k}(k+1-i)(-1)^{i} x_{i} s^{i}, \quad \text { from Lemma } 3.4, \\
& =\left(\sum_{m=0}^{\infty} P_{m, 0}^{1 / 2} s^{m}\right)\left(\sum_{i}(k+1-i)(-1)^{i} x_{i} s^{i}\right), \quad \text { from Lemma } 3.7 \\
& =\sum_{i=0}^{k} \sum_{m=i}^{\infty}(k+1-i)(-1)^{i} P_{m-i, 0}^{1 / 2} s^{m}, \text { by changing the index }
\end{aligned}
$$

Equating coefficients gives the result.
Proof of Theorem 3.13. If we put $m_{j}=0, j \neq i$, in the generating function for $D_{m_{1}, \ldots, m_{k}}^{-1 / 2}$, we obtain by simplifying the right hand side

$$
\begin{aligned}
\sum_{m_{i}=0}^{\infty} D_{0, \ldots, 2, m_{i}, 0, \ldots, 0}^{-1 / 2}(\underline{x}) s_{i}^{m_{i}} & =\frac{2-2 x_{i} s_{i}}{1-2 x_{i} s_{i}+\left(1-\sum_{\substack{j=1 \\
j \neq i}}^{k} x_{i}^{2}\right) s_{i}^{2}}-1 \\
& =\sum_{m_{i}=1}^{\infty} \frac{1}{k} P_{m_{i}, 0}^{-1 / 2}\left(2 x_{i} ; 1-\sum_{\substack{j=1 \\
j \neq i}}^{k} x_{i}^{2}\right) s_{i}^{m_{i}}-1 .
\end{aligned}
$$

Equating coefficients of $s_{i}^{m_{i}}$ gives $D_{0, \ldots, 0}^{-1 / 2}(\underline{x})=1$ and $D_{0, \ldots, 0, m_{i}, 0, \ldots, 0}^{-1 / 2}$ as given in the theorem. The second part of the theorem is proved similarly.
5. Outlook. The main results of this paper are; suitable definitions, generating functions and recurrence relations for $k$-dimensional extensions of Chebyshev polynomials. Some open problems about these polynomials are to find partial differential operators for the polynomials (for cases $b=1, K=C, k=1$ and 2 these operators are known, see, e.g. Rivlin [13], Koornwinder [8], respectively). Of great interest is, of course, to find weight functions for the polynomials $P_{m, n}^{ \pm 1 / 2}(x ; 1)$ in case $K=C$, such that these polynomials are orthogonal on a region of $C^{k}$. For $k=2$ and complex conjugate variables $x_{1}$ and $x_{2}$ such a weight function is given in [8] and the corresponding region is bounded
by the three-cusped deltoid (or Steiner's hypocycloid). Nothing is known yet about the zeros of the polynomials over $C$. There are also several algebraic-number theoretic problems in case $K=G F(q)$. For instance, which of the polynomials $P_{m, n}^{ \pm 1 / 2}(x ; b)$ are permutation polynomials, i.e. for which $m, n \in \boldsymbol{Z}$ does $P_{m, n}^{ \pm 1 / 2}(\underline{x} ; b)=a$ have exactly $q^{k-1}$ solutions in $G F(q)^{k}$ for each $a \in G F(q)$. For $n=0$ partial results are given in [10], the special case $k=1$ is studied in [9], Chapter 4 , §§ 8 and 9.
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