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Abstract

For a fixed generalized reflection matrix P, i.e., PT = P, P2 = I, and
P 6= ±I, then a matrix A is called a symmetric P-symmetric matrix if A =
AT and (PA)T = PA. This paper is mainly concerned with finding the
least squares symmetric P-symmetric solutions to the matrix inverse prob-
lem AX = B with a submatrix constraint, where X and B are given matrices
of suitable size. By applying the generalized singular value decomposition
and the canonical correlation decomposition, an analytical expression of the
least squares solutions is derived basing on the Projection Theorem in Hilbert
inner products spaces. Moreover, in the corresponding solution set, the ana-
lytical expression of the unique minimum-norm solution is described in de-
tail.

1 Introduction

Let Rn×m, ORn×n, SRn×n, ASRn×n denote the set of all n × m real matrices, the
set of all n × n orthogonal matrices, the set of all n × n real symmetric matrices,
the set of all n × n real anti-symmetric matrices, respectively; The symbols, A+

and ‖A‖ denote the Moore-Penrose generalized inverse, the Frobenius norm re-
spectively. For two matrices A = (aij), B = (bij) ∈ Rn×m, A ∗ B = (aijbij) ∈ Rn×m
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denotes their Hadamard product, 〈A, B〉 = tr(BT A) represents their inner prod-
uct, where tr(.) denotes the trace of the corresponding matrix. Then we can easily
see that Rn×m is a Hilbert inner product space equipped with the Frobnius norm
of matrices, which is induced from the inner product 〈A, B〉 = tr(BT A) .

Matrix inverse problem: given three sets of real n×n matrices S, real n−vectors
x1, . . . xm, and n−vectors b1, · · · bm, m ≤ n, find a real n × n matrix A ∈ L such
that

Axi = bi, i = 1, 2, . . . m.

Let X = (x1, x2, . . . xm), B = (b1, b2, . . . bm), then the above relation can be written
as

AX = B

If B = XΛ, Λ = diag(λ1 , λ1, . . . λm), where λ1, λ1, . . . λm are numbers, then the
above problem is called the inverse eigenvalue problem.

The prototype of those problems initially arose in the design of Hopfield neu-
ral networks [9, 10]. It is applied in various areas, such as the discrete analogue of
inverse Sturm-Liouville problem [7], vibration design [22], and structural design
[8].

For decades, many authors have been devoted to the study of matrix in-
verse problem associated with several kinds of different sets L , and we refer
to [11, 14, 15, 20]. However, we should point out that the matrices X and B occur-
ring in practice are usually obtained from experiment and they may not satisfy
the solvability condition. Therefore , we need further study the least-squares so-
lutions for the problem above which is associated with several kinds of different
sets L , for instance, general matrices, symmetric matrices, symmetric nonnega-
tive definite matrices and so on.

Let P ∈ Rn×n be a fixed generalized reflection matrix, i.e.,PT = P, P2 = I,
and P 6= ±I, then a matrix A is called a symmetric P-symmetric matrix if A =
AT and (PA)T = PA, or symmetric P-skew symmetric matrix if A = AT and
(PA)T = −PA. The set of all symmetric P-(skew)symmetric matrices is denoted
by SRn×n

P (SARn×n
P ). In particular, if J is the flip matrix with ones on the sec-

ondary diagonal and zeros elsewhere, then a symmetric J-symmetric matrix is
bi-symmetric, i.e., aij = aji = an−i+1,n−j+1, 1 ≤ i, j ≤ n, while a symmet-
ric J-skew symmetric matrix is symmetric and skew-antisymmetric, i.e.,aij =
aji = −an−i+1,n−j+1, 1 ≤ i, j ≤ n. Bi-symmetric matrices, such as symmet-
ric Toeplitz matrices and autocovariance matrices, have practical application in
information theory, linear system theory and numerical analysis. If P = In,
then SRn×n

P is a symmetric matrix set and SARn×n
P is trivial due to the fact that

SRn×n ∩ ASRn×n = 0.
The symmetric P-symmetric matrices were initially considered by Zhou, Hu

and Zhang, associated with matrix equations and inverse eigenvalue problems,
see[25, 26]. Peng [18] has investigated the symmetric P-symmetric solution to the
matrix equation

ATXA = B,

which arose in an inverse problem of structural modification or the dynamic be-
havior of a structure. However the inverse problem for symmetric P-symmetric
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matrices with a submatrix constraint has not been discussed. The inverse prob-
lem with a submatrix constraint comes from a practical subsystem expansion
problem. Researchers have great interest in studying a variety of inverse problem
under submatrices constraint in recent years. For example, Deift and Nanda [4]
discussed an inverse eigenvalue problem of a tridiagonal matrix under a subma-
trix constraint; Peng and Hu [16] considered an inverse eigenpair problem of a
Jacobi matrix under a leading principal submatrix constraint; Peng and Hu [17]
studied a inverse problem of bi-symmetric matrices with a leading principal sub-
matrix constraint, for more we refer the reader to [6, 12, 24]. To our knowledge,
there is no result about the least-squares solutions of matrix inverse problem for
symmetric P-symmetric matrices with a submatrix constraint. In this paper , we
will mainly discuss this problem.

Throughout, we always assume that P is a fixed generalized reflection matrix.
The problem studied in this paper can be described as follows

Problem I. Given matrices X, B ∈ Rn×m and A0 ∈ SRq×q. Let

Γ =
{

A ∈ SRn×n
P |‖AX − B‖ = min

}
,

find Ã ∈ Γ such that

‖Ã([1 : q])− A0‖ = min
A∈Γ

‖A([1 : q])− A0‖.

A([1 : q]) is the principal submatrix of A lying in the first q rows and columns.

Problem II. Let SE be the solution set of Problem I. Find Â ∈ SE such that

‖Â‖ = min
Ā∈SE

‖Ā‖. (1.1)

We remark that when q = 0, Problem I is reduced to the inverse problem for
symmetric P-symmetric matrices discussed by [5] and [25]. When q = n, A0 is the
best approximation of the matrix Ã ∈ Γ. In this paper, we consider the general
case when 0 < q < n. Problem II is in fact to find the minimum-norm solution of
the solution set of Problem I.

The paper is organized as follows. After introducing some necessary concepts
of two matrix-factorization techniques in Section 2 and some useful preliminary
results in Section 3, we will derive an analytical expression for the solution of
Problem I in section 4. The expressions for the unique solution of Problem II is
obtained in Section 5. At last, in Section 6, we use some brief conclusions to end
the paper.

2 Two matrix-factorization techniques

As a preliminary, we briefly state the concepts of generalized singular value de-
composition (GSVD) and canonical correlation decomposition (CCD), which are
essential tools for deriving the solution of Problem I.



664 J.-f. Li – X.-y. Hu – L. Zhang

Let N1 ∈ Rq×(r−r1), N2 ∈ Rq×(s−r2), then the GSVD of the matrix pair (N1, N2)
is given by

NT
1 = Q1Ω1M, NT

2 = Q2Ω2M, (2.1)

where M ∈ Rq×q is a non-singular matrix, Q1 ∈ OR(r−r1)×(r−r1), Q2 ∈ OR(s−r2)×(s−r2),
and

Ω1 =




I f
...

S1
... O

O1
...




f g t − g − f q − t

f

g

m1

, Ω2 =




O2
...

S2
... O

It−r−s
...




f g t − g − f q − t

m2

g

t − f − g

,

where m1 = r − r1 − f − g, m2 = s − r2 − t + f , with the diagonal matrices S1 and
S2 being given by

S1 = diag(µ1 , µ2, · · · µg) > 0 and S2 = diag(λ1 , λ2, · · · λg) > 0.

Here

t = rank [N1, N2] , f = t − rank(N2), g = rank(N1) + rank(N2)− t,

O, O1, O2 are zero matrices of suitable sizes.
We further partition the non-singular matrix M as

M−1 = (M1, M2, M3, M4), (2.2)

where M1 ∈ Rq× f , M2 ∈ Rq×g, M3 ∈ Rq×(t− f−g), M4 ∈ Rq×(q−t).
The CCD of the matrix pair (N1, N2) is given by

N1 = H(Υ1, 0)E−1
1 N2 = H(Υ2, 0)E−1

2 , (2.3)

where E1 ∈ R(r−r1)×(r−r1), E2 ∈ R(s−r2)×(s−r2) are non-singular matrices,
H ∈ ORq×q, and

Υ1 =




Ir0 0 0
0 SN 0
0 0 0
0 0 0
0 CN 0
0 0 It0




, Υ2 =

(
Ih

0

)
,

are block matrices, with the diagonal matrices SN and CN given by

SN = diag(α1 , α2, · · · αs0) > 0, and CN = diag(β1 , β2, · · · βs0) > 0

Here

h = rank(N2), r0 = rank(N1)+ rank(N2)− rank [N1, N2] , s0 = rank(NT
1 N2)− r0.

We further partition the orthogonal matrix H as

H = (H1, H2, H3, H4, H5, H6), (2.4)

where H1 ∈ Rn×r0 , H2 ∈ Rn×s0 , H3 ∈ Rn×(h−r0−s0), H4 ∈ Rn×(q−h−r0−s0),
H5 ∈ Rn×s0 , H6 ∈ Rn×t0 .
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3 Preliminary results

Let r and s be respectively the dimensions of the eigenspaces of P associated
with the eigenvalues λ = 1 and λ = −1; thus r, s > 1 and r + s = n. Since a
generalized reflection matrix is diagonalizable and P 6= ±I. Let

P1 = [p1, . . . , pr] ∈ Rn×r and P2 = [q1, . . . , qs] ∈ Rn×s,

where p1, . . . , pr and q1, . . . , qs are orthonormal bases for the eigenspaces. P1 and
P2 can be found by applying the Gram-Schmidt process to the columns of I + P
and I − P, respectively.

The following lemma characterizes the class of symmetric P-symmetric ma-
trices, which are the special case of [[14], Theorem 1].

Lemma 1. A ∈ Rn×n is symmetric P-symmetric if and only if

A = [P1 P2]

[
A1 0

0 A2

] [
PT

1
PT

2

]
, (3.1)

where
A1 = PT

1 AP1 ∈ SRr×r and A2 = PT
2 AP2 ∈ SRs×s. (3.2)

The following lemma from [21] is a directly use for our mainly results.

Lemma 2. (Projection Theorem) Let X be a finite dimensional inner product space, M

be a subspace of X, and M
⊥ be the orthogonal complement subspace of M. For a given

x ∈ X, there always exists an m0 ∈ M such that ‖x − m0‖ ≤ ‖x − m‖, ∀m ∈ M,
where ‖.‖ is the norm associated with the inner product defined in X. Moreover, m0 ∈ M

is the unique minimization vector in M if and only if (x − m0)⊥M i.e, (x − m0) ∈
M

⊥.

To derive the solutions of Problem I, we need to characterize the elements in
the set Γ. In order to do that, let the SVDs of PT

1 X, PT
2 X be, respectively,

PT
1 X = U1

(
Σ1 0
0 0

)
VT

1 , PT
2 X = U2

(
Σ2 0
0 0

)
VT

2 , (3.3)

where U1 = (U11 , U12) ∈ ORr×r and V1 = (V11 , V12) ∈ ORm×m , U2 = (U21 , U22)
∈ ORs×s and V2 = (V21 , V22) ∈ ORm×m; Σ1 = diag(σ1 , σ2 . . . σr1

), and
Σ2 = diag(γ1, γ2 . . . γr2) are diagonal matrices with positive diagonal entries;
U11 ∈ Rr×r1 , V11 ∈ Rm×r1 , U21 ∈ Rs×r2 , U11 ∈ Rm×r2 , here ri = rank(PT

i X)
(i=1, 2).

From [5] and [25], we know that the matrices A in the set Γ have the following
expression

A = [P1 P2]

(
A
(0)
11 + U12G1UT

12 0

0 A
(0)
22 + U22G2UT

22

)[
PT

1
PT

2

]
, (3.4)

where

A
(0)
11 = U1

(
Ψ1 ∗ (U

T
11PT

1 BV11Σ1 + Σ1VT
11BTP1U11) Σ−1

1 VT
11BTP1U12

UT
12PT

1 BV11Σ−1
1 0

)
UT

1 ,

(3.5)
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A
(0)
22 = U2

(
Ψ2 ∗ (U

T
21PT

2 BV21Σ2 + Σ2VT
21BTP2U21) Σ−1

2 VT
21BTP2U22

UT
22PT

2 BV21Σ−1
2 0

)
UT

2 .

(3.6)
with

Ψ1 = (ψ
(1)
ij ) ∈ Rr1×r1 , ψ

(1)
ij = 1

σ2
i +σ2

j

, 1 ≤ i, j ≤ r1,

Ψ2 = (ψ
(2)
ij ) ∈ Rr2×r2 , ψ

(2)
ij = 1

γ2
i +γ2

j

, 1 ≤ i, j ≤ r2.

and G1 ∈ SR(r−r1)×(r−r1) and G2 ∈ SR(s−r2)×(s−r2) are arbitrary symmetric matri-
ces.

4 General expression of the solutions to Problem I

In this section, we derive an analytical expression for the solution of Problem I.
Obviously, solving Problem I is equivalent to find A ∈ Γ such that A([1 : q]) is
the best approximation leading principal submatrix of A0, i.e., find A ∈ Γ such
that

‖(Iq, 0)A(Iq, 0)T − A0‖ = min, (4.1)

where (Iq, 0) ∈ Rq×n. We further partition

(Iq, 0)[P1, P2] = (D1, D2), D1 ∈ Rq×r, D2 ∈ Rq×s. (4.2)

Then for A ∈ Γ, we have

‖(Iq, 0)A(Iq, 0)T − A0‖

=

∥∥∥∥∥(Iq, 0)[P1, P2]

(
A
(0)
11 + U12G1UT

12 0

0 A
(0)
22 + U22G2UT

22

)[
PT

1
PT

2

]
(Iq, 0)T − A0

∥∥∥∥∥

=

∥∥∥∥∥(D1, D2)

(
A
(0)
11 + U12G1UT

12 0

0 A
(0)
22 + U22G2UT

22

)(
DT

1
DT

2

)
− A0

∥∥∥∥∥
= ‖D1U12G1UT

12DT
1 + D2U22G2UT

22DT
2 − (A0 − D1A

(0)
11 DT

1 − D2A
(0)
22 DT

2 )‖.

Denote

D1U12 = N1, D2U22 = N2, A0 − D1A
(0)
11 DT

1 − D2A
(0)
22 DT

2 = W. (4.3)

Then ‖(Iq, 0)A(Iq, 0)T − A0‖ = min
A∈Γ

is equivalent to find the least squares sym-

metric solution (G1, G2) with respect to the inconsistent matrix equation

N1G1NT
1 + N2G2NT

2 = W. (4.4)

Therefore, the remainder of this section is devoted the solution of the following
equivalent least squares problem:

Problem A: Given matrix N1 ∈ Rq×(r−r1), N2 ∈ Rq×(s−r2) and W ∈ Rq×q, find
G̃1, G̃2 such that

‖N1G̃1NT
1 + N2G̃2NT

2 − W‖ = min
G1 ∈ SR(r−r1)×(r−r1)

G2 ∈ SR(k−r2)×(k−r2)

‖N1G1NT
1 + N2G2NT

2 − W‖.
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Actually Problem A has been investigated by [23], and the explicit solutions
was obtained by using the canonical correlation decomposition(CCD). However
the optimal approximation solution to a given matrix pair (G∗

1 , G∗
2) cannot be

obtained in the corresponding solution set, and the difficulty is due to that the
invariance of the Frobenius norm only holds for orthogonal matrices, but does
not hold non-singular matrices that appear in CCD used in [23]. For the purpose
of overcoming the above mentioned difficulty, another expression of the general
solution of Problem A is derived by adopting a new approach, which is not only
favorable for finding the optimal approximation solution to a given matrix pair
(G∗

1 , G∗
2) in the solution set of Problem A , but it is also useful for finding the

minimum-norm solution in the SE. Our approach is based upon the Projection
Theorem in Hilbert products spaces, as well as GSVD and CCD of matrix pairs,
and can be essentially divided into three parts:

part 1: Find a least squares solution (G̃
(0)
1 , G̃

(0)
2 ) of Problem A by using CCD.

part 2: By utilizing the solution (G̃
(0)
1 , G̃

(0)
2 ) and the Projection Theorem in Hilbert

spaces, we transform Problem A to a problem of finding the symmetric so-
lutions of a consistent matrix equation.

part 3: Find the symmetric solutions of this consistent matrix equation by using
GSVD.

Next, we first transform the least-squares problem with respect to the matrix
equation (4.4) to the problem of finding the symmetric solution of a consistent
matrix equation by applying the Projection Theorem. This technique is precisely
described in the following theorem.

Theorem 1. Given matrices N1 ∈ Rq×(r−r1) and N2 ∈ Rq×(s−r2) and W ∈ SRq×q, let

(G̃
(0)
1 , G̃

(0)
2 ) be one of the solutions of Problem A , and define

W0 = N1G̃
(0)
1 NT

1 + N2G̃
(0)
2 NT

2 . (4.5)

Then the matrix equation

N1G1NT
1 + N2G2NT

2 = W0, (4.6)

is consistent over the symmetric matrices, and its symmetric solution set is the same as
the least square symmetric solution set of inconsistent matrix equation (4.4).

Proof. : Let

S = {Z|Z = N1G1NT
1 + N2G2NT

2 , G1 ∈ SR(r−r1)×(r−r1), G2 ∈ SR(s−r2)×(s−r2)}
(4.7)

then S is obviously a linear subspace of SRq×q. Because (G̃
(0)
1 , G̃

(0)
2 ) is a least

squares solution of the inconsistent matrix equation (4.4), from (4.5) we see that
W0 ∈ S and

‖W0 − W‖ = ‖N1G̃
(0)
1 NT

1 + N2G̃
(0)
2 NT

2 − W‖
= min

G1,G2

‖N1G1NT
1 + N2G2NT

2 − W‖

= min
Z∈S

‖Z − W‖.
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Now, from Lemma 2 (Projection Theorem), we have

(W0 − W) ⊥ S , (W0 − W) ∈ S⊥.

For G1 ∈ SR(r−r1)×(r−r1), G2 ∈ SR(s−r2)×(s−r2), we know that

(N1G1NT
1 + N2G2NT

2 − W0) ∈ S

it follows that

‖N1G1NT
1 + N2G2NT

2 − W‖2 = ‖(N1G1NT
1 + N2G2NT

2 − W0) + (W0 − W)‖2

= ‖N1G1NT
1 + N2G2NT

2 − W0‖
2 + ‖W0 − W‖2,

which implies that the conclusion of this theorem holds.

Form Theorem 4.1, we can easily see that Problem A is equivalent to the prob-
lem of finding the symmetric solutions of the consistent matrix equation (4.6), and
the key is to find W0. The crux of finding W0 is to derive a least square solution
of the matrix equation (4.4). In order to do that, we denote

HTWH = (Wij)6×6, Wij = HT
i WHj, i, j = 1, 2, · · · 6 (4.8)

where the matrices Hi(i = 1, 2 · · · 6) are given by (2.4), and W is given by (4.3).
Based on the CCD of the matrix pair (N1, N2), the following lemma gives such a
matrix W0.

Lemma 3. The matrix W0, which corresponds to a least squares solution (G̃0
1 , G̃0

2) of
the matrix equation (4.4) and satisfies (4.5), is given by

W0 = H




W11 W12 W13 0 W15 W16

WT
12 W22 W23 0 SNȲ22CN SNȲ23

WT
13 WT

23 W33 0 0 0
0 0 0 0 0 0

WT
15 CNȲ22SN 0 0 CNȲ22CN CNȲ23

WT
16 Ȳ23SN 0 0 ȲT

23CN W66




HT, (4.9)

where

Ȳ22 = Φ ∗ (SNW25CN + CNW25SN + CNW55CN), Ȳ23 = SNW26 + CNW56, (4.10)

with

Φ = (φij ∈ Rs0×s0), φij =
1

1 − α2
i α2

j

, i, j = 1, 2, ..., s0.

Proof. : From Theorem 3.1 in [23] we know that the least squares solution of the
matrix equation (4.4) can be given by using the CCD of matrix pair (N1, N2), and
have the following form:

G̃1 = E1




W11 − Z11 W15S−1
N W16 Y14

S−1
N WT

15 Ȳ22 Ȳ23 Y24

WT
16 ȲT

23 W66 Y34

YT
14 YT

24 YT
34 Y44


 ET

1 ,

G̃2 = E2




Z11 W12 − W15CNS−1
N W13 Z14

WT
12 − S−1

N CNWT
15 W22 − SNȲ22SN W23 Z24

WT
13 WT

23 W33 Z34

ZT
14 ZT

24 ZT
34 Z44


 ET

2 ,

(4.11)
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where Ȳ22 ∈ Rs0×s0 and Ȳ23 ∈ Rs0×t0 are defined by (4.10); Y44 ∈ R f1× f1,
Z11 ∈ Rr0×r0 , and Z44 ∈ R f2× f2 are arbitrary symmetric matrices; and

Y14 ∈ Rr0× f1, Y24 ∈ Rs0× f1, Y34 ∈ Rt0× f1 and Z
r0× f2

14 , Z
s0× f2

24 , Z
(h−r0−s0)× f2

34 are ar-
bitrary matrices, where f1 = r − r1 − r0 − s0 − t0, f2 = k − r2 − h.

By inserting the matrices N1 and N2 in (2.3) and the matrices G̃1 and G̃2 in
(4.11) into Eq.(4.5), we can immediately get (4.9) by straightforward computa-
tions.

Remark 1. Evidently, (4.9) shows that the matrix W0 given in Lemma 3 is unique
and only dependent on the matrices N1, N2 and W, but is independent on the

least squares solution (G̃0
1 , G̃0

2) of matrix equation (4.4). The characteristics is in
accordance with the Projection Theorem in the Hilbert space. In fact W0 is the
orthogonal projection of W onto subspace S defined by (4.7).

From Theorem 1 and Lemma 3, we know that the least squares symmetric
solution set the matrix equation (4.4) is the same as the symmetric solution set of
the consistent matrix equation (4.6), with the matrix W0 being given by (4.9), and
from [3], the solution of (4.6) can be obtained by using the GSVD of the matrix
pair (N1, N2). So we have the following conclusion.

Theorem 2. Let matrices N1, N2 and W be given in Problem A. Denote

M−TW0M−1 = (Ŵij)4×4, with Ŵij = MT
i W0Mj, i, j = 1, 2, 3, 4, (4.12)

where Mi(i, j = 1, 2, 3, 4) are given by (2.2) and W0 is given by (4.9). Then the expres-

sions of the solutions (G̃1, G̃2) of Problem A are as follows:

G̃1 = Q1




Ŵ11 Ŵ12S−1
1 Y13

S−1
1 ŴT

12 S−1
1 (Ŵ22 − S2Z22S2)S

−1
1 Y23

YT
13 YT

23 Y33


QT

1 ,

G̃2 = Q2




Z11 Z12 Z13

ZT
12 Z22 S−1

2 Ŵ23

ZT
13 ŴT

23S−1
2 Ŵ33


QT

2 ,

(4.13)

where Ym1×m1
33 , Zm2×m2

11 , Z
g×g
22 are arbitrary symmetric matrices, Y

f×m1

13 , Y
g×m1
23 , Z

m2×g
12 ,

Z
m2×(t− f−g)
13 are arbitrary matrices.

So, we know that the solution (G̃1, G̃2) of Problem A can be expressed by

(4.13). From the discussion above, after substituting (G̃1, G̃2) in (4.13) into (3.4),
we can derive the following conclusion:

Theorem 3. Given matrices X, B ∈ Rn×m and A0 ∈ SRq×q. The solution set SE of
Problem I can be expressed as

SE =

{
Ã|Ã = [P1, P2]

(
A
(0)
11 + U12G̃1UT

12 0

0 A
(0)
22 + U22G̃2UT

22

)[
PT

1
PT

2

]}
,

(4.14)
where G̃1 and G̃2 are given by (4.13).
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The solvability conditions of the matrix equation AX = B over symmetric
P-symmetric matrices with a submatrix constraint , that is, the set

SA = {A|A ∈ SRn
P, AX = B, A([1 : q]) = A0}

is non-empty, from Theorem 1 and Theorem 2, we can obtain the equivalent solv-
ability conditions, which are described as follows.

Corollary 4.1. Given X, B ∈ Rn×m and A0 ∈ SRq×q. The set SA is non-empty if and
only if

(a) XT PiP
T
i B = BTPiP

T
i X, PT

i B(PT
i X)

+
PT

i X = PT
i B, i = 1, 2,

(b) (WT
14, WT

24, WT
34) = 0, (W44, W45, W46) = 0, (W35, W36) = 0,

(c) SNȲ22CN = W25, CNȲ22CN = W55

(4.15)

where the matrix blocks Wij (i,j=1,2,...,6) are determined by (4.12). When the conditions
above all hold, the set SA is the same as SE in (4.14).

Proof. : Evidently, the set SA is non-empty if and only if there exists a matrix
A ∈ SRn

P such that

‖AX − B‖ = 0, ‖A([1 : q])− A0‖ = 0.

From Lemma 1 , we know ‖AX − B‖ = 0 is equivalent to

‖A1PT
1 X − PT

1 B‖ = 0, ‖A2PT
2 X − PT

2 B‖ = 0,

and from [19], the above equalities are hold if and only if

XT PiP
T
i B = BTPiP

T
i X, PT

i B(PT
i X)

+
PT

i X = PT
i B, i = 1, 2.

From Theorem 1, we have

‖A([1 : q])− A0‖
2 = ‖N1G1NT

1 + N2G2NT
2 − W‖2

= ‖(N1G1NT
1 + N2G2NT

2 − W0) + (W0 − W)‖2

= ‖N1G1NT
1 + N2G2NT

2 − W0‖
2 + ‖W0 − W‖2.

Since the matrix equation N1G1NT
1 + N2G2NT

2 = W0 is consistent over symmetric
matrix space, then ‖A([1 : q])− A0‖ = 0 if and only if

W0 = W.

From (4.8) and (4.9), we know that W0 = W if and only if

(WT
14, WT

24, WT
34) = 0, (W44, W45, W46) = 0, (W35, W36) = 0

and

SNȲ22CN = W25, CNȲ22CN = W55, SNȲ23 = W26, CNȲ23 = W56.

Furthermore, for all W26, W56 ∈ Rs0×t0 ,it is easy to know that SNȲ23 = W26 and
CNȲ23 = W56 from Ȳ23 = SNW26 +CNW56. Therefore, from the discussions above,
the set SA is non-empty if and only if (4.15) holds and SA can be expressed by
(4.14).
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5 The solution of Problem II

It is easy to verify that the solution set SE is nonempty and is a closed convex
subset of the Hilbert space Rn×n. From the best approximation Theorem [1] that
there exists a unique matrix Â ∈ SE satisfying (1.1). From Theorem 3, we can
obtain the analytical expression of the solution Â of Problem II.

Theorem 4. Given matrices X, B ∈ Rn×m, A0 ∈ SRq×q, then the solution Â of problem
II can be expressed as

Â = [P1, P2]

(
A
(0)
11 + U12Ĝ1UT

12 0

0 A
(0)
22 + U22Ĝ2UT

22

)[
PT

1
PT

2

]
, (5.1)

where

Ĝ1 = Q1




Ŵ11 Ŵ12S−1
1 0

S−1
1 ŴT

12 S−1
1 (Ŵ22 − S2Z̆22S2)S

−1
1 0

0 0 0


QT

1 ,

Ĝ2 = Q2




0 0 0

0 Z̆22 S−1
2 Ŵ23

0 ŴT
23S−1

2 Ŵ33


QT

2 .

with
Z̆22 = K ∗ (S2Ŵ22S2) (5.2)

and

K = (κij) ∈ Rg×g, κij =
1

µ2
i µ2

j + λ2
i λ2

j

, i, j = 1, 2, . . . , g

Proof. : From Theorem 3, we know that the solution set SE of Problem I is given
by (4.14). For all Ã ∈ SE, if follows from (4.14) and (4.13) that

‖Ã‖2 =

∥∥∥∥
[

PT
1

PT
2

]
Ã[P1, P2]

∥∥∥∥
2

=

∥∥∥∥∥

(
A
(0)
11 + U12G̃1UT

12 0

0 A
(0)
22 + U22G̃2UT

22

)∥∥∥∥∥

2

=

∥∥∥∥A
(0)
11 + U1

(
0 0

0 G̃1

)
UT

1

∥∥∥∥
2

+

∥∥∥∥A
(0)
22 + U2

(
0 0

0 G̃2

)
UT

2

∥∥∥∥
2

= ‖A
(0)
11 ‖2 + ‖G̃1‖

2 + ‖A
(0)
22 ‖2 + ‖G̃2‖

2

= ‖A
(0)
11 ‖2 + ‖QT

1 G̃1Q1‖
2 + ‖A

(0)
22 ‖2 + ‖QT

2 G̃2Q2‖
2

=

∥∥∥∥∥∥




Ŵ11 Ŵ12S−1
1 Y13

S−1
1 ŴT

12 S−1
1 (Ŵ22 − S2Z22S2)S

−1
1 Y23

YT
13 YT

23 Y33



∥∥∥∥∥∥

2

+

∥∥∥∥∥∥




Z11 Z12 Z13

ZT
12 Z22 S−1

2 Ŵ23

ZT
13 ŴT

23S−1
2 Ŵ33



∥∥∥∥∥∥

2

+ ‖A
(0)
11 ‖2 + ‖A

(0)
22 ‖2

Thus, ‖Â‖2 = min
Ã∈SE

‖Ã‖2 if and only if

Yi3 = 0, Z1i = 0, i = 1, 2, 3, (5.3)
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and

f (Z22) = ‖S−1
1 (Ŵ22 − S2Z22S2)S

−1
1 ‖2 + ‖Z22‖

2 = min, ∀Z22 ∈ SRg×g (5.4)

Let Z22 = [zij] ∈ SRg×g, Ŵ22 = [wij] ∈ SRg×g. Form (5.4) we have

f (Z22) =
n

∑
i=j=1

(z2
ii +

(
1

µi
wii

1

µi
−

λi

µi
zii

λi

µi

)2

)+

2 ∑
1≤i<j≤n


z2

ij +

(
1

µi
wij

1

µj
−

λi

µi
zij

λj

µj

)2



Clearly, f (Z22) is a differentiable function of 1
2 g(g − 1) variables zij(1 ≤ i < j ≤

n). According to the necessary condition of function which is minimizing at a
point, function f (Z22) attains the smallest value at

zij =
λiλjwij

µ2
i µ2

j + λ2
i λ2

j

(5.5)

Let K = [ 1
µ2

i µ2
j +λ2

i λ2
j

] ∈ Rg×g, then the solution Z̆22 of (5.4) can be expressed by

(5.2). Now , after substituting (5.2) and (5.3) into (4.14) we immediately get (5.1).

6 Conclusion

In this paper, we have considered the least squares symmetric P-symmetric solu-
tions to the matrix inverse problem AX = B with a submatrix constraint. First
we have introduced some preliminary results, then we have converted this least
squares problem to a equivalent least squares problem, i.e., Problem A. trickily.
Then by applying the generalized singular value decomposition and the canon-
ical correlation decomposition and basing on the projection theorem, we have
obtained an analytical expression for the solutions of corresponding problem, we
have also derived the necessary and sufficient conditions under which the corre-
sponding inverse problem is consistent. Moreover, we have given the analytical
expression of the unique minimum-norm solution of the solution set SE.
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