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We show the convergence to compound Poisson process of the high-level exceedances point process

Nn(B ¼
P

j=n2B1fX j.ung, where X n ¼ j(�n, Yn) j is a (regular) regression function, un grows to

infinity with n in some suitable way, � and Y are mutually independent, � is stationary and weakly

dependent, and Y is non-stationary, satisfying some ergodic conditions. The basic technique is the

study of high-level exceedances of stationary processes over suitable collections of random sets.
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1. Introduction

In many meteorological or hydrological problems, relevant features are related to

exceedances of high levels by some time series. In particular, current standards for ozone

regulation involve exceedances of high levels. It is clear that the time series of ozone level

depends on non-stationary, meteorological variables such as temperature and wind speed.

Therefore, a reasonable model for the ozone level at time t (say, X t) should be of the form

X t ¼ j(� t, Yt), (1)

where � t is ‘pure noise’ corresponding to local fluctuations of measurements systems, Yt is a

vector that contains the values of all the ‘explanatory’ variables at time t (e.g., temperatures

for the previous q days) and j is some suitable regression function. We may also think of t as

a d-dimensional parameter corresponding to space and time; all the models and results in this

paper are valid in this context, but, for the sake of simplicity, we will only present the case

d ¼ 1. One important point to make is that we may assume that � is stationary and weakly

dependent (say, mixing), but Y may not be stationary: for instance, in the case of temperature,

besides seasonal effects that affect the time scale, spatial variations due to differences

between urban and rural areas do not make it reasonable to assume stationarity. Furthermore,

even if Y may satisfy some ergodic properties (some law of large numbers) it is not

reasonable to expect mixing, association or any particular weak-dependence structure.
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We will deal with discrete-time observations, so we will observe whether X1, . . . , X n

exceed a level un which grows to infinity with n in a suitable way. When X ¼ (X t: t 2 N)

consists of independent and identically distributed (i.i.d.) random variables and un satisfies

limn nP(fX 0 . ung) ¼ º for some º . 0, then a very simple computation shows that the

point process

Nn(B) ¼
X
t=n2B

1fX t.ung, B 2 B (2)

(where B stands for the Borel �-algebra of [0,1]), converges to a Poisson process of intensity

º.

If X is stationary and weakly dependent, clustering of exceedances may occur and one

obtains a compound Poisson process. In this paper, if X is a random process such that (for

some sequence un) the point process in (2) converges to a compound Poisson process, we

shall say that X satisfies a compound Poisson limit theorem (CPLT). CPLTs are known for

stationary processes satisfying some mixing conditions (Cohen 1989; Dziubdziela 1988;

Ferreira 1993; Hsing et al. 1988; Leadbetter 1991; 1995; Leadbetter and Hsing 1990;

Leadbetter and Nandagopalan 1989) as well as for Markov chains (Hsiau 1997). Some

results are also available for weakly dependent but non-stationary X (Alpuim et al. 1995;

Dziubdziela 1995; Hudson et al. 1989; Hüsler 1993). For a nice summary of many related

results, see Falk et al. (1994). The authoritative text by Leadbetter et al. (1983) is a basic

reference for exceedances, extremes and related topics, as are Leadbetter and Rootzén

(1988) and Embrechts et al. (1997). For continuous-time results, see Volkonskii and

Rozanov (1959; 1961), and Wschebor (1985) and the very nice monograph by Berman

(1992). In some cases, rates of convergence can also be obtained by means of the Stein–

Chein method: an extensive account is given in Barbour et al. (1992); see also Brown and

Xia (1995). For the application of point-process exceedances to practical modelling of

ozone data, see Smith and Shively (1995).

However, models like (1) can fail to satisfy the weak-dependence hypotheses required for

those results. The aim of this paper is to prove that for model (1) the point process defined

in (2) still has a compound Poisson limit. Our result generalizes the preceeding ones; firstly,

our assumptions do not imply that X has a particular weak-dependence structure (such as

mixing, association, Markov, etc.). Secondly, without additional effort we also obtain the

limit distribution of Nn when Y (hence X) exhibits long-range dependence: in this case the

limit distribution is no longer compound Poisson but a mixture of several compound

Poisson distributions. Finally, we consider our approach interesting in itself, because the

technique is based on the study of the high-level exceedances that belong to an ‘irregular’

set, and it is found that the geometry of this set plays a key role.

Roughly speaking, what we show here is that the addition of a component Y whose mean

occupation measure has a limit in a weakly dependent model just averages the limits that

are obtained for the weakly dependent case over irregular sets; if Y is ergodic, averaging

will be non-random and a CPLT will hold; if Y is non-ergodic, a mixture of compound

Poisson processes will be obtained. If we only look at the ergodic case, it is clear that we

require that the regression model really depends on the weakly dependent component which
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makes a CPLT possible. If this weakly dependent component is negligible, our results fail

to hold because the asymptotic behaviour is driven just by Y. This is, of course, a limitation

of our approach, but we must also emphasize that we are only requiring that ‘noise’ (�) is

not negligible, which seems reasonable in many situations.

The results presented here concerning the asymptotic distribution of the high-level

exceedances over a collection of sets of irregular shape are, to the best of our knowledge,

new; we know of no previous results determining the role played by the geometry of the

collection. We extend the results of Perera (1997a; 1997b) for central limit theorems to the

context of CPLTs.

This paper is organized as follows. Section 2 presents some basic notation and definitions

and the statement of the main result (Theorem 1). The proof of Theorem 1 is based on the

CPLT for weakly dependent stationary processes over irregular sets that is given in Section

3. The proof of the main result is given at the end of Section 3.

2. Definitions and statement of the main result

In this paper we will consider Rd equipped with the supremum norm, and C will denote a

generic constant that may change from line to line. We shall also denote by Cd
s the

combinatorial coefficients Cd
s ¼ d!=(d � s)!s!, 0 < s < d. An important role will be played

by the coefficients

¨(s; d) ¼ (�1)d�1
Xs�1

j¼0

Cd
j (�1) j, 1 < s < d:

Recall that a point process N is a compound Poisson process with intensity measure �
(denoted by CP(�)), where � is a positive finite measure on N, if the following conditions

hold:

• For any h 2 N, if B1, . . . , Bh are disjoint Borel sets, then N (B1, . . . , N (Bh) are

independent.

• For any Borel set B, the Laplace transform of N (B) is L(B; s) ¼
exp(m(B)

P1
j¼1� j(exp(�sj)� 1)), where m denotes Lebesgue measure, and

� j ¼ �(f jgg for all j 2 N.

For A � N and n 2 N, we set An ¼ A \ [1, n]. If B � N, ~rr 2 Nd , d > 1, and

A ¼ (A1, . . . , Ad) is any (ordered) finite collection of subsets of N, then let, for any n 2 N,

Tn(~rr; B) ¼
\d
i¼1

(Bn � ri), Gn(~rr; A) ¼
\d
i¼1

(Ai
n � ri):

Definition 1. Let A be a subset of N. A is an asymptotically ponderable set (APC) if for any

d > 1, ~rr 2 Nd, the following limit exists:
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lim
n

card(Tn(~rr; A))

n
¼ �(~rr; A):

If (A1, . . . , Ah) is a collection of subsets of N, we will say that A, . . . , Ah) is an

asymptotically ponderable collection (APC) if, for any d > 1, ~rr 2 Nd, fi1, . . . , idg �
f1, . . . , hgd and any subcollection A ¼ (Ai1 , . . . , Aid ), the following limit exists:

lim
n

card(Gn(~rr; A))

n
¼ ª(~rr; A):

Remark 1. (a) A is an APS if and only if A ¼ (A) is an APC. Asymptotic ponderability is

hereditary: if a collection is an APC, so is any subcollection. A set A is an asymptotically

measurable set (AMS) in the sense of Perera (1997a) if the convergence of Definition 1 holds

for d ¼ 1, 2. Therefore, the non-AMSs of Perera (1997a) are non-APSs. The following is an

example of an AMS that is not an APS. Consider U ¼ (Ut) t2N i.i.d. with common Bernoulli

(1
2
) law. It is easy to see that we can construct a 3-dependent stationary process V ¼ (Vt) t2N,

independent of U, whose two-dimensional laws are identical to those of U but such that

(U1, U2, U3) and (V , V2, V3) have different laws. For any n 2 N, define I(n) ¼
[1002n�1

, 1002n

) and set B ¼ [1r¼0 I(2r); finally, define

A(ø) ¼ fn 2 B: Un(ø) ¼ 1g
[
fn 2 Bc: Vn(ø) ¼ 1g:

Straightforward computations show that A is, with probability one, an AMS, with �(r; A) ¼ 1
4

for all r > 1. On the other hand, for r ¼ (0, 1, 2) 2 N3, it is easy to show that

lim sup
n

cardfTn(r; A)g
n

>
13

96
>

1

8
> lim inf

n

cardfTn(r; A)g
n

almost surely:

Therefore A is a non-APS with probability one.

(b) Consider fYt : t 2 Ng is a stationary and ergodic random process, such that Y0 takes

values in f1, . . . , kg and let Aj(ø) ¼ ft 2 N : Yt(ø) ¼ jg. Then, by the ergodic theorem,

A ¼ (A1, . . . , Ak) is, almost surely, an APC and ª(r; A) ¼ E(—i¼m
i¼1 1f yri¼ jg), r 2 Nm,

m 2 N.

Definition 2. We will say that a real-valued process Y is ponderable if for every d 2 N,

r 2 Nd, there exists a (random) probability measure �r(�)(ø)) defined on the Borel sets of Rd

such that if B1, . . . , Bd are Borel real sets then the (random) collection

A((B1, . . . , Bd))(ø) ¼ (A1(ø), . . . , Ad(ø)) defined by

Aj(ø) ¼ ft 2 N : Yt(ø) 2 Bjg

is an APC almost surely with ª(~rr, A((B1, . . . , Bd))(ø)) ¼ �r(B1 3 B2 3 � � � 3 Bd)(ø): If, in
addition, the measures �r are non-random, we will say that Y is regular.

Remark 2. Let Y be a real-valued process and fix k 2 N and r 2 Nk, h 2 N; it is clear from

its definition that ª(~rr, A((B1, . . . , Bk))(ø)) does not depend on Yt : ktk < h) (a finite set of
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coordinates does not affect limits of averages), and hence we deduce that �~rr is measurable

with respect to the �-algebra

� Y
1 ¼

\1
h¼1

� (Yt : ktk > h):

Therefore, if � Y
1 is trivial, then Y is regular.

Remark 3. Y ponderable means that for any B1, . . . , Bd Borel real sets their (mean)

asymptotic occupation measure is defined almost surely as

�~rr(B1 3 B2 3 � � � 3 Bk)(ø) ¼ lim
n

1

n

Xn
t¼0

1fYtþ r j
(ø)2B j, j¼1,...,hg:

In this way, a process is regular when a deterministic mean occupation measure exists.

Example 1. By the ergodic theorem (see Guyon 1995, p. 108), if Y is stationary, then Y is

ponderable. We have already seen that if, in addition, � Y
1 is trivial, then Y is regular. In

particular, this is the case if Y satisfies a Marcinkiewicz–Zygmund inequality. More precisely,

we say that a centred random process Y ¼ fYt : t 2 Ng satisfies a Marcinkiewicz–Zygmund

inequality of order q . 2 if for any d > 1, ~rr 2 Nd, there exists a constant C(~rr, q) such that,

for any function f : Rd ! R bounded by 1, the inequality

E
XN
t¼1

[ f (Yt(~rr ))� Ef f (Yt(~rr ))g]
 !q

8<
:

9=
; < C(~rr, q)Nq=2

holds, where Yt(~rr ) ¼ (Ytþr1
, Ytþr2

, . . . , Ytþrd ): We refer to Doukhan (1995) for an overview

of different contexts where these inequalities apply; see also Bryc & Smolenski (1993).

Further, if Y is non-stationary, but it satisfies a Marcinkiewicz–Zygmund inequality of order

q . 2 and there exists a probability measure �~rr such that for any Borel sets B1, . . . , Bk we

have

lim
n

1

n

Xn
m¼1

E
Ym
i¼1

1fYmþ ri
2B jg

 !
¼ �~rr(B1 3 B2 3 � � � 3 Bk),

then a simple Borel–Cantelli argument proves that

ª(~rr; A((B1, . . . , Bk))) ¼ �~rr(B1 3 B2 3 � � � 3 Bk) 8~rr 2 Nm, 8m,

and Y is regular.

Now we turn our attention to the component � of model (1).

Definition 3. Let � be a real-valued random process and j : R2 ! R a measurable function.

We will say that � is j-noise if for every finite h 2 N, any vector (y1, . . . , yh) 2 Rh and any

APCA ¼ (A1, . . . , Ah), the random process
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X t ¼
Xh
j¼1

j(� t, y
j)1A j(t) (3)

satisfies the CPLT.

Introduce the notation j(�(~rr ), ~yy ) ¼ (j(�r1 , y1), . . . , j(�rd , yd)) for ~rr 2 Nd
L, ~yy 2 Rd ; if

J � R and d > 1, write J d
L ¼ f( j1, . . . , jd) : ji 2 J , ji , jiþ1, i ¼ 1, . . . , d � 1g. If

~rr 2 Nd , J � N, for any random process V and u . 0, let

fV (~rr ) . ug :¼
\d
i¼1

fVri . ug, fV (J ) . ug :¼
\
t2J
fVt . ug:

Definition 4. Let X be a real-valued random process. We will say that X admits an

I-decomposable regression if there exists a ponderable process Y, a measurable function j
and a j-noise � independent of Y such that X t ¼ j(� t, Yt) for all t 2 N, and the following

conditions are fulfilled:

(a) For all K . 0,

lim sup
�!0

lim sup
n

sup
jx�zj<�,jxj<K

nP(fj(�0, x) . ung,fj(�0, z) . Ung)
 ! !

¼ 0,

where A,B ¼ (Ac \ B) [ (A \ B); and

lim sup
K

lim sup
n

sup
jxj.K

nP(fj(�0, x) . ung)
 ! !

,1:

(b) For all x 2 R, the following limit exists:

lim
n

nP(fj(�0, x) . ung) ¼ º(x):

(c) For all d 2 N, ~yy 2 Rd , ~rr 2 Nd
L, the limit

lim
n

P(fj(�(~rr ), ~yy ) . ungjfj(�0, y0g . ung) ¼ a(~rr, ~yy )

exists, and a(~rr , �) is continuous for all ~rr.
(d) For any s 2 N,

X1
d¼s
j¨(s; d)j

X
r2Nd

L

sup
y2Rd

a(~rr, ~yy ) ,1, lim
s!1

X1
d¼s
j¨(s; d)j

X
r2Nd

L

sup
y2Rd

a(~rr, ~yy ) ¼ 0:

Remark 4. A straightforward computation shows that condition (a) implies that the function º
defined in (b) is uniformly continuous and bounded.

Remark 5. The reader may ask where the ‘I’ in ‘I-decomposable’ comes from. It comes from

‘Independent’: keep in mind that X is a process that we can decompose into two independent
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random components, one mainly ‘local’ and ‘weakly dependent’ (�) and another which we

can control ‘in the mean’ (Y ).

Example 2. Consider U ¼ (Ut) t2N i.i.d. with common absolutely continuous law �. Let V be

a random variable assuming a finite number of values (V 2 f1, . . . , Sg) and independent

of U, and let (at) t2N be a sequence of real numbers satisfying lim t aktþh ¼ a(h),

h ¼ 0, 1, . . . , k � 1. Define Yt ¼ Ut þ atV . Then a straightforward computation shows that

Y is ponderable, and Y is regular if and only if a(h) ¼ 0 for any h. Now consider

j(�, y) ¼ �g(y) with g a real bounded and positive function and � a moving average of i.i.d.

Cauchy variables. It is easy to check that X t ¼ j(� t, Yt) satisfies Definition 1.

The main result of this paper is the following:

Theorem 1. Suppose that X admits an I-decomposable regression.

(a) If Y is regular, X satisfies the CPLT. More precisely, if X ¼ j(�, Y ), and

Nn(B) ¼
X
t=n2B

1fX t.ung, B 2 B,

then Nn converges in law to N, a compound Poisson with Laplace transform

L(B; x) ¼ exp m(B)
X1
j¼1

� j(e
�xj � 1)

 !
,

� j ¼
X1
d¼ j

(�1) jþdCd
j

ð
Rd

X
r2Nd�1

L

a(~rr, ~yy )º(y0)�r(dy), 8 j 2 N:

(b) If Y is not regular, then NnjY satisfies the CPLT and Nn converges weakly to a

mixture of compound Poisson processes.

3. Compound Poisson limit theorems over asymptotically
ponderable collections, and proof of the main result

Consider first a stationary process � ¼ f�n : n 2 Ng, an APS A, and let

X t ¼ � t1A(t): (4)

Remember that the sequence un satisfies

lim
n

nP(f�0 . ung) ¼ º . 0: (5)

If B is any set and k 2 N, then Ck(B) will denote the collection of all the subsets of B

with k elements, i.e., Ck(B) ¼ fD � B : card(D) ¼ kg.

Lemma 1. Let B be a subset of N, let X be as in (4), u . 0, and define
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N�n (B) ¼
X
t2Bn

1fX t.ug: (6)

Then

P(fN�n (B) > sg) ¼
Xcard(Bn\A)

d¼s
¨(s; d)

X
~rr2[1,card(Bn\A)]d�1

L

P(f�(~rr ) . ug) card(Tn(~rr; B \ A)),

(7)

where

¨(s; d) ¼
X1
k¼1

(�1)k�1Ł(k, s; d), Ł(k, s; d) ¼ card(C k)Cs(f1, . . . , dg))): (8)

Remark 6. In fact the sum in (8) is finite: if Ł(k, s; d) . 0, then there exists a decomposition

f1, . . . , dg ¼ [k
j¼1 Ij, with card(I j) ¼ s, I j 6¼ I h if j 6¼ h; this implies that sk > d, k < Cd

s :
Therefore, Ł(k, s; d) ¼ 0 if k . d=s or k . Cd

s . In particular, if s . d, then ¨(s; d) ¼ 0. On

the other hand, if d ¼ s ¼ 1, the corresponding term on the sum (7) nust be interpreted as

P(f
0 . ug) card(Bn \ A).

Proof of Lemma 1. First, observe that with our notation the elementary inclusion–exclusion

formula is

P
[
ª2ˆ

Aª

 !
¼
Xcard(ˆ)

k¼1

(�1)k¼1
X

C2Ck (ˆ)

P
\
ª2C

Aª

 !
,

for any finite ˆ. Therefore, we have

P(fN�n (B) > sg) ¼ P
[

I2Cs(Bn\A)

f�(I) . ug
 !

¼
Xcard(Cs(Bn\A))

k¼1

(�1)k�1
X

C2Ck (Cs(Bn\A))

P
\
I2C
f�(I) . ug

 !

¼
Xcard(Cs(Bn\A))

k¼1

(�1)k�1
X

C2Cs(Bn\A))

P �
[
I2C

I

 !
. u

8<
:

9=
;

0
@

1
A

¼
Xcard(Cs(Bn\A))

k¼1

(�1)k�1
X1
d¼1

X
H2Cd (Bn\A)

P(f�(H) . ug)

3 card C 2 C k(Cs(Bn \ A)) :
[
I2C

I ¼ H

( ) !
:
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But if H 2 Cd(Bn \ A), then

card C 2 C k(Cs(Bn \ A)) :
[
I2C

I ¼ H

( ) !
¼ Ł(k, s; d)

and, on the other hand, by the stationary of �, we obtain

P(f�(H) . ug) ¼ P(f�(H)) . ung),

where if H ¼ fh1, . . . , hdg is such that hi , hiþ1 for all i, then

~rr (H) :¼ (h2 � h1, . . . , h3 � h1, hd � h1) 2 [1, card(Bn \ A)]d�1
L :

It follows that

P(fN�n (B) > sg)

¼
Xcard(Cs(Bn\A))

k¼1

(�1)k�1
X1
d¼1

Ł(k, s; d)
X

~rr2[1,card(Bn\A)]d�1
L

P(f�(~rr ) . ug)

card(fH 2 Cd(Bn \ A) : ~rr (H) ¼ ~rr g),

but an elementary argument proves that

card(fH 2 Cd(Bn \ A); ~rr (H) ¼ ~rr g) ¼ card(Tn(~rr; B \ A))

and the lemma follows. h

Lemma 2. If s < d, then ¨(s; d) ¼ (�1)d�1
Ps�1

j¼0C
d
j (�1) j.

Proof. Pick an arbitrary r 2 (0, 1) and take B ¼ A ¼ N, � i.i.d. and u . 0 such that

P(f�0 . ug) ¼ r. Applying Lemma 1, we obtain

P(fN�n (N) > sg) ¼
Xn
d¼s

¨(s; d)
X

~rr2[1,n]d�1
L

rdcard(Tn(~rr; N)): (9)

On the other hand, using the fact that N�n (N) � Bin(n, p) and the binomial expansion for

(1� r)k , we have that

P(fN�n (N) > sg) ¼
Xn
m¼s

Cn
mr

m(1� r)n�m ¼
Xn
m¼s

Cn
m(�1)m

Xn�m

j¼0

Cn�m
j (�r) j

 !
rm: (10)

Equating coefficients of both polynomial expressions, by an elementary computation, we

arrive at

¨(s; d) ¼ (�1)d
Xd
j¼s

Cd
j (�1) j ¼ (�1)d�1

Xs�1

j¼0

Cd
j (�1) j: h
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Remark 7. Lemma 2 and a trivial computation show that, for s fixed and d tending to infinity,

¨(s; d) � (�1)dþsds�1=(s� 1)!, and that, for any s, d, j¨(s; d)j < ds�1=(s� 2)!

We now introduce a weak-dependence hypothesis; we denote by int(x) the integer part of

x 2 R.

(H1) There exist two non-decreasing sequences (pn)n2N, (qn)n2N, such that

limn!1 pn ¼ limn!1 qn ¼ 1, limn!1 pn=n ¼ limn!1 qn=pn ¼ 0, and if Bi
n ¼

[(i� 1)( pn þ qn), (i� 1)( pn, qn)þ pn) then, for any r 2 N and D1, . . . , Dr

� N, (N�n (D1), . . . , N�n (Dr)) has the same asymptotic distribution as

(N̂Nn(D1), . . . , N̂Nn(Dr)), where N̂Nn(Dj) ¼
Pk n

i¼1Z
i
n(Dj), j ¼ 1, . . . , r, with,

k n ¼ int(n= pn þ qn) and (Zi
n(D1), . . . , Zi

n(Dr))1<i<k n
independent copies of

(N�n (Bi
n \ D1), . . . , N�n (Bi

n \ Dr))1<i<k n
.

Remark 8. (a) It is very easy to check that mixing assumptions guarantee assumtion (H1).

More precisely, let s, t 2 N and �n(s, t) ¼ � (ff�i . ung : s < i < tg); define

Æn, l ¼ supfjP(A \ B)� P(A)P(B)j : A 2 �n(h, sþ h), B 2 �n(sþ hþ l, n),

h > 0, sþ l þ h , ng:

We will say that N� ¼ fN�ngn2N is strongly mixing if there exists a non-decreasing sequence

(qn)n2N such that limn qn ¼ 1 and limn Æn,qn
¼ limqn=n ¼ 0. It is straightforward to check

that we can choose (k n)n2N such that limn k n ¼ limn=(k n þ qn) ¼ 1 and limn k nÆn,qn
¼ 0.

Then, taking pn ¼ n=k n, it follows that (H1) is satisfied. See Hsing et al. (1988, Lemma 2.2)

for a detailed proof; see Bradley (1986) and Doukhan (1995) for mixing conditions, examples

and covariance inequalities.

(b) Association is a weak-dependence structure that has been widely used as an

alternative to mixing; see Newman (1980) and Roussas (1994) for the definition and basic

properties of associated processes. It is easy to check that if � is associated and

lim
n

X1
m¼qn

njcov(1f�0 . ung, 1f�m . ung)j ¼ 0,

then (H1) holds.

Similar conditions can be obtained for other weak-dependence structures. Doukhan and

Louichi (1997) give a summary of different weak-dependence conditions under which (H1)

can be proved in a similar way.

In what follows, we will make the following assumption

(H2) lim supn

P1
m¼1njcov(1f�0 . ung, 1f�m . ung)j ,1:

Proposition 1. Let X be as in (4), and assume that (5), (H1) and (H2) hold. For any s 2 N,

define
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Qn(s) ¼
Xpn
d¼s

¨(s; d)
X

~rr2[1, pn]d�1
L

P(f�(~rr ) . ungjf�0 . ung)Fn(~rr; A),

where

Fn(~rr; A) ¼ 1

n

X
f1<i<k n:card(Bi

n\A)>dg
card(Tn(~rr, B

i
n \ A)), ~rr 2 Nd�1:

Assume further that, for any s 2 N,

lim
n

Qn(s) ¼ Q(s): (11)

Then Nn converges in law (as a process) to a CP(�) process, where �s ¼ º(Q(s)� Q(sþ 1))

for all s 2 N.

Proof. By Theorem 4.2 of Kallenberg (1983), it suffices to show that for any k-tuple of

semiclosed intervals I1, . . . , I k , the random vector Nn(I1), . . . , Nn(I k)) converges in law to

N (I1), . . . , N (I k)), where N is a CP(�) process. Without loss of generality, we may assume

that I1, . . . , Ik are disjoint. In this case, by (H1), the coordinates of the random vector

Nn(I1), . . . , Nn(I k)) are asymptotically independent, and therefore it suffices to show that for

any semiclosed interval I we have that Nn(I) converges in law to N (I). But an elementary

argument shows that it is enough to consider the case I ¼ (0, a], 0 , a , 1. Finally, this can

be reduced, by a scale change, to checking that Nn((0, 1])!w
n
N ((0, 1]), where N is a random

variable with Laplace transform L(s) ¼ exp(
P1

j¼1� j(e
�sj � 1)). For the rest of this proof,

Nn((0, 1]) will be denoted simply by Nn.

By (H1), Nn is asymptotically equivalent to N̂Nn ¼
Pk n

i¼1 Zi
n, with (Zi

n)1<i<k n
independent

copies of (N�n (Bi
n))1<i<k n

. We will first prove that (N̂Nn)n2N is tight. For this we will show

that E(N̂Nn) and var(N̂Nn) are bounded, which implies the uniform integrability of (N̂Nn)n2N,

hence its tightness. E(N̂Nn) is obviously bounded by the convergent sequence nP(f�0 . ung);
therefore E(N̂Nn) is bounded. For the variance, we have

var(N̂Nn) ¼
Xk n

i¼1

var(N�n (Bi
n)) ¼

Xk n

i¼1

X
s, t2Bi

n\A
cov(1f�0.ung, 1f� t�s.ung)

¼
Xk n

i¼1

card(Bi
n \ A)P(f�0 . ung)(1� P(f�0 . ung))

þ 2
Xk n

i¼1

Xpn
m¼1

cov(1f�0.ung,1f�m.ung) card(Bi
n \ A \ (Bi

n \ A� m)):

The first term in the last expression is bounded by nP(f�0 . ung) again, so it is bounded, and

by (H2) and the fact that card(Bi
n) ¼ pn, the last term is bounded. Therefore, the variance is

bounded and tightness follows.

Given any subsequence (N̂Nnh
)h2N pick a sub-subsequence that is weakly convergent to

some random variable W. To simplify the notation, we will also call this second
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subsequence (N̂Nnh
)h2N. Since the law of W must be infinitely divisible and concentrated on

N, its Laplace transform is H(s) ¼ exp(
P1

j¼1� j(e
�sj � 1)). Thus, it suffices to show that

� j ¼ � j for all j 2 N. Observe that

P(fN�n (Bi
n) 6¼ 0g) <

X
k2A\Bi

n

P(f�k . ung) < pnP(f�0 . ung),

and therefore limn P(fN�n (Bi
n) 6¼ 0g) ¼ 0. But, form Theorem 3 of Rényi (1951) (see also

Dziubdziela 1995) we deduce that � j ¼ limh

Pk nh

i¼1 P(fN�nh
(Bi

nh
) ¼ jg) for all j. But (11) and

Lemma 1 imply that � j ¼ limn

Pk n

i¼1P(fN�n (Bi
n) ¼ jg). Therefore � j ¼ � j for all j, and the

lemma is proved. h

Corollary 1. Assume that A is an APS and that X is as in Proposition 1. Also make the

following assumptions:

(H3) For all d 2 N, for all ~rr 2 Nd�1
L , limn P(f�(~rr ) . ungjf�0 . ung) ¼ a(~rr ).

(H4) For all d 2 N, for all 8~rr 2 Nd�1
L , P(f�(~rr ) . ungjf�0 . ung) ¼ an(~rr )þ bn(~rr ).

Here

an(~rr ) < c(~rr ) 8n 2 N, ~rr 2 Nd�1
L ,

X1
d¼s
j¨(s; d)j

X
~rr2Nd�1

L

c(~rr ) ,1, lim
n

Xpn
d¼s
j¨(s; d)j

X
~rr2[1, pn]d�1

L

jbn(~rr )j ¼ 0:

Then Nn converges in law (as a process) to a CP(�) process, where

�s ¼ º
X1
d¼s

(�1)sþdCd
s

X
~rr2Nd�1

L

a(~rr )�(~rr; A):

Proof. We have

Qn(s) ¼
Xpn
d¼s

¨(s; d)
X

~rr2[1, pn]d�1
L

an(~rr )Fn(~rr; A)þ
Xpn
d¼s

¨(s; d)
X

~rr2[1, pn]d�1
L

bn(~rr )Fn(~rr, A):

since Fn is bounded by 1, the second term on the right-side of this expression converges, by

(H4), to zero. Therefore, it suffices to show that

lim
n

Xpn
d¼s

¨(s; d)
X

~rr2[1, pn]d�1
L

an(~rr )Fn(~rr; A) ¼
X1
d¼s

¨(s; d)
X

~rr2Nd�1
L

a(~rr )�(~rr; A) (12)
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and that

X1
d¼s

¨(s; d)
X

~rr2Nd�1
L

a(~rr )�(~rr; A)�
X1
d¼sþ1

¨(sþ 1; d)
X

~rr2Nd�1
L

a(~rr )�(~rr; A)

¼
X1
d¼s

(�1)sþdCd
s

X
~rr2Nd�1

L

a(~rr )�(~rr; A): (13)

Let us first consider (12). Assume that we have shown that

lim
n

Fn(~rr; A) ¼ �(~rr, A), 8~rr 2 Nm, 8m: (14)

Then, by (H3), (H4) and dominated convergence, (12) follows.

Turning to (14), fix d 2 N and ~rr 2 Nd�1 and let n be big enough so that qn . 2k~rr k.
Then, if i 6¼ h, (Bi

n � r j) \ (Bh
n � rk) ¼ ˘, for all j, k. Thus,

card(Tn(~rr; A)) ¼
Xk n

i¼1

card(Tn(~rr; B
i
n \ A))þ ˜n(~rr ), (15)

where ˜n(~rr ) is the sum of the cardinals of all the sets of the form

\i¼d�1

i¼1

(Ki � ri) \ K0 (16)

where there are two alternatives for each Ki

• Bj
n \ A for some j, and if for some i, Ki ¼ Bj

n \ A, then there is no h such that

Kh þ Bk
n \ A, with j 6¼ k.

• H j
n \ A for some j, where H j

n is one of the ‘holes’ [( j� 1)(pn þ qn)þ pn,

j(pn þ qn) ^ n). Furthermore, this choice is made for at least one i.

Since the cardinality of the ‘holes’ is at most qn the cardinality of a set of the form (16) is

bounded by qn. Taking into account that ˜n(~rr ) is the sum of at most (k n þ 1)(d � 1)

cardinals of sets of the form (16), we conclude that

max
k~rr k,qn=2

˜n(~rr ) < qn(k n þ 1)(d � 1): (17)

Applying (17) and Definition 1 in (15), we obtain

lim
n

1

n

Xk n

i¼1

card(Tn(~rr; Bi
n \ A)) ¼ �(~rr; A):

But



 1

n

Xk n

i¼1

card(Tn(~rr; Bi
n \ A))� Fn(~rr; A)





 < 1

n

X
1<i<k n :card(Bi

n\A)<d

card(Tn(~rr, Bi
n \ A)) <

dk n

n
!
n

0,

and (14) follows.
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Finally, we address (13). We have that

X1
d¼s

¨(s; d)
X

~rr2Nd�1
L

a(~rr )�(~rr; A)�
X1
d¼sþ1

¨(sþ 1; d)
X

~rr2Nd�1
L

a(~rr )�(~rr; A)

¼ ¨(s, s)
X

~rr2Ns�1
L

a(~rr )�(~rr; A)þ
X1
d¼sþ1

(¨(s; d)�¨(sþ 1; d))
X

~rr2Nd�1
L

a(~rr )�(~rr; A):

But, by Lemma 2,

¨(s; d)�¨(sþ 1; d) ¼
Xs�1

j¼0

Cd
j (�1) jþd�1 �

Xs
j¼0

Cd
j (�1) jþd�1 ¼ �Cd

s (�1)sþd�1 ¼ Cd
s (�1)sþd

and, taking into account that
Ps

j¼0C
s
j(�1) j ¼ 0, we obtain

¨(s, s) ¼
Xj¼s�1

j¼0

Cs
j(�1) jþs�1 ¼ (�1)sþsCs

s ¼ 1

and deduce (13). h

We now present some examples of this result.

Example 3. Assume that � is a stationary m-dependent process and that (5) holds. Then �
satisfies (H1) for any ( pn)n2N, (qn)n2N, such that limn pn ¼ limn qn ¼ 1,

limn pn=n ¼ limn qn=pn ¼ 0. In particular, we will choose pn ¼
ffiffiffiffiffiffiffiffiffiffi
log n
p

. the Cauchy–

Schwarz inequality gives (H2). Let A be and APS and take X as in (4). Assume that (H3)

holds. We will prove that (H4) holds, and therefore Corollary 1 applies.

Assume that ~rr 2 Nd�1
L is such that k~rr k . m. Then rd�1 . m and

P(f�(~rr ) . ungjf�0 . ung) < P(f�0 . un, �rd�1
. ungjf�0 . ung) ¼ P(f�0 . ung),

which goes to zero with n.

Now define

an(~rr ) ¼ P(f�(~rr ) . ungjf�0 . ung)1fk~rr k<mg,

bn(~rr ) ¼ P(f�(~rr ) . ungjf�0 . ung)1fk~rr k.mg, c(~rr ) ¼ 1fk~rr k<mg:

Observe first that if ~rr 2 Nd�1
L and d � 1 . m, then k~rr k . m and

X1
d¼s

¨(s; d)
X

~rr2Nd�1
L

c(~rr ) ¼
Xmþ1

d¼s
¨(s; d)card([1, m]d�1

L ) ,1:

On the other hand, we have, by Remark 3 and (5),
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Xpn
d¼s
j¨(s; d)j

X
~rr2[1, pn]d�1

L

bn(~rr ) < C
Xpn
d¼s

ds�1card([1, pn]d�1
L )P(f�0 . ung)

<
C

n

Xpn
d¼s

ds�1 pd�1
n

(d � 1)!
<

C

n
ps�1
n exp( pn)!

n
0:

Hence, if � is stationary and m-dependent, A and APS, and (4), (5) and (H3) hold then

the CPLT holds, and the limit is described by

�s ¼
Xmþ1

d¼s
(�1)sþdCd

s

X
~rr2[1,m]Ld�1

a(~rr )F(~rr; A):

Example 4. Let us present a very simple case where the limit is a compound Poisson process,

but not Poisson. Let A be an APS such that F(1; A) . 0. Consider an i.i.d. sequence (�k)k2N
which follows the Cauchy distribution. Set �k ¼ �k þ �kþ1. It is clear that � is stationary and

1-dependent. In addition, �0 has the same distribution as 2C, where C stands for a Cauchy

variable. Indeed, as we have seen at the beginning of this section, we only need to show (H3)

for k~rr k < m. Setting X as in (4) and un as in (5), it suffices to show that

lim
n

Pf�1 . ungjf�0 . ung) ¼ a(1) 2 0, 1
2


 �
: (17)

Indeed, if (17) holds, then �1 ¼ º(F(0; A)� 2a(1)F(1; A)) . 0, �2 ¼ ºa(1)F(1; A) . 0,

�s ¼ 0 for all s > 3. Let us now prove (17). An elementary computation shows that

d

du
P(f�0 . ug) ¼ �2

�(4þ u2)
:¼ g(u),

d

du
P(f�0 . u, �1 . ug)

¼ (�1)

ð1
�1

f (x) f (u� x)q(x)dxþ
ð1
�1

f (x)

ð1
u�x

f (y) f (u� y)dy dx

� �
:¼ G(u),

where f (x) ¼ 1=(�(1þ x2)) and q(x) ¼
Ð1
x

f (y)dy. Using the fact that if x > u=2, then

(4þ u2) f (u) < 4=� and dominated convergence, it follows that limu!1 G(u)=g(u) ¼ 1
2
. This

implies (17) for a(1) ¼ 1
2
.

Example 5. Consider now a stationary process �, an APS A, and assume that (4), (5) and

(H3) hold. With the notation of Remark 8(a), define

�(l) ¼ supfjP(AijA1�i)� P(Ai)ji ¼ 0, 1;

A0 2 �n(h, sþ h), A1 2 �h(sþ hþ l, n), h > 0, sþ l þ h , n, n > 1g:

Assume that

(H5)
P1

l¼1�(l) ¼ � , 1:
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For any d . 2 and ~rr 2 Nd�1, set r0 ¼ 0 and �i(~rr ) ¼ (r0, r1, . . . , ri) i ¼ 0, 1, . . . , d � 1.

Under (H5), (H1) is obvious and (H2) follows from standard covariance inequalities for

mixing processes (see Bradley 1986; Doukhan, 1995). Condition (H5) is very strong, but it

can be checked, for instance, for some Markov Chains (Doukhan, 1995). If we also assume

(H6) lim
n

P(f�(�i(~rr )) . ungjf�(�i�1(~rr )) . ung) ¼ ai(~rr ) 8i, ~rr, d � 1,

then it can be easily shown that (H3) and (H4) hold, and hence Corollary 1 applies.

Remark 9. Consider now an Rh-valued stationary process ~�� ¼ (~��1, . . . , ~�� h), an APC

A1, . . . , Ah, and define

Xt ¼
Xh
j¼1

� j
t1A j (t): (18)

Without major changes, Proposition 1 and Corollary 1 can be extended to this more general

context.

We now give the proof of the main result of this paper.

Proof of Theorem 1. (a) Consider first the case where Y is regular. Once again using

Theorem 4.2 of Kallenberg (1983), we have to prove that for any I1, . . . , Ik disjoint

semiclosed intervals we have that (Nn(I1), . . . , Nn(Ik)) converges in law to (N (I1),

. . . , N (Ik)), where N is a CP(�) process. For the sake of simplicity, we will present here

the case k ¼ 1, but the general case is obtained by very similar arguments. Further, without

loss of generality, we will set I1 ¼ (0, 1] and prove that Nn((0, 1])!w
n
N ((0, 1]), where N is a

random variable with Laplace transform L(s) ¼ exp(
P1

j¼1� j(e
�sj � 1)).

Assume first that Y takes values on a finite set y1, . . . , yk . Restrict the probability space

to a set of probability one where the almost sure convergence of Definition 2 holds.

Conditioning with respect to Y , since � and Y are independent, the law of the exceedances

point process for X (Nn) is the same as the law of the point process Nn corresponding

to the exceedances of a process defined by (18) for � i ¼ j(�0, yi), Ai(ø) ¼
ft 2 N : Yt(ø) ¼ yig. Then, by Definition 3, the result follows.

Assume now that the result holds for Y bounded. Consider an unbounded Y and let Y K

be the truncation of Y by K, Y K
n ¼ cK (Yn), where cK (x) ¼ x for jxj , K, cK (x) ¼ K sgn(x)

for jxj . K; it is obvious that Y K itself is ponderable. Now denote by N K
n the exceedance

point process for XK ¼ j(�, Y K ). Since Y K is finite-valued, N K
n converges to NK , whose

Laplace transform will be denoted by LK.
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But E(jNn � N K
n j) <

Xn
i¼1

P(fj(�i, Yi) . ung=fj(�i, Y
K
i ) . ung)

<
Xn
i¼1

P([fj(�i, Yi) . ung=fj(�i, Y
K
i ) . ung] \ fjYij . Kg) (19)

<
Xn
i¼1

ð
j yj.K

P([fj(�i, y) . ung=fj(�i, sgn(y)K) . ung]dPYi (y)

< n2 sup
n

sup
j yj.K

nP(fj(�0, y) . ung)
1

n

Xn
i¼1

P(jYij . K):

where in (19) we are conditioning with respect to Y . Then, by condition (a) of Definition 4,

lim
K

lim sup
n

E(jNn � N K
n j) < C lim

K
�0([�K, K]c) ¼ 0: (20)

On the other hand, LK (x) ¼ exp(
P1

j¼1�
K
j (e�xj � 1)), with �K

s ¼ �(s)K � �(sþ 1)K for all

s 2 N, where

�(s)K ¼
X1
d¼s

¨(s; d)

ð
Rd�1

X
~rr2Nd�1

L

a(~rr, ~yy )º(y0)�~rr 	 c�1
K (dy);

after some elementary computations, it follows from Definition 4 and dominated convergence

that limK!1 LK ¼ L. From this and (20) we obtain the theorem for Y unbounded.

It now suffices to show the result for Y bounded. Without loss of generality, we may

assume that Y takes values on [0, 1). For H 2 N, define

dH (x) ¼
XH
i¼1

i

H
1[(i�1)=H ,i=H](x),

and let Yn(H) ¼ dH (Yn). Then Y H it also ponderable and takes values on a finite set. So the

result applies to Xt(H) ¼ j(�n, Yn(H)). Again using Definition 4 and dominated

convergence, we show that the result applies for Y bounded.

(b) if Y is non-regular, we can easily see that the limit of NnjY can be obtained in the

same way, but since this limit depends on Y, the asymptotic distribution of Nn is a mixture

of compound Poisson laws. h

Acknowledgements

The first author was partially supported by ADEME and AIRPARIF. The authors wish to

express their gratitude to Didier Dacunha-Castelle, who introduced them to the problem

discussed in this paper, to the Probability and Statistics team at Orsay for their warm

support, to Joaquı́n Ortega and Omar Gil for their careful revision and to an anonymous

referee for his/her very detailed and insightful comments.

Compound Poisson limit theorems for high-level exceedances 513



References
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