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Abstract. Generally, temperature is a sensation of coldness and hotness and is affected by
air and humidity as climate factors in certain areas. The high altitude of Rwanda provides
the country with pleasant tropical highland climate. The recent research done on climate
changes and global warming found an increase in temperature of 1 to 2 degrees Celsius
between year 2000 and year 2050 due to the natural variability and due to the green house
gases that trap the infrared radiation,i.e., these gases will cause the temperature of the
earth to increases infrared radiation from the earth surface and reflect it back to the earth.
This paper has the general aim of analyze, interpret and forecast the data from Meteo-
Rwanda of mean monthly temperature from year 2004-2016 to 2022, from Gitega station
in Rwanda. The results of this paper show that there is no true difference in medians of
monthly temperature from the taken station. .
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Résumé (French) Généralement, la température est une sensation de froid et de chaleur et,
est affectée par l’air et l’humidité en tant que facteurs climatiques dans certaines zones. La
haute altitude du Rwanda fournit au pays un climat tropical agréable. Les recherches récentes
sur les changements climatiques et le réchauffement climatique ont révélé une augmentation
de la température de 1 à 2 degrés Celsius entre 2000 et 2050 en raison de la variabilité
naturelle et des gaz à effet de serre qui emprisonnent le rayonnement infrarouge, c-à-d la
température de la Terre augmente le rayonnement infrarouge de la surface de la Terre et la
renvoie vers la Terre. Cet article a pour objectif général d’analyser, d’interpréter et de prévoir
les données de Météo-Rwanda de la température mensuelle moyenne de l’année 2004-2016 à
2022, depuis la station de Gitega au Rwanda. Les résultats de cet article montrent qu’il n’y
a pas de différence réelle dans les médianes de la température mensuelle de la station prise.

1. Introduction

Climate change and global warming constitute an important environmental aspect today.
Temperature forecasts are very important in assessing such changes. Thus, time series
analysis on mean monthly temperature in Rwanda will help the various stakeholder and
the government to plan in advance in order to account the climate related disasters and
analysis when needed, in order to anticipate or assess the future variations in temperatures
in Rwanda. Therefore, in this study, a Box-Jenkins model approach is appropriate and
hence used to capture variations within mean monthly temperature series from Gitega
station in Rwanda.

To understand the nature and scale of possible climate change in Rwanda using the
temperature data as one variable of climate from the meteorology unit in Rwanda has
importance in many cases like agriculture production and in human health. Besides, climate
change/global warming are currently among the most important points of debate all over
the world and the temperature is one of the factors that determine a climate change or
global warming. This study will be a very important tool to any person who intends to
eradicate the problem of the variation of climate variables in Rwanda. The importance
of this research is to forecast temperature with purpose to inform the various sectors
concerned by this issue directly or indirectly. Forecasting the variations in temperature is
important in different areas, for instance, the very high temperature may predispose plants,
live stock and human to heat related disasters.

In this paper we will use the Seasonal Autoregressive Integrated Moving Average
(SARIMA) models which are adaptation of autoregressive integrated moving average for
ARIMA model to specify the fitted seasonal time series data. The purpose of constructing
it based on seasonal nature of series to be modelled. The SARIMA can be written as
ARIMA(p, d, q)X(P,D,Q)s where the upper case of the above model represents that there
is seasonal parameters and lower case represents the non-seasonal part of the model, where
p is the number of non-seasonal autoregressive (AR) term, d the number of non-seasonal
differencing, q the number of non-seasonal moving average (MA), s the number of periods
per season, P the number of seasonal autoregressive Autoregressive (SAR)term, D the
number of seasonal difference and Q the number of seasonal moving average (SMA) (Box
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et al. C, 1978; Afrifa-Yamoah, 2015).

If the series is seasonal with s periods per years then a seasonal ARIMA (SARIMA) model
can be written as

ΦP (Bs)Φp(B)(1−B)d · (1−Bs)D · (Yt − µ) = θq(B) ·ΘQ(Bs)εt, (1)

where ΦP (Bs) = 1−Φ1 ·Bs−Φ2B
2s−...−ΦpB

Ps with Φp(B) = 1−Φ1B−Φ2 ·B2−...−Φp ·Bp

for Φp 6= 0, and θq(B) = 1 − θ1 · B − θ2 · B2 − ... − θq · Bq, with ΘQ(Bs) =
1 − Θ1 · Bs − Θ2 · B2s − ... − ΘQ · BQs for θq(B) 6= 0 where Φ and Θ denotes the
polynomials Bs of P , Q respectively (Brockwell and Davis , 2013).

One model polynomial useful for seasonal data is SARIMA model of order
(0, 1, 1)X(0, 1, 1)s for monthly data s = 12. This model can be given as

(1−B)(1−B12) = (1 + θ(B))(1 + Θ(B2)) (2)

and has been used by Box et al. C (1978) with the purpose of modelling airline data.
For climate data which usually follows seasonal variations, to identify a perfect ARIMA
model for a particular time series, Box-Jenkins proposed a methodology that consists of
four phases, namely, model identification, estimation of the model parameters, diagnostic
checking for the identified model appropriateness and forecasting.

The hypothesis to be tested in this study, for the variations of mean monthly temperature
are :

H0: Average monthly temperature for all months are equal, i.e., µ2004 = µ2005 = .... = µ2016,

versus

H1: At least two means are different (µi, µj) where i 6= j, starting from 2004 up to 2016.

Furthermore, the general objective of this study is to choose an appropriate time series
model that best captures variations within the temperature for the years 2004-2016 and
hence forecast mean monthly temperature in Rwanda in the next 6 years. Hence, we will

– Fit the appropriate time series model of mean monthly temperature in Rwanda.
– Based on the fitted model, forecast monthly amount of temperature in Rwanda for the

years 2017 to 2022.
– Compare the average monthly temperature variations within the Gitega station.

2. Background

Time series analysis and forecasting has become a major tool in numerous applications
in meteorology and other environmental areas to understand phenomena, like rainfall,
humidity, temperature, draught etc. In their study, Sultana and Hasan (2015), using the
classical Box-Jenkins methodology, stationary, seasonal ARIMA models for the tempera-
tures recorded at two stations in Sylhet division and Moulvibazar districts in north-east

Journal home page: www.jafristat.net, www.projecteuclid.org/as



J. D. Maniraguha and, Afrika Statistika, Vol. 13 (1), 2018, pages 1581 – 1592. Box-Jenkins
Analysis of Mean Monthly Temperature in Rwanda. 1584

Bangladesh between 1977 and 2011 were set up. Verification of the models has been done for
the 2010 to 2012 time period. Based on the inspection of the ACF, PACF autocorrelation
plots, the most appropriate orders of the ARIMA models were determined and evaluated
using the “AIC-criterion”. For the maximum and minimum temperatures at Sylhet station
ARIMA(1, 1, 1)X(1, 1, 1)12 and ARIMA(1, 1, 1)X(0, 1, 1)12, respectively, were obtained,
whereas the respective models for the Moulvibazar station were ARIMA(1, 1, 0)X(1, 1, 1)12
and ARIMA(0, 1, 1)X(1, 1, 1)12. Using these ARIMA-models one-month ahead forecasts of
the temperatures at the two stations for years 2010 and 2011 were carried out (Sultana
and Hasan, 2015).

On the other hand, Shamsnia et al. (2011) considered 20 years of relative humidity, monthly
average temperature and precipitation of Abadeh region in Iran. The results obtained sug-
gested a ARIMA(0, 0, 1)X(1, 1, 1)12 for precipitation, a ARIMA(2, 1, 0)X(2, 1, 0)12 and
monthly average temperature and ARIMA(2, 1, 1)X(1, 1, 0)12 for relative humidity.

In another study, Tembo and Chikondi (2015) forecast the climate change pattern for
the Bolero agriculture extension area in Malawi, based on temperature data from 1982
to 2013 in order to inform the policy makers and community on the future prospects of
climate change and its effects, Tembo and Chikondi (2015) used univariate autoregressive
integrated average to model and forecast temperature variation. Based on the ARIMA
and its components autocorrelation function, Normalized Bayesian information criteria
(BIC), Box-Jenkins statistics and residuals estimate, ARIMA(1, 1, 3) were selected for
maximum temperature data. They conclude that forecasted maximum temperature will
increase 1.6◦C from 27.7◦C in 1982 to 29.3◦C, in 2030. Therefore, the increase of tem-
perature suggest that climate change could continue to negatively impact on the agriculture.

John et al. (2014) have examined monthly maximum temperature, for year 1977 − 2012,
of the South Eastern area of Nigeria. Based on first time series plots and ACF and
PACF, and by the principle of parsimony, John et al. (2014) concluded that the
SARIMA(0, 0, 2)X(2, 1, 1)12 model were adequate for the series and monthly forecasts
from 2013 to 2017 were performed.

In the research by Ochanga (2016), a time series SARIMA model was built in order
to analyse and forecast monthly maximum and minimum air temperature of Nairobi.
Based on PACF and ACF plots and using AIC criteria, the best forecasting SARIMA
model for maximum temperature were (0, 0, 2)X(0, 1, 1)12 and that for the minimum
temperature were (1, 0, 0)X(0, 1, 1)12. Ochanga (2016) found that the minimum temper-
ature increase gradually over the years, hence proving that there was fact of global warming.

3. Analysis and results

Data used in this research are secondary data provided by Meteo-Rwanda which is located
at Gitega sector in Nyarugenge district. The data constitute mean monthly temperature
series from Gitega, from 2009 - 2016. They make 96 observations. They are then analyzed,
modeled and interpreted, and forecasted in the next 6 years (2017 to 2022).
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First, time series data were plotted without any transformation, to identify whether there
is a significant trend in series, then stationary conditions of the series are checked and it is
very important to identify whether there are seasonal variations in the data.

Fig. 1. Time series plots for with transformation

From Figure 1, the series are observed to be non-stationary. They all present a partial trend,
i.e., that the mean level is not constant. The data are not stationary in mean and in variance.
In addition, it is also necessary to check whether there are seasonal variations or not. If yes,
the series need to be transformed into stationary series. The data are said to be stationary
in mean and in variance when it fluctuates around mean zero and has no regular pattern,
i.e., that mean and variance are taken as constant. Let us now check the correlograms of the
original data to confirm non-stationarity.
The correlogram in Figure 2 show that not all spikes at all lags are in between the confidence
limits, there are some spikes at some lags. Hence we can conclude that the series are not
stationary.

The Box-Jenkins approach requires stationarity of the variables for model identification
and selection. The data is hence transformed (see Figure 3) with the purpose of inducing
stationarity in mean and variance.

The following are plots obtained by combining the three transformations; nature log, differ-
encing and seasonal differencing transformations.
Figure 3 shows that there is no trend, it is assumed that there is no systematic change in
mean and in variance, it means that the mean and variance are approximately constant
and no periodic variations are observed.
The next step will be to fit the ARIMA model. The Box and Jenkins in 1970 were first to
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approach the test of estimation of ARMA model in systematic manner; model identification,
estimation or model fitting, the model diagnostic checking and the forecast (Box et al. C,
1978).

(a) Identification of the model.

After making the data stationary,the model is identified by finding the most number of
autocorrelation which are significant at any lags. At the model identification stage, the goal
is to identify seasonality, if it exists and identify the orders of AR and MA using the ACF
and PACF plots (see Figure 4). The following correlograms are produced:
Figure 4, shows that the transformation of original data, at lag 1, 8, 11, 12 and 13
spikes are significant but more significant at lag 1. The significance at lag 12 represents
a seasonal component, and at lag 1, the condition of stationary. By using the AIC of
selecting the order of model the following orders are obtained p = 1, d = 1, q = 1, P = 0,
D = 1, and Q = 1, then the general model can be expressed as SARIMA(1, 1, 1)X(0, 1, 1)12.

(b) Model fitting.

Once potential models have been identified, the second step is to fit the model, but here
the model solution is not simple, it requires an iterative process and models must also have
a few parameters as much as possible, (Box et al. C, 1978). The slowest, but most accurate
method is that termed maximum likelihood as we know that there are other methods of
estimating like method of moment, General Least Square (GLS).

Therefore the fitted model for the Gitega station is :

ŷt = µ+ yt−12 + α1yt−1 − θ · εt−1 − Φ · εt−13 − θ · Φ · εt−1εt−13 + εt (3)

Table 1: Fitted parameter estimates of Gitega station

As shown in the ARIMA model parameters in Table 1, the model fit of Gitega station series
is:

ŷt = 0.005 + yt−12 + 0.194yt−1 − 0.695εt−1 − 0.976εt−13 − 0.678εt−1 · εt−13 + εt (4)

(c) Model checking.

The following procedures are used in model checking:

– Plot the multiple plot of original and fitted observations and check the following: If fitted
values follow the behaviour of original data, if they are close together, if the fitted capture
the variations within the original data.

– Plot the residuals against time, their ACF and PACF, test the noise on the selected
model.

– Check if the histogram of residuals are approximately normally distributed.
– Check if there is no autocorrelation between residuals.
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Now, to start the model adequacy check, let us plot the original data with their corresponding
fitted values together.

Figure 5 shows that the fitted values of Gitega station are close enough, move together
with the original data, so the fitted values follow the behaviour of original and capture the
variations within the original data. This shows that the model fit is good. Next, we are going
to check if the histograms of residuals are approximately normally distributed.

From Figure 6, the histogram of residuals of Gitega superimposed by normal curve on
mean monthly shows that the curve is normally distributed with mean 0 and variance of
(0.501)2 ≈ 0.25. Now, we are going to plot the residuals against time with target of checking
if residuals are stationary. As shown in Figure 7, the residuals present no regular pattern;

they are stationary since they fluctuate around mean zero and with constant variance. To
check clearly this condition of stationarity, let us look at the autocorrelation plot of the
residuals, and then make a conclusion about the residuals’ autocorrelation.

From Figure 8, all spikes lie between the confidence limits at any lag. In this case we conclude
that the errors are uncorrelated.

From Figure 9, the rising trend shows that the temperature is likely to increase in the next
6 years. The forecasted mean monthly temperature in December 2022 will be 21.70◦C with
corresponding interval of (18.28, 25.13)◦C at Gitega station. Comparing to the original data
at Gitega station, the minimum is 21.63◦C and the maximum is 22◦C and the forecast shows
the minimum 20.4◦C and the maximum will be 23.5◦C. This shows that the maximum mean
monthly temperature will increase 1.5◦C for the next 6 years.
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Fig. 2. ACFs of the original series

Fig. 3. Transformation of the original data
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Fig. 4. The ACFs and PACFs of stationary series

Fig. 5. Multiple plot of fitted and original data

Journal home page: www.jafristat.net, www.projecteuclid.org/as



J. D. Maniraguha and, Afrika Statistika, Vol. 13 (1), 2018, pages 1581 – 1592. Box-Jenkins
Analysis of Mean Monthly Temperature in Rwanda. 1591

Fig. 6. Histograms of residuals

Fig. 7. Time sequence plot of residuals
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Fig. 8. The correlogram of ACF the residuals in Gitega station

Fig. 9. Mean monthly temperature forecasts at Gitega station
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