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1. Introduction

LetG be a connected, simply connected, semisimple complex algebraic group and
let P ⊆ Q be a pair of parabolic subgroups. Consider the induced sequence of
flag varieties

Q/P ↪→ G/P � G/Q. (1)

The goal of this paper is to give a simple multiplicative formula connecting the
structure coefficients for the cohomology ring of the three flag varieties in (1) with
respect to their Schubert bases. Let W be the Weyl group of G and let WP ⊆
WQ ⊆ W denote the Weyl groups of P and Q, respectively. Let WP ⊆ W de-
note the set of minimal-length coset representatives inW/WP . For anyw ∈WP, let
X̄w ⊆ G/P denote the corresponding Schubert variety and let [Xw]∈H ∗(G/P ) =
H ∗(G/P, Z) denote the Schubert class of X̄w. It is well known that the Schubert
classes {[Xw]}w∈WP form an additive basis for cohomology. Similarly, we have
Schubert classes [Xu] ∈ H ∗(G/Q) for u ∈ WQ and [Xv] ∈ H ∗(Q/P ) for v ∈
WP ∩WQ. The lettersw, u, and v will be used to denote Schubert varieties inG/P,
G/Q, and Q/P, respectively. In Lemma 2.1 we show that, for any w ∈WP, there
is a unique decomposition w = uv with u ∈WQ and v ∈WP ∩WQ. Fix s ≥ 2
and, for any w1, . . . ,ws ∈WP such that

∑s
k=1 codimXwk

= dimG/P, define the
associated structure coefficient (or structure constant) to be the integer cw for

[Xw1] · · · [Xws
] = cw[pt]∈H ∗(G/P ).

The following theorem is the first result of this paper.

Theorem 1.1. Let w1, . . . ,ws ∈ WP, and let uk ∈ WQ and vk ∈ WP ∩WQ be
defined by wk = ukvk. Assume that

s∑
k=1

codimXwk
= dimG/P and

s∑
k=1

codimXuk = dimG/Q. (2)

If cw, cu, cv ∈Z≥0 are defined by
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s∏
k=1

[Xwk
] = cw[pt],

s∏
k=1

[Xuk ] = cu[pt],
s∏

k=1

[Xvk ] = cv[pt]

in H ∗(G/P ),H ∗(G/Q),H ∗(Q/P ), respectively, then cw = cu · cv.
Note that the dimensional conditions in (2) imply that

∑s
k=1 codimXvk = dimQ/P

and hence the associated structure constant cv is well-defined.
To prove Theorem 1.1, we study the geometry of (1). Fix a maximal torusH and

a Borel subgroup B such that H ⊆ B ⊆ P. It is well known that, if
∏s

k=1[Xwk
] =

cw[pt], then the number of points in the intersection of generic translates

|g1Xw1 ∩ · · · ∩ gsXws
| = cw. (3)

We show that, for a generic choice of (ḡ1, . . . , ḡs)∈ (G/B)s, the intersection given
in (3) projects onto the intersection

⋂s
k=1 gkXuk ⊆ G/Qwith each fiber of the pro-

jection containing exactly cv points. The techniques used in the proof are inspired
by Belkale’s work in [1].

1.1. Levi-Movability

The main application of Theorem 1.1 is to show that the product formula applies to
“Levi-movable” s-tuples (w1, . . . ,ws)∈ (WP )s. Let LP denote the Levi subgroup
of P containing H. Belkale and Kumar give the following definition in [2].

Definition 1.1. The s-tuple (w1, . . . ,ws) ∈ (WP )s is Levi-movable, or LP -
movable, if

s∑
k=1

codimXwk
= dimG/P

and if, for generic (l1, . . . , ls)∈ (LP)s, the intersection

l1w
−1
1 Xw1 ∩ · · · ∩ lsw

−1
s Xws

is transverse at eP ∈G/P.
If (w1, . . . ,ws) is Levi-movable, then the associated structure constant is not zero.
These statements become equivalent if we also assume that (w1, . . . ,ws) satisfies a
system of linear equalities given in [2, Thm. 15(b)] (these equalities are also given
in Proposition 4.1). The following theorem is the second result of this paper.

Theorem 1.2. Let (w1, . . . ,ws) be LP -movable, and let uk ∈WQ, vk ∈WP ∩WQ

be defined by wk = ukvk. Then the following statements hold :

(i) (u1, . . . , us) is LQ-movable;
(ii) (v1, . . . , vs) is L(LQ∩P)-movable.

A consequence of Theorem 1.2 is that, if (w1, . . . ,ws) is LP -movable, then the
product formula in Theorem 1.1 can be applied to its associated structure con-
stant because the conditions in (2) are satisfied. Moreover, since (u1, . . . , us) and
(v1, . . . , vs) are also Levi-movable, we can again apply the product formula to
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decompose their associated structure constants. This reduces the problem of com-
puting structure constants associated to any Levi movable s-tuple to those coming
from the cohomology of flag varieties G/P, where P is maximal parabolic sub-
group of G.

The author has proved a special case of Theorems 1.1 and 1.2 for type-A flag
varieties in [16, Thm. 3] and for type-C flag varieties in his thesis [15]. The tech-
niques used to prove Theorem 1.1 are direct generalizations of those used in [15;
16]. However, the proof of Theorem 1.2 is different from the proof for the type-A
and type-C cases in previous papers. The results of Theorems 1.1 and 1.2 were also
obtained simultaneously by Ressayre in [13]. We remark that Ressayre’s proof of
these theorems differs from those presented in this paper.

Unfortunately, the converse of Theorem 1.2 is false. Counterexamples already
exist for two-step flag varieties of type A. In the following corollary, we give a
“numerical” converse that can be recovered if we assume (w1, . . . ,ws) satisfies the
numerical conditions given in [2, Thm. 15(b)]. These conditions are also stated in
Proposition 4.1.

Corollary 1.2. Let (w1, . . . ,ws)∈ (WP )s, and let uk ∈WQ and vk ∈WP ∩WQ

be defined by wk = ukvk. Assume that the following statements are true:

(i) (u1, . . . , us) is LQ-movable;
(ii) (v1, . . . , vs) is L(LQ∩P)-movable;

(iii) (w1, . . . ,ws) satisfies the numerical conditions given in Proposition 4.1.

Then (w1, . . . ,ws) is LP -movable.

This corollary is a direct consequence of Theorem 1.1 and [2,Thm. 15]. We remark
that Corollary 1.2 can also be established by work outside this paper. In particular,
[2, Thm. 15] and [11, Prop. 11] would also imply Corollary 1.2.

1.2. Representation Theory and Tensor Product Invariants

In this section we state a corollary of Theorems 1.1 and 1.2 in regards to represen-
tation theory of the groupG. LetX(H ) denote the character group of the maximal
torus H, and let X+(H ) denote the set of dominant characters with respect to the
Borel subgroup B. For any dominant character λ ∈ X+(H ) of G, let Vλ denote
the corresponding irreducible finite-dimensional representation of G of highest
weight λ. For any s ≥ 2, define

�(s,G)

:= {(λ1, . . . , λs)∈X+(H )s ⊗Z Q | ∃N > 1, (VNλ1 ⊗ · · · ⊗VNλs )
G �= 0}.

The set �(s,G) forms a convex cone in the vector space X+(H )s ⊗Z Q and has
been studied in the context of Horn’s problem on generalized eigenvalues [2; 5; 6].
The set �(s,G) was initially characterized by Klyachko [8] in type A and later in
all types by Berenstein and Sjamaar [3]. These characterizations consist of a list
of inequalities parameterized by nonzero products of Schubert classes. Knutson,
Tao, and Woodard [9] determined a minimal set of inequalities for type A. Belkale
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and Kumar [2] showed that, for all types, it is enough to consider the set of inequal-
ities corresponding to Levi-movable s-tuples with associated structure coefficient
equal to 1. More recently, Ressayre [14] showed that this set of inequalities is ac-
tually minimal. Let � denote the set of simple roots of G, and let �(P ) denote
the simple roots associated to the parabolic subgroup P ⊆ G. For any α ∈�, let
ωα∨ denote the corresponding fundamental coweight.

Theorem1.3 [2;14]. If (w1, . . . ,ws)∈WP isLP -movable with associated struc-
ture constant cw = 1, then the set of (λ1, . . . , λs)∈�(s,G) such that

s∑
k=1

ωα∨(w
−1
k λk) = 0 ∀α ∈�\�(P )

is a face of �(s,G)whose codimension is of cardinality |�\�(P )|. Moreover, any
face of �(s,G) that intersects the interior of the dominant chamberX+(H )s⊗Z Q

can be described as above, and the list of faces of codimension 1 is irredundant.

Let F(w1, . . . ,ws) ⊆ �(s,G) be the face of �(s,G) associated to the Levi mov-
able s-tuple (w1, . . . ,ws) ∈ (WP )s with cw = 1. Applying Theorems 1.1 and 1.2
yields the following corollary.

Corollary1.3. Let (w1, . . . ,ws)∈ (WP )s beLP -movable with associated struc-
ture constant cw = 1, and let wk = ukvk for uk ∈WQ and vk ∈WP ∩WQ. Then
F(w1, . . . ,ws) is a face of F(u1, . . . , us).

Proof. From Theorems 1.1 and 1.2 it follows that (u1, . . . , us) is LQ-movable
and that cw = cu · cv = 1, where cw, cu, cv are the structure constants associ-
ated to (wk)

s
k=1, (uk)

s
k=1, (vk)

s
k=1, respectively. Hence cu = 1 and, by Theorem 1.3,

F(u1, . . . , us) is a face of �(s,G) of codimension |�\�(Q)|. It suffices to show
that if (λ1, . . . , λs) ∈ F(w1, . . . ,ws) then (λ1, . . . , λs) ∈ F(u1, . . . , us). Let α ∈
�\�(Q) ⊆ �\�(P ). Now, for any w ∈ WP and rational dominant weight λ,
we have

ωα∨(w
−1λ) = uvωα∨(λ) = uωα∨(λ) = ωα∨(u

−1λ)

because v ∈WQ acts trivially on any ωα∨ , where α ∈ �\�(Q). This proves the
corollary.

1.3. Generalizations to Branching Schubert Calculus

In this section we give generalizations of Theorems 1.1 and 1.2. We remark that
the generalization of Theorem 1.1 was also independently obtained by Ressayre
in [13]. Let G̃ be any connected semisimple subgroup of G, and fix maximal tori
and Borel subgroups H̃ ⊆ B̃ ⊆ G̃ and H ⊆ B ⊆ G such that H̃ = H ∩ G̃ and
B̃ = B ∩ G̃. For any parabolic subgroup P ⊆ G containing B, we define the par-
abolic subgroup P̃ := P ∩ G̃ of G̃. Consider the G̃-equivariant embedding of flag
varieties

φz : G̃/P̃ ↪→ G/P



A Multiplicative Formula for Structure Constants 7

defined by φ(gP̃ ) := gP. The problem concerning “branching Schubert calculus”
is to compute the pullback

φ∗([Xw]) =
∑
w̃∈W̃P

cw̃w[Xw̃]

in terms of the Schubert basis in H ∗(G̃/P̃ ). If dimXw = dimG/P − dim G̃/P̃,
then φ∗([Xw]) = cw[pt] for some cw ∈ Z≥0. Consider the diagonal embedding
φ : G̃/P̃ ↪→ (G̃/P̃ )s, and let [Xw1×· · ·×Xws

] be a Schubert class inH ∗((G̃/P̃ )s ).
Then

φ∗([Xw1 × · · · ×Xws
]) =

s∏
k=1

[Xwk
].

Hence the problem of branching Schubert calculus is a generalization of the usual
Schubert calculus.

Let Q be a parabolic subgroup that contains P, and define Q̃ := Q ∩ G̃ to be
the corresponding parabolic subgroup of G̃. The embedding φ induces the maps

φ1 : G̃/Q̃ ↪→ G/Q and φ2 : Q̃/P̃ ↪→ Q/P

given by φ1(gQ̃) := gQ and φ2 := φ|Q̃/P̃ . The following result is an analogue of
Theorem 1.1.

Theorem 1.4. Let w = uv ∈WP, where u∈WQ and v ∈WP ∩WQ. Assume that

dimXw = dimG/P − dim G̃/P̃ and dimXu = dimG/Q− dim G̃/Q̃. (4)

If cw, cu, cv ∈Z≥0 are defined by

φ∗([Xw]) = cw[pt], φ∗1([Xu]) = cu[pt], φ∗2([Xv]) = cv[pt]

in H ∗(G̃/P̃ ),H ∗(G̃/Q̃),H ∗(Q̃/P̃ ), respectively, then cw = cu · cv.
The techniques used to prove Theorem 1.4 are the same as those used to prove
Theorem 1.1, so we provide only a brief overview in Section 5.

As in Section 1.1, we give a special set of the w ∈WP that satisfy the assump-
tions in Theorem 1.4 by generalizing the notion of Levi-movability.

Definition 1.4. We say w ∈WP is (LP ,φ)-movable if, for generic l ∈ LP , the
following induced map on tangent spaces is an isomorphism:

φ∗ : TeP̃ (G̃/P̃ )→
TeP (G/P )

TeP (lw−1Xw)
.

If φ is the diagonal embedding, then w = (w1, . . . ,ws) is (LP ,φ)-movable if and
only if w is LP -movable. We now give an analogue of Theorem 1.2. Let h̃ de-
note the Lie algebra of H̃, and let �G̃ ⊂ h̃∗ denote the simple roots of G̃. Let
�Q̃ ⊆ �G̃ denote the set of simple roots corresponding to the parabolic subgroup
Q̃ ⊆ G̃. Let Z denote the Lie algebra of the center of LQ.
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Theorem 1.5. Assume there exists a vector τ ∈ h̃∩Z such that α(τ) ≥ 0 for any
α ∈�G̃, with equality if and only if α ∈�Q̃. Let w = uv ∈WP, where u ∈WQ

and v ∈WP ∩WQ. If w is (LP ,φ)-movable, then the following statements hold :

(i) u is (LQ,φ1)-movable;
(ii) v is (L(LQ∩P),φ2)-movable.

The existence of τ ∈ h̃∩Z in Theorem 1.5 is a restriction on the choice of Q ⊆ G.

In the case of the diagonal embedding, the vector τ exists if and only if the para-
bolic subgroup Q ⊆ G = G̃s is of the formQ = Q̃s for some parabolic subgroup
Q̃ ⊂ G̃.

Theorem 1.5 implies that if w ∈WP is (LP ,φ)-movable, then w satisfies the
conditions in (4) and hence we can decompose the associated structure constant cw.
As with Theorem 1.4, the proof of Theorem 1.5 follows the same outline as the
proof in the diagonal embedding case.

Acknowledgments. I would like to thank Prakash Belkale for suggesting I in-
vestigate these product formulas. I would also like to thank Shrawan Kumar for
ideas and comments on Theorem 1.2, for pointing out that Theorems 1.1 and 1.2
could be generalized to the branching Schubert calculus setting, and for his overall
generous input. Finally, I would like to thank the referee for valuable comments
and suggestions.

2. Preliminaries

Let G be a connected, simply connected, semisimple complex algebraic group.
Fix a Borel subgroupB and a maximal torusH ⊆ B. LetW := NG(H )/H denote
the Weyl group of G, where NG(H ) is the normalizer of H in G. Let P ⊆ G be a
standard parabolic subgroup (P contains B), and let LP denote the Levi subgroup
of P containing H. Denote the Lie algebras of G,H,B,P,LP by the respective
fraktur letters g, h, b, p, lP .

Let R ⊆ h∗ be the set of roots and let R± ⊆ R denote the set of positive roots
(negative roots). Let RP denote the set of roots corresponding to lP , and let R±

P

denote the set of positive roots (negative roots) with respect to the Borel subgroup
BP := B ∩ LP of LP .

Let WP be the set of minimal-length representatives of the coset spaceW/WP ,
where WP is the Weyl group of P (or LP). For any w ∈ WP, define the Schu-
bert cell

Xw := BwP/P ⊆ G/P.

We denote the cohomology class of the closure X̄w by [Xw]∈H ∗(G/P ). We begin
with some basic lemmas on the Weyl groupW.

Lemma 2.1. The map η : WQ × (WP ∩WQ) → WP given by (u, v) �→ uv is
well-defined and a bijection.

Proof. SinceW = ⊔
u∈WQ uWQ, we have thatW/WP = ⊔

u∈WQ uWQ/WP . It suf-
fices to show that if v ∈WP ∩WQ then uv ∈WP. Let & : W → Z≥0 denote the
length function onW. For any v ′ ∈WP we have that
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&(uvv ′) = &(u)+ &(vv ′) = &(u)+ &(v)+ &(v ′) = &(uv)+ &(v ′),

since u∈WQ, vv ′ ∈WQ, v ∈WP, and v ′ ∈WP . Hence uv ∈WP.

Lemma 2.1 shows that, for anyw ∈WP, there is a unique u∈WQ and v ∈WP∩WQ

such thatw = uv. We will assume this relationship betweenw, u, v given anyw ∈
WP. If these groups’ elements are indexed by wk ∈WP, then we write wk = ukvk
accordingly.

Note that the flag variety Q/P � LQ/(LQ ∩ P) for LQ the Levi subgroup of
Q. Under this identification, the Schubert cell Xv � BQv(LQ ∩ P)/(LQ ∩ P).

Lemma 2.2. For any w = uv ∈WP, we have u−1Xw ∩Q/P = Xv.

Proof. Let X ′
w denote the subset of LQ/(LQ ∩ P) identified with u−1Xw ∩Q/P

under the isomorphism Q/P � LQ/(LQ ∩ P). Since v ∈WQ, it follows that

u−1Xw ∩Q/P = (u−1BuvP ∩Q)P/P = (u−1Bu ∩Q)vP/P.

By [10, Exer. 1.3.E], the group BQ ⊆ u−1Bu ∩ Q and hence BQv(LQ ∩ P)/

(LQ ∩ P) ⊆ X ′
w. Since the BQ-orbits of LQ/(LQ ∩ P) are in bijection with

WP ∩WQ, the set X ′
w cannot contain more than a single BQ-orbit. This proves the

lemma.

3. Structure Coefficients and Transversality

In this section we prove Theorem 1.1. Assume that (w1, . . . ,ws) ∈ (WP )s satisfy
the conditions (2), and let wk = ukvk with respect to Lemma 2.1. We begin by
considering the following G-variety. Define

Y = Y(u1, . . . , us) :=
{
(ḡ; ḡ1, . . . , ḡs)∈G/Q× (G/B)s

∣∣∣ ḡ ∈
s⋂

k=1

gkXuk

}
,

where the action G on Y is the diagonal action. We now prove that Y is smooth
and irreducible. Define

Ỹ := G×Q (Qu
−1
1 B/B × · · · ×Qu−1

s B/B).

Note that if ḡ ∈ gkXuk then by [2, Lemma 1] we have g−1gk = qku
−1
k for some

qk ∈Q. Because translated Schubert varieties of the form qu−1
k Xuk are precisely

those that contain the identity, we can view Ỹ as the parameter set of all intersec-
tions

⋂s
k=1 gkXuk that contain the identity up to translation paired with a point

in G.

Lemma 3.1. The G-equivariant map ξ : Ỹ → Y given by

ξ((g; q1u
−1
1 , . . . , qsu

−1
s )) = (ḡ; gq1u

−1
1 , . . . , gqsu

−1
s ) (5)

is well-defined and an isomorphism. Moreover, Y is smooth and irreducible.

Proof. If ξ is an isomorphism, then the irreducibility and smoothness of Y fol-
lows from the irreducibility of smoothness of Ỹ. The fact that ξ is an isomorphism
is a consequence of [12, Lemma 6.1].
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Lemma 3.2. For any u∈WQ, the map Qu−1B/B → Q/B given by qu−1 �→ q is
well-defined and Q-equivariant.

Proof. Let q1, q2 ∈Q such that q1u
−1B = q2u

−1B. Thenuq−1
2 q1u

−1∈B. It suffices
to show that q−1

2 q1 ∈ B—in other words, that Q ∩ u−1Bu ⊆ B. By [4, Prop. 2.1],
the intersectionQ∩u−1Bu is connected; hence it is enough to show that q∩u−1b ⊆
b. We look at the set of roots RQ ∩ u−1R+ corresponding to q ∩ u−1b. Since u ∈
WQ, we have that uR+

Q ⊆ R+ and uR−
Q ⊆ R−. Thus

RQ ∩ u−1R+ = u−1(uRQ ∩ R+) = u−1(uR+
Q ) ⊆ R+.

This proves the lemma.

Assume we have (ḡ; ḡ1, . . . , ḡs) ∈ G/P × (G/B)s such that ḡ ∈ ⋂s
k=1 gkXwk

. It
is easy to see that (ḡQ; ḡ1, . . . , ḡs) ∈Y. Since eP ∈ g−1gkXwk

, it follows from [2,
Lemma 1] that g−1gkXwk

= pkv
−1
k u

−1
k Xwk

for some pk ∈ P. Set qk = pkv
−1
k ∈Q.

By Lemma 2.2,

g−1gkXwk
∩Q/P = qk(u

−1
k Xwk

∩Q/P) = qkXvk .

We consider the points of Y that satisfy the following property.

Definition 3.3. We say that (ḡ; ḡ1, . . . , ḡs)∈Y has property P1 if:

(i)
⋂s

k=1(g
−1gkXwk

∩ Q/P) is transverse at every point in the intersection in
Q/P ; and

(ii) for any (q1, . . . , qs) ∈Qs such that g−1gkXuk = qku
−1
k Xuk ⊆ G/Q for all k,

the intersection
s⋂

k=1

qkXvk =
s⋂

k=1

qkX̄vk ⊆ Q/P.

Proposition 3.4. The set of points in Y with property P1 contains a nonempty
G-stable open subset.

Proof. By Kleiman’s transversality [7] there exists a nonempty open set O ⊆
(Q/B)s such that, for any (q1, . . . , qs)∈O, the following conditions are satisfied:

•
⋂s

k=1 qkXvk ⊆ Q/P is transverse at every point in the intersection; and
•

⋂s
k=1 qkXvk =

⋂s
k=1 qkX̄vk .

Moreover, we can choose O to be stable under the diagonal action of Q on
(Q/B)s by replacing O with

⋃
q∈Q qO. Consider the map

ξ̃ : Y → G×Q (Q/B)
s

defined by ξ̃ := ζ � ξ−1, where

ζ((g; q1u
−1
1 , . . . , qsu

−1
s )) := (g; q1, . . . , qs).

By Lemma 3.2, the map ξ̃ is well-defined and G-equivariant. Clearly any

(g; g1, . . . , gs)∈ ξ̃−1(G×Q O)

satisfies property P1.
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Proof of Theorem 1.1. Assume that cu �= 0. We first show that there exists
(ḡ1, . . . , ḡs)∈ (G/B)s satisfying three conditions as follows.

(i)
⋂s

k=1 gkXwk
is transverse at every point of the intersection in G/P, and

s⋂
k=1

gkXwk
=

s⋂
k=1

gkX̄wk
.

(ii)
⋂s

k=1 gkXuk is transverse at every point of the intersection in G/Q, and

s⋂
k=1

gkXuk =
s⋂

k=1

gkX̄uk .

(iii) For every x ∈⋂s
k=1 gkXuk , we have that (x; ḡ1, . . . , ḡs)∈Y has property P1.

By Kleiman’s tranversality [7], there exists an open subset O1 ⊆ (G/B)s such
that every point in O1 satisfies conditions (i) and (ii). By Proposition 3.4, there
exists a nonempty open subsetY ◦ ⊆ Y such that every point inY ◦ has property P1.
Consider the projection of Y onto its second factor,

σ : Y → (G/B)s.

Since cu �= 0, the morphism σ is dominant. Moreover, the fibers of σ are generi-
cally finite and hence dimY = dim(G/B)s. Since Y is irreducible, we have that

dim σ(Y\Y ◦) ≤ dimY\Y ◦ < dimY = dim(G/B)s.

Define the nonempty open set O2 := (G/B)s\(σ(Y\Y ◦)). Any (ḡ1, . . . , ḡs) ∈
O1 ∩ O2 satisfies conditions (i)–(iii). Assume that (ḡ1, . . . , ḡs) ∈ O1 ∩ O2 ⊆
(G/B)s. Conditions (i) and (ii) imply that

∣∣∣∣
s⋂

k=1

gkXwk

∣∣∣∣ = cw and

∣∣∣∣
s⋂

k=1

gkXuk

∣∣∣∣ = cu.

Consider the G-equivariant projection π : G/P � G/Q. If ḡ ∈⋂s
k=1 gkXuk , then

condition (iii) implies that (ḡ; ḡ1, . . . , ḡs) ∈ Y has property P1. By Lemma 2.2,
we have∣∣∣∣

s⋂
k=1

gkXwk
∩ π−1(ḡ)

∣∣∣∣ =
∣∣∣∣

s⋂
k=1

qku
−1Xwk

∩Q/P

∣∣∣∣ =
∣∣∣∣

s⋂
k=1

qkXvk

∣∣∣∣ = cv , (6)

where we choose qk ∈Q such that g−1gkXwk
= qku

−1
k Xwk

.

If cw = 0, then
⋂s

k=1 gkXwk
= ∅. Equation (6) now implies that cv = 0 and

hence cw = cu · cv.
If cw �= 0 then we have the surjection

π

( s⋂
k=1

gkXwk

)
=

s⋂
k=1

gkXuk ,

and equation (6) again implies that cw = cu · cv.
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Finally, if cu = 0 then cw = 0 since, for generic (ḡ1, . . . , ḡs)∈ (G/B)s, we have

π

( s⋂
k=1

gkXwk

)
⊆

s⋂
k=1

gkXuk = ∅.

Hence we still have cw = cu · cv.

4. Applications to Levi-Movability

One application of Theorem 1.1 is computing structure coefficients that correspond
to Levi-movable s-tuples in (WP )s. We begin with some preliminaries on Lie the-
ory. Let � = {α1,α2, . . . ,αn} ⊂ R+ be the set of simple roots of G, where n is
the rank of G. Note that the set � forms a basis for h∗, and let {x1, x2, . . . , xn} ⊆
h be the dual basis to � such that

αi(xj ) = δi,j .

Let �(P ) ⊂ � denote the simple roots associated to P (i.e., the simple roots that
generate R+

P ). For any parabolic subgroup P and w ∈WP, define the character

χP
w := ρ − 2ρP + w−1ρ;

here ρ is the half-sum of all the roots in R+ and ρP is the half-sum of roots in R+
P .

The following proposition is proved in [2] using geometric invariant theory.

Proposition 4.1 [2, Thm. 15]. If (w1, . . . ,ws) is LP -movable, then for every
αi ∈�\�(P ) we have

(( s∑
k=1

χP
wk

)
− χP

1

)
(xi) = 0.

Proof of Theorem 1.2. Recall that, by Lemma 2.1, for any w ∈WP we have w =
uv such that u ∈ WQ and v ∈ WP ∩WQ. For any pair of parabolic subgroups
P ⊆ Q, let T P := TeP (G/P ) and T P,Q := TeP (Q/P ). For any w ∈ WP and
p ∈ P, we have the subspace pT P

w := TeP (pw
−1Xw) ⊆ T P. The condition for

Levi-movability is equivalent to the condition that the diagonal map

φ : T P →
s⊕

k=1

T P/lkT
P
wk

be an isomorphism for generic (l1, . . . , ls)∈ (LP)s. Consider the diagram

T P,Q ↪ ��

φ2

��

T P �� ��

φ

��

T Q

φ1

��
s⊕

k=1

T P,Q

lkT
P,Q
vk

↪ ��

s⊕
k=1

T P

lkT
P
wk

�� ��

s⊕
k=1

T Q

lkv
−1
k T

Q
uk

(7)
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where φ1 and φ2 are the diagonal maps corresponding (respectively) to G/Q

and Q/P. It suffices to show that if φ is an isomorphism then φ1 and φ2 are
isomorphisms.

Fix (l1, . . . , ls) ∈ (LP)
s so that φ is an isomorphism. By the commutativity of

diagram (7), dim cokerφ1 = 0 (since dim cokerφ = 0). If dim kerφ1 = 0 then φ1

is an isomorphism, which proves part (i). Since φ is injective, φ2 is also injective.
By the snake lemma, we have that

dim kerφ1 = dim cokerφ2 = 0.

Hence φ2 is an isomorphism, which proves part (ii). We now prove that

dim kerφ1 = 0.

Since φ1 is surjective, the map

φ1 : T Q/kerφ1 →
s⊕

k=1

T Q

liv
−1
k T

Q
uk

is an isomorphism. As a consequence, the induced map on top exterior powers,

71 : det(T Q/kerφ1)→ det

( s⊕
k=1

T Q

lkv
−1
k T

Q
uk

)
,

is nonzero. Identifying the character group X(H ) with the weight lattice in
h∗ shows that h acts on the complex line det(T Q/kerφ1) by the character
−χQ1 − β, where β is the sum of roots in kerφ1. Similarly, h acts diagonally on

det
(⊕s

k=1
T Q

lkv
−1
k T

Q
uk

)
by the character −∑s

i=1χ
Q
ui
. It is easy to see that the map 71

is equivariant with respect to the action of the center of LQ. In particular, for any
αi ∈�\�(Q),

(χ
Q
1 + β)(xi) =

s∑
k=1

χQuk (xi).

For any w = uv ∈WP and αi ∈�\�(Q), we have

χP
w(xi) = (ρ − 2ρP )(xi)+ w−1ρ(xi)

= ρ(xi)− ρ(uvxi)

= (ρ − 2ρQ)(xi)+ u−1ρ(xi)

= χQu (xi)

because the Weyl groupWQ acts trivially on xi and ρP(xi) = ρQ(xi) = 0. Hence,
by Proposition 4.1, we have

β(xi) =
(( s∑

k=1

χQui

)
− χ

Q
1

)
(xi) =

(( s∑
i=1

χP
wi

)
− χP

1

)
(xi) = 0

for all αi ∈�\�(Q). But
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kerφ1 ⊆ T Q =
⊕

α∈R−\R−
Q

gα ,

where gα denotes the root space of g corresponding to α. Hence −β is a pos-
itive linear combination of positive simple roots in �\�(Q). This implies that
dim kerφ1 = 0, which proves Theorem 1.2.

5. Branching Schubert Calculus

In this section we generalize Theorems 1.1 and 1.2 to the setting of branching Schu-
bert calculus. These generalizations are stated in Theorems 1.4 and 1.5. Since the
proofs are similar to those for Theorems 1.1 and 1.2, we leave several details to the
reader. Let G̃ be any connected semisimple subgroup of G, and fix maximal tori
and Borel subgroups H̃ ⊆ B̃ ⊆ G̃ and H ⊆ B ⊆ G such that H̃ = H ∩ G̃ and
B̃ = B ∩ G̃. As in Theorem 1.1, we consider a pair of parabolic subgroups P ⊆ Q

in G that contain B. Define the parabolic subgroups

P̃ := P ∩ G̃ and Q̃ := Q ∩ G̃,

and consider the maps

φ : G̃/P̃ ↪→ G/P,

φ1 : G̃/Q̃ ↪→ G/Q,

φ2 : Q̃/P̃ → Q/P

defined by φ(gP̃ ) := gP, φ1(gQ̃) := gQ, and φ2 := φ|Q̃/P̃ . Consider the follow-
ing commutative diagram:

Q̃/P̃ ↪ ��

φ2

��

G̃/P̃
π �� ��

φ

��

G̃/Q̃

φ1

��

Q/P ↪ �� G/P �� �� G/Q

(8)

For any w ∈WP such that dimXw = dimG/P − dim G̃/P̃, we have the asso-
ciated structure constant cw ∈Z≥0 defined by

φ∗([Xw]) = cw[pt].

By Lemma 2.1, we can write w = uv for u∈WQ and v ∈WP ∩WQ. We show that
if condition (4) is satisfied then cw = cu · cv , where

φ∗1([Xu]) = cu[pt] and φ∗2([Xv]) = cv[pt].

5.1. Proof of Theorem 1.4

If w ∈WP satisfies condition (4), then there exists a nonempty open subset O1 ⊆
G/B such that, if ḡ ∈O1, then the cardinality of inverse images

|φ−1(gXw)| = cw and |φ−1
1 (gXu)| = cu.
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Consider the projection π : G̃/P̃ → G̃/Q̃. By the commutativity of diagram (8),
we have that π(φ−1(gXw)) ⊆ φ−1

1 (gXu). Therefore, if cu = 0 then cw = 0.
Assume that cu �= 0. It suffices to show that (a) for generic ḡ ∈G/B, the map π

restricted to φ−1(gXw) is surjective when cw �= 0 and (b) for any h̄∈ φ−1
1 (gXu)we

have |π−1(h̄) ∩ φ−1(gXw)| = cv. Following the proof of Theorem 1.1, we define
the set

Y := {(h̄, ḡ)∈ G̃/Q̃×G/B | φ(h̄)∈ gXu}.
By an analogue of Lemma 3.1, the set Y is a smooth irreducible G̃-variety. Simi-
larly, by an analogue of Proposition 3.4, the set of points in Y with the following
property P2 contains a nonempty open subset of Y.

Definition 5.1. We say (h̄, ḡ)∈Y has property P2 if:

(i) the intersection (h−1gXw ∩Q/P) ∩ φ2(Q̃/P̃ ) is transverse at every point in
Q/P ; and

(ii) for any q ∈Q such that h−1gXu = qu−1Xu ⊆ G/Q, the intersection

qXv ∩ φ2(Q̃/P̃ ) = qX̄v ∩ φ2(Q̃/P̃ ) ⊆ Q/P.

Let Y ◦ ⊆ Y be a nonempty open set whose points have property P2, and let
σ : Y → G/B denote the projection onto the second factor of Y. By the proof of
Theorem 1.1, the setO2 := (G/B)\σ(Y\Y ◦) is an open subset ofG/B. Moveover,
if g ∈ O1 ∩ O2 and cw �= 0, then π(φ−1(gXw)) = φ−1

1 (gXu). By [2, Lemma 1]
we can choose q ∈Q such that h−1gXw = qu−1Xw. By Lemma 2.2, for any h̄ ∈
φ−1

1 (gXu) we have

|π−1(h̄) ∩ φ−1(gXw)| = |qu−1Xw ∩Q/P ∩ φ2(Q̃/P̃ )|
= |qXv ∩ φ2(Q̃/P̃ )| = cv. (9)

If cw = 0 then equation (9) implies that cv = 0. In either case, cw = cu · cv. This
proves Theorem 1.4.

5.2. Proof of Theorem 1.5

Let R̃ denote the set of roots of G̃ with respect to the torus H̃, and let R̃+ de-
note the set of positive roots with respect to the Borel subgroup B̃. Let �G̃ :=
{α̃1, . . . , α̃m} ⊆ R̃+ denote the simple roots of G̃, where m is the rank of G̃. Let
{x̃1, . . . , x̃m} ⊆ h̃ denote the dual basis to �G̃. For any parabolic subgroup Q̃ ⊆
G̃ that contains B̃, let R̃+

Q̃
denote the positive roots of Q̃ or LQ̃ and let �Q̃ :=

�G̃(Q̃) ⊆ �G̃ denote the corresponding simple roots. Consider the following dia-
gram, which is analogous to (7). By an abuse of notation we will use φ,φ1,φ2 to
denote the induced map on Lie algebras.

T̃ P,Q ↪ ��

φ2

��

T̃ P �� ��

φ

��

T̃ Q

φ1

��

T P,Q

lT P,Q
v

↪ ��
T P

lT P
w

�� ��
T Q

lv−1T Q
u

(10)
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Since w ∈WP is (LP ,φ)-movable, the map φ is an isomorphism for general l ∈
LP . By the snake lemma, it suffices to show that φ1 is injective. Let β ∈ h̃∗ denote
the sum of roots corresponding to kerφ1. Following the proof of Theorem 1.2, it
suffices to show that β(x̃i) = 0 for all α̃i ∈�G̃\�Q̃, since kerφ1 ⊆ T̃ Q. Consider
the group

C := H̃ ∩ Z(LQ),

where Z(LQ) denotes the center of LQ. Observe that C ⊆ Z(LQ̃) and that
Lie(C) = h̃ ∩ Z, where Z denotes the Lie algebra of Z(LQ). Since C ⊆ H̃,
we have induced C-module structures on T̃ P, T̃ Q, and T̃ P,Q. Similarly, since C ⊆
Z(LQ), we have induced C-module structures on T P, T Q, and T P,Q. It is easy to
see that the maps φ, φ1, and φ2 are C-equivariant. Since φ is an isomorphism and
φ1 is surjective, the induced C-equivariant maps

7 : det(T̃ P )→ det(T P/lT P
w )

and
71 : det(T̃ Q/kerφ1)→ det(T Q/lv−1T Q

u )

are nonzero. Let i : G̃ ↪→ G denote the embedding of G̃ into G, and define the
character

χ̃ P̃ := 2(ρ̃ − ρ̃P̃ ),

where ρ̃ is the half-sum of all roots in R̃+ and ρ̃P̃ is the half-sum of all roots in
R̃+
P̃
. Then h̃ acts on det(T̃ P ) by the character −χ̃ P̃. For any τ ∈Lie(C) we have

β(τ) = (i∗χQu − χ̃Q̃)(τ ) = (i∗χP
w − χ̃ P̃ )(τ ) = 0,

since the isomorphisms 7 and 71 are C-equivariant. By the assumptions of
Theorem 1.5 there exists a vector τ0 ∈ Lie(C) such that α(τ0) ≥ 0 for any α ∈
�G̃, with equality if and only if α ∈�Q̃. This implies that β(x̃i) = 0 for all α̃i ∈
�G̃\�Q̃ and hence that dim kerφ1 = 0, proving Theorem 1.5.
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