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Sharp Sobolev Inequalities
in Critical Dimensions

Yuxin Ge

1. Introduction

LetK ∈N and� ⊂ RN (N ≥ 2K + 1) be a regular bounded domain inRN. We
consider the semilinear polyharmonic problem

(−1)Ku = λu+ |u|s−2u in �, (1)

where
s := 2N

N − 2K
denotes the critical Sobolev exponent. ForK = 1, Brezis and Nirenberg [3] stud-
ied the existence of positive solutions of (1) with homogenous Dirichlet boundary
conditions

u = 0 on ∂�. (2)

They discovered the following remarkable phenomenon: the qualitative behavior
of the set of solutions of (1) and (2) is highly sensitive toN, the dimension of the
space. To state their result precisely, let us denote byλ1 > 0 the first eigenvalue
of −1 in �. Brezis and Nirenberg showed forK = 1 that: (a) in dimensionN ≥
4, there exists a positive solution of (1) and (2) if and only ifλ ∈ (0, λ1); while
(b) in dimensionN = 3 and when� = B1 is the unit ball, there exists a positive
solution of (1) and (2) if and only ifλ∈ (λ1/4, λ1).

Pucci and Serrin [13] later considered the general polyharmonic problem (1)
with K ≥ 1 and with homogenous Dirichlet boundary conditions given by

Dku = 0 on ∂� for k = 0, . . . , K −1. (3)

HereDku denotes any derivative of orderk of the functionu. Pucci and Serrin
were interested in the existence of nontrivial radial solutions of (1) subject to the
boundary conditions (3) in the case� = B1. They introduced the notion ofcriti-
cal dimensionsfor (1) and (3) as the dimensionsN for which radial solutions exist
only forλ > λ∗,whereλ∗ > 0. Moreover, they conjectured that, givenK ≥ 1, the
critical dimensions are given by 2K + 1 ≤ N ≤ 4K − 1. It is shown in [7] that
the dimensionsN ≥ 4K are not critical, and the conjecture of Pucci and Serrin
has been partially solved; see [1; 4; 8; 13; 14] and the references therein.

The critical dimensions are intimately related to the existence of sharp Sobolev
inequalities. Indeed, motivated by the nonexistence results in [3], Brezis and Lieb
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[2] proved that, for any bounded set� in R3, there exists a constantC > 0 (de-
pending on�) such that

S(R3)‖f ‖2
L6(�)
+ C‖f ‖2

L3
w(�)
≤ ‖∇f ‖2

L2(�)
∀f ∈H1

0(�), (4)

where:

S(R3) := inf
f∈H1

0(�)\{0}

‖∇f ‖2
L2

‖f ‖2
L6

= inf
f∈H1

0(R
3)\{0}

‖∇f ‖2
L2

‖f ‖2
L6

is the best Sobolev constant for the embeddingH1
0(�) ↪→ L6(�); ‖f ‖Lq(�) is the

Lq-norm; andLqw(�) denotes the weakLq-norm, defined by

‖f ‖Lqw(�) := sup
A⊂�, |A|>0

|A|(1−q)/q
∫
A

|f |. (5)

This result has more recently been generalized by Gazzola and Grunau [5] to any
HK

0 forK ≥ 1. More precisely, for any bounded domain� ⊂ RN with 2K +1≤
N ≤ 4K −1, they proved that there exists a constantC > 0 (depending onN, K,
and�) such that

SK(RN)‖f ‖2Ls(�) + C‖f ‖2LN/(N−2K)
w (�)

≤ ‖f ‖2K,2,� ∀f ∈HK
0 (�). (6)

In (6) we have, by definition,

‖f ‖2K,2,� :=


∫
�

((−1)Mf )2 dx if K = 2M is even,∫
�

|∇(−1)Mf |2 dx if K = 2M +1 is odd,
(7)

and

SK(RN) := inf
f∈HK

0 (�)\{0}
‖f ‖2K,2,�
‖f ‖2Ls(�)

= inf
f∈HK

0 (R
N )\{0}

‖f ‖2
K,2,RN

‖f ‖2
Ls(RN )

(8)

is the best Sobolev constant for the embeddingHK
0 (�) ↪→ Ls(�). Recall that the

exponents is defined bys = 2N
N−2K .

In this paper, we pursue the study of these sharp Sobolev inequalities for some
function spaces that are naturally associated to variational problems. More pre-
cisely, we consider the space

HK
θ (�) =

{
v ∈HK(�)

∣∣ (−1)iv = 0 on ∂� ∀0 ≤ i <
[
K +1

2

]}
,

where
[
K+1

2

] = M + 1 if K = 2M + 1 is odd and
[
K+1

2

] = M + 1 if K =
2M + 2 is even. This definition is motivated by the fact that Navier conditions

(−1)iu = 0 on ∂�,

for all 0 ≤ i ≤ K − 1, are natural boundary conditions for critical points of
variational problems involving higher powers of−1. Granted this definition, we
establish the following sharp Sobolev inequality.
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Theorem 1. Let� be a regular bounded domain inRN and let2K + 1≤ N ≤
4K − 1. Then, for any1≤ q < N

N−2K , there exists a constantC > 0 (depending
on�, N, K, andq) such that

SK(RN)‖f ‖2Ls(�) + C‖f ‖2Lq(�) ≤ ‖f ‖2K,2,� ∀f ∈HK
θ (�). (9)

This result means that, on regular bounded domains, the classical Sobolev inequal-
ity associated to the embedding

HK
θ (�) ↪→ Ls(�)

with optimal constantSK(RN) can be improved by adding a remainder term of
L2-norm precisely when 2K + 1≤ N ≤ 4K − 1. Therefore, in some sense, this
result describes the relation between the sharp inequalities for a Sobolev embed-
ding and the critical dimensions conjectured by Pucci and Serrin [13].

This paper is organized as follows. In Section 2, we study the best constant in-
volving the critical exponent in the Sobolev inequality. Section 3 is devoted to the
proof of Theorem 1.

2. Best Constants for Sobolev Inequalities

In this section, we analyze the best Sobolev constants for functions defined either
on the whole space or on the half spaceRN+ := {x = (x1, . . . , xN) | x1 > 0}.
Using this, we obtain the best Sobolev constants for functions defined in bounded
domains. By definition, the spaceDK,2(RN) (resp.DK,2(RN+)) is the completion
of C∞0 (RN) (resp.C∞0 (RN+)) for the norm‖·‖K,2,RN (resp.‖·‖K,2,RN+). We also
define

DK,2θ (RN+) :=
{
u|RN+

∣∣ u∈DK,2(RN) and(−1)iu = 0 on x1= 0

∀0 ≤ i <
[
K +1

2

]}
.

Finally, we set

SK,0(RN) := inf {‖u‖2
K,2,RN | u∈DK,2(RN) and‖u‖Ls(RN ) = 1},

SK,0(RN+) := inf {‖u‖2
K,2,RN+

| u∈DK,2(RN+) and‖u‖Ls(RN+) = 1},
SK,θ (RN+) := inf {‖u‖2

K,2,RN+
| u∈DK,2θ (RN+) and‖u‖Ls(RN+) = 1}.

Using the strategy developed in [18], we can show the following.

Theorem 2. Assume thatN ≥ 2K + 1; then the following equalities hold:

SK(RN) = SK,0(RN) = SK,0(RN+) = SK,θ (RN+).
Moreover,SK,0(RN) is achieved by a family of functions given by

UK,ε,y(x) := CN,K ε(N−2K)/2

(ε2 + |x − y|2)(N−2K)/2
, (10)

wherey ∈RN, ε > 0, and the constantCN,K is chosen so that‖UK,ε,y‖Ls(RN ) = 1.
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The proof of this result is based on Talenti’s comparison principle. Recall that, for
any functionφ, the Schwarz symmetrization ofφ is defined by

φ∗(x) := inf {y ≥ 0 | µ(y) < σN |x|N },
whereµ(y) := meas{x ∈ � | |φ(x)| > y} andσN is the measure of theN -
dimensional unit ball. Observe that, when the functionφ is defined over a bounded
set�, its Schwarz symmetrizationφ∗ is defined on the ball�∗ chosen so that
meas(�) = meas(�∗). Granted these definitions, Talenti’s comparison principle
can be stated as follows.

Proposition 1 [15]. Assume that� is a regular domain inRN and letu be a
weak solution of the problem{−1u = f in �,

u = 0 on ∂�,
(11)

with f ∈L2N/(N+2)(�). Then

u∗ ≤ v a.e. in�∗, (12)

wherev is the weak solution of{−1v = f ∗ in �∗,
v = 0 on ∂�∗.

(13)

This result can be easily generalized to give our next proposition.

Proposition 2. Letf ∈C∞0 (RN+) andα ∈N. Assume thatu is a weak solution
of the problem{

(−1)αu = f in RN+,
u = (−1)u = · · · = (−1)α−1u = 0 on ∂RN+.

(14)

Then
u∗ ≤ v a.e. inRN, (15)

wherev ∈D2α,2(RN) is the weak solution of

(−1)αv = f ∗ in RN. (16)

Proof. The proof is by induction onα. Whenα = 1, the result simply corresponds
to Talenti’s comparison principle. Now assume that the result is true forα = k.
For α = k + 1, using the above hypothesis together with the fact that−1v ∈
D2k,2(RN) yields

(−1u)∗ ≤ −1v a.e. inRN. (17)

Letw be the solution of the problem

−1w = (−1u)∗ in RN (18)

that satisfiesw→ 0 as|x| → ∞. Since−1 is a positive operator, the maximum
principle yields

v ≥ w a.e. inRN. (19)
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Applying Talenti’s comparison principle, we obtain

u∗ ≤ w a.e. inRN. (20)

The result of the proposition follows at once from (19) and (20).

Let us now recall another result of Talenti.

Proposition 3 [16]. Assumeu∈W 1,q(RN) for anyq ≥ 1. Then

‖∇(u∗)‖Lq(RN ) ≤ ‖∇u‖Lq(RN ). (21)

Remark. Using a simple density argument, it should be clear that this inequality
also holds whenu∈D1,2(RN).

Proof of Theorem 2.Givenu ∈ DK,2θ (RN+), we definef := (−1)
[
K

2

]
u. Observe

thatf ∈L2(RN+) whenK is even whereasf ∈D1,2(RN+) whenK is odd.
A classical density argument ensures the existence of a sequence of functions

(fn)n ⊂ C∞0 (RN+) such that

fn→ f in Lt(RN+),
where

t :=
{

2 whenK is even,
2N
N−2 when K is odd.

We setM := [K2] and consider the problem{
(−1)Mun = fn in RN+,

un = (−1)un = · · · = (−1)M−1un = 0 on ∂RN+.
(22)

It is clear thatfn ∈ Lp(RN+) for anyp ≥ 1. Therefore, applying standard elliptic
estimates, we see that for allα ∈N with |α| < M and for all 1≤ p,

‖(−1)αun‖Lq(RN+) ≤ C(p, α)‖fn‖Lp(RN+),
where the exponentq is defined by the identity

1

q
= 1

p
− 2(M − α)

N

and where the constantC(p, α) is independent ofn.
Now, let us definevn to be the solution of the problem{

(−1)Mvn = f ∗n in RN,

vn ∈ D2M,2(RN).
(23)

Using the contraction property of the Schwarz symmetrization, we obtain

‖vn − vm‖L2N/(N−2K)(RN ) ≤ C‖f ∗n − f ∗m‖Lt(RN ) ≤ C‖fn − fm‖Lt(RN+).
As n andm tend to∞, the right-hand side of this sequence of inequalities con-
verges to 0. This implies that(vn)n is a Cauchy sequence inL2N/(N−2K)(RN),
which is complete. Hence, there exists somev ∈L2N/(N−2K)(RN) such that
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vn→ v in L2N/(N−2K)(RN).

Moreover, we can also assume that (up to a subsequence) we have

vn→ v a.e. inRN.

On the other hand, observe that the sequence(vn)n is bounded inDK,2(RN) and,
sinceDK,2(RN) is reflexive, we can always assume that (up to a subsequence)

vn ⇀ v in DK,2(RN).
Furthermore,

‖f ∗n − f ∗‖Lt(RN ) ≤ ‖fn − f ‖Lt(RN+),
which implies

f ∗n → f ∗ in Lt(RN).
Thus

(−1)Mv = f ∗ in D ′(RN).
Standard elliptic estimates imply that

un→ u in DK,2(RN+),
un→ u in L2N/(N−2K)(RN+),

which in turn yield

u∗n→ u∗ in L2N/(N−2K)(RN+),

u∗n→ u∗ a.e. inRN.

We now use the result of Proposition 2, which gives

u∗n ≤ vn a.e. inRN.

Lettingn tend to infinity in this inequality, we conclude that

u∗ ≤ v a.e. inRN.

In the case whereK = 2M is even, we find

‖u‖Ls(RN+) = ‖u∗‖Ls(RN ) ≤ ‖v‖Ls(RN )
and

‖u‖K,2,RN+ = ‖(−1)Mu‖L2(RN+) = ‖((−1)Mu)∗‖L2(RN )

= ‖(−1)Mv‖L2(RN ) = ‖v‖K,2,RN .
Similarly, in the case whereK = 2M +1 is odd, we set

(−1)Mu(x) =
{
(−1)Mu(x) if x ∈RN+,
0 if x ∈RN \ RN+,

and we see that(−1)Mu ∈ D1,2(RN). This time, it follows from Proposition 3
that

‖u‖Ls(RN+) = ‖u∗‖Ls(RN ) ≤ ‖v‖Ls(RN )
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and

‖u‖K,2,RN+ = ‖∇(−1)Mu‖L2(RN ) ≥ ‖∇((−1)Mu)∗‖L2(RN )

= ‖∇((−1)Mu)∗‖L2(RN ) = ‖∇(−1)Mv‖L2(RN ) = ‖v‖K,2,RN .

From these relations, we obtain

‖u‖2
K,2,RN+

‖u‖2
Ls(RN+)

≥ ‖v‖
2
K,2,RN

‖v‖2
Ls(RN )

≥ SK,0(RN),

which already implies that

SK,θ (RN+) ≥ SK,0(RN). (24)

Granted thatDK,2(RN+) ⊂ DK,2θ (RN+), it should be clear that

SK,0(RN+) ≥ SK,θ (RN+). (25)

Hence, in order to complete the proof of the theorem, it remains to show that

SK,0(RN) ≥ SK,0(RN+).

Toward this end, assume thatu ∈ C∞0 (RN) with supp(u) ⊂ B(0, R) for some
R > 0; we setv(x) = u(x + 2Re1), wheree1 = (1,0, . . . ,0). Obviously,v ∈
C∞0 (RN+) and

‖u‖2
K,2,RN

‖u‖2
Ls(RN )

=
‖v‖2

K,2,RN+
‖v‖2

Ls(RN+)
≥ SK,0(RN+).

Minimizing over all functionsu on the left-hand side, we see that

SK,0(RN) ≥ SK,0(RN+). (26)

Combining this inequality with (24) and (25), we conclude that

SK,0(RN) = SK,0(RN+) = SK,θ (RN+).

Observe thatC∞0 (RN) ⊂ HK
0 (RN) ⊂ DK,2(RN) and also thatC∞0 (RN) is

dense inDK,2(RN). Therefore, we also have

SK(RN) = SK,0(RN).

Finally, the last statement in Theorem 2 follows from [14] and [19].
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We now turn to the study of the best Sobolev constants for bounded domains. Let
� be a regular bounded domain ofRN. We define

SK,θ (�) := inf
v∈HK

θ
(�)\{0}

‖v‖2K,2,�
‖v‖2Ls(�)

and

SK,0(�) := inf
v∈HK

0 (�)\{0}
‖v‖2K,2,�
‖v‖2Ls(�)

.

Granted these definitions, we will establish the following theorem.

Theorem 3. Assume thatN ≥ 2K + 1. Then

SK,0(�) = SK,θ (�) = SK(RN). (27)

Moreover, the infimumSK,θ (�) (resp.SK,0(�)) is not achieved—that is, it is not
achieved by any functionu∈HK

θ (�) (resp.u∈HK
0 (�)).

The proof of this result requires two technical lemmas, the first of which relies on
Lions’s concentration compactness principle.

Lemma 1. Assume thatN > 2K and thatSK,θ (�) < SK(RN). Then every min-
imizing sequence(un)n of SK,θ (�) is relatively compact inHK

θ (�).

Proof. Let (un)n be a minimizing sequence forSK,θ (�) in HK
θ (�); that is,

‖un‖2K,2,�→ SK,θ (�) asn→∞ and‖un‖Ls(�) = 1.
In particular,(un)n is a bounded sequence inHK

θ (�),which is reflexive. There-
fore, we can extract a subsequence (still denoted(un)n) such that

un ⇀ u weakly inHK
θ (�) and un ⇀ u weakly inLs(�).

Let us denote byM(RN) the space of nonnegative Radon measures onRN that
have finite mass, and letζ� denote the indicatrix function of the set�. We define
µn := ζ�FK(un) dx andνn := ζ�|un|s dx, where

FK(v) :=
{
((−1)Mv)2 if K = 2M is even,

|∇(−1)Mv|2 if K = 2M +1 is odd.

It is easy to see that the sequences of measures(µn)n and(νn)n are bounded in
M(RN). Up to a subsequence, we may always assume that

µn ⇀ µ and νn ⇀ ν

weakly in the sense of measures for some bounded nonnegative measuresµ and
ν onRN.

It follows from the concentration compactness principle of Lions [11] (see also
[6] for a simplified blow-up analysis in the case of bounded domains) that there
exists a setJ (at most countable) and a set of points{xj | j ∈ J } ⊂ �̄ such that

ν = ζ�|u|s dx +
∑
i∈J

νj δxj



Sharp Sobolev Inequalities in Critical Dimensions 35

and
µ ≥ ζ�FK(u) dx +

∑
i∈J

µj δxj ,

whereµj ≥ ν
(N−2K)/N
j SK(RN) if xj ∈ � andµj ≥ ν

(N−2K)/N
j SK,θ (RN+) if xj ∈

∂�. According to Theorem 2, we find

ν(RN) = 1= ‖u‖sLs(�) +
∑
i∈J

νj

and also

µ(RN) = SK,θ (�) ≥ ‖u‖2K,2,� +
∑
i∈J

µj

≥ SK,θ (�)(‖u‖sLs(�))(N−2K)/N + SK(RN)
∑
i∈J
(νj )

(N−2K)/N .

Finally, the functiont 7→ t (N−2K)/N is concave and so we have

‖u‖Ls(�) = 1.

Hence, it follows at once from weak lower semicontinuity that

‖u‖2K,2,� ≤ lim inf
n→∞ ‖un‖

2
K,2,� = SK,θ (�).

This completes the proof of Lemma 1.

The second technical lemma reads as follows.

Lemma 2. Letu be any weak solution of{
(−1)Ku = λ|u|q−2u+ |u|s−2u in �,

u = (−1)u = · · · = (−1)K−1u = 0 on ∂�,
(28)

where2 ≤ q < s andλ∈R. Thenu is smooth.

In [18], Vorst proved this lemma for the caseK = 2. Since his proof can easily be
adapted to treat the general case, we omit the details.

The next lemma is a consequence of the well-known Pohozaev identity.

Lemma 3. Let � = B1 be the unit ball inRN, and assume thatN ≥ 2K + 1
and 2 ≤ q < s. Then there existsλ0 := λ0(N, q,K) > 0 (depending only on
N, q, andK) such that(28) has no positive radial solutionu ∈C2K(�̄) that is a
decreasing function ofr = |x|, provided one of following conditions is satisfied.

(1) λ ≤ 0.
(2) 2K < N < 4K, 2 ≤ q ≤ 4K

N−2K , andλ∈ (0, λ0).

Proof. First we observe that

(−1)Ku ≥ 0 in B1.

Using the maximum principle for the operator−1 inductively, we obtain for any
i = 0, . . . , K that
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(−1)iu ≥ 0 in B1.

Applying the Hopf lemma, for anyi = 0, . . . , K −1 we have

− ∂
∂r
(−1)iu > 0 on ∂B1. (29)

Now consideru, a radial solution of (28). Multiplying (28) byr∂ru and inte-
grating by parts, we obtain the following Pohozaev formulas (see [12]):(

N

q
− N − 2K

2

)
λ

∫
B1

uq(x) dx

=
M−1∑
k=0

∫
∂B1

((−1)ku)′(1)((−1)K−k−1u)′(1) dσ (30)

if K = 2M is even, and(
N

q
− N − 2K

2

)
λ

∫
B1

uq(x) dx =
M−1∑
k=0

∫
∂B1

((−1)ku)′(1)((−1)K−k−1u)′(1) dσ

+ 1

2

∫
∂B1

[((−1)Mu)′(1)]2 dσ (31)

if K = 2M+1 is odd. Here and below,′ denotes the partial derivative with respect
to r, namely∂r .

Assume thatλ ≤ 0. Then (30) and (31) imply that

−((−1)iu)′(1) = 0 (32)

for all i = 0, . . . , K −1, which clearly contradicts (29).
Having ruled out the case whereλ ≤ 0, we now assume for the balance of the

proof thatλ > 0. For anyi ∈N, consider the problem{
(−1)iwi = 1 in B1,

wi = −1wi = · · · = (−1)i−1wi = 0 on ∂B1.
(33)

Obviously,wi is radial, positive, and decreasing inr. Furthermore, the maximum
principle and the Hopf lemma together imply that, for all 0≤ j < i, the function
(−1)jwi is decreasing inr ∈ (0,1) and also that((−1)jwi)′(1) < 0. Similarly,
the functionu is a decreasing function ofr ∈ (0,1). Hence, it follows from (28)
that (−1)Ku is also a decreasing function ofr ∈ (0,1). Letting 0≤ i ≤ K − 1,
we have∫

B1

((−1)Ku)wi(x) dx

=
∫
B1

((−1)K−iu)((−1)iwi)(x) dx =
∫
B1

(−1)K−iu(x) dx

= −
∫
∂B1

((−1)K−i−1u)′(1) dσ = −σN−1((−1)K−i−1u)′(1), (34)

whereσN−1 denotes the measure of the unit sphere inRN. Collecting (30), (31),
and (34), we obtain
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N

q
− N − 2K

2

)
λ

∫
B1

uq(x) dx

≥
∫
∂B1

((−1)K−1u)′(1)u′(1) dσ

= 1

σN−1

∫
∂B1

((−1)K−1u)′(1) dσ
∫
∂B1

u′(1) dσ

= 1

σN−1

∫
B1

((−1)Ku)(x) dx
∫
B1

((−1)Ku)(x)wK−1(x) dx

≥ 1

σN−1

∫
B1

((−1)Ku)(x) dx
∫
|x|≤1/2

((−1)Ku)(x)wK−1(x) dx

≥ wK−1(1/2)

σN−1

∫
B1

(−1)Ku(x) dx
∫
|x|≤1/2

(−1)Ku(x) dx

≥ wK−1(1/2)

2NσN−1

(∫
B1

(−1)Ku(x) dx
)2

= C
(∫

B1

|(−1)Ku(x)| dx
)2

≥ C‖u‖2
L
N/(N−2K)
w (B1)

. (35)

It follows from (28) that
(−1)Ku ≥ us−1,

which in turn implies that

λ

∫
B1

uq(x) dx ≥ C
(∫

B1

|(−1)Ku(x)| dx
)2

≥ C‖u‖2(s−1)
Ls−1(B1)

. (36)

First assume thatq = 4K
N−2K and 2K < N < 4K. Using a classical interpola-

tion inequality, we can write

‖u‖qLq(B1)
≤ (‖u‖N(N−2K)/8K2

L
s1
w (B1)

‖u‖(N+2K)(4K−N)/8K2

Ls−1(B1)

)q
= ‖u‖N/2K

L
s1
w (B1)
‖u‖(N+2K)(4K−N)/2K(N−2K)

Ls−1(B1)

≤ C(λ‖u‖qLq(B1)
)N/4K(λ‖u‖qLq(B1)

)(4K−N)/4K

= Cλ‖u‖qLq(B1)
,

wheres1 := N
N−2K . Choosingλ small enough yieldsu = 0. The proof is therefore

complete in this case.
In the general case, when 2≤ q < 4K

N−2K and 2K < N < 4K, it follows from
(35) that

λ

∫
B1

uq(x) dx ≥ C
(∫

B1

|(−1)Ku(x)| dx
)2

≥ C‖u‖2Lt(B1)
, (37)

wheret = 2s−q−2
s−q < N

N−2K . On the other hand, a classical interpolation inequality
gives
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‖u‖qLq(B1)
≤ (‖u‖t̃Lt(B1)

‖u‖1− t̃
Ls−1(B1)

)q, (38)

wheret̃ := 2s−q−2
qs−2q .

Finally we use (36), (37), and (38) to conclude that

‖u‖qLq(B1)
≤ C1(λ‖u‖qLq(B1)

)t̃q/2(λ‖u‖qLq(B1)
)(1− t̃ )q/2(s−1) = C1λ‖u‖qLq(B1)

.

Again we see thatu = 0, providedλ is chosen small enough. The proof of
Lemma 3 is thus complete.

We are now in a position to prove Theorem 3.

Proof of Theorem 3.Assume that�1 ⊂ �2 ⊂ RN are two domains inRN. We
claim that

SK,0(�1) ≥ SK,0(�2). (39)

Indeed, for anyv ∈DK,2(�1), define

v̄(x) =
{
v(x) if x ∈�1,

0 if x ∈�2 \�1.

The claim follows immediately from the fact thatv̄(x)∈DK,2(�2).

Let B(x, r) denote the ball of radiusr, centered atx, in RN. For all r1, r2 > 0
and allv ∈ DK,2(B(0, r1)), we defineṽ(x) := v(r1x/r2). A direct computation
shows that

‖ṽ‖2K,2,B(0,r2)
‖ṽ‖2Ls(B(0,r2))

= ‖v‖
2
K,2,B(0,r1)

‖v‖2Ls(B(0,r1))
.

Hence,SK,0(B(0, r1)) = SK,0(B(0, r2)). This, together with (39), implies that

SK,0(B(0, r)) ≥ SK,0(RN) (40)

for all r > 0.
Conversely, given anyε > 0, it follows from the definition ofSK,0(RN) that

there exists au∈C∞0 (RN) such that

‖u‖2
K,2,RN

‖u‖2
Ls(RN )

≤ SK,0(RN)+ ε.

LetR > 0 be chosen so that the support of the functionu is included inB(0, R).
It should be clear that

‖u‖2
K,2,RN

‖u‖2
Ls(RN )

= ‖u‖
2
K,2,B(0,R)

‖u‖2Ls(B(0,R))
≥ SK,0(B(0, R)).

As a consequence,

SK,0(B(0,1)) = SK,0(B(0, R)) ≤ SK,0(RN)+ ε.
Letting ε→ 0, we obtain

SK,0(B(0,1)) ≤ SK,0(RN). (41)
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Therefore, we conclude so far that

SK,0(B(0, r)) = SK,0(B(0,1)) = SK,0(RN) ∀r > 0. (42)

Now let� be any regular open bounded domain. We choosex ∈ � andr1 >

r2 > 0 in such a way thatB(x, r2) ⊂ � ⊂ B(x, r1). It readily follows from (39)
that

SK,0(B(0, r2)) = SK,0(B(x, r2)) ≥ SK,0(�)
≥ SK,0(B(x, r1)) = SK,0(B(0, r1)). (43)

This, together with (42), implies that

SK,0(�) = SK,0(RN). (44)

Observe that the inclusionHK
0 (�) ⊂ HK

θ (�) implies that

SK,θ (�) ≤ SK,0(�) = SK(RN). (45)

For anyu∈HK
θ (�), we considerv the solution of{

(−1)Mv = ((−1)Mu)∗ in �∗,
v = −1v = · · · = (−1)M−1u = 0 on ∂�∗,

(46)

whereM := [K2]. As in Theorem 2, we can use Talenti’s comparison principle to
deduce that

‖u‖K,2,� ≥ ‖v‖K,2,�∗ and ‖u‖Ls(�) ≤ ‖v‖Ls(�∗ ),
which implies immediately that

‖u‖2K,2,�
‖u‖2Ls(�)

≥ ‖v‖
2
K,2,�∗

‖v‖2Ls(�∗ )
.

Therefore, we have obtained

SK,θ (�) ≥ SK,θ (�∗). (47)

It now remains to show thatSK,θ (�∗) ≥ SK(RN). In order to prove this inequal-
ity, we argue by contradiction. In this case, we can apply the result of Lemma 1,
which guarantees that we can minimize the functional

EK(v,�
∗) = ‖v‖

2
K,2,�∗

‖v‖2Ls(�∗ )
, v ∈HK

θ (�
∗).

Let u ∈HK
θ (�

∗) be a minimum ofEK. It is common knowledge that we can as-
sume without loss of generality thatu is positive, radial, and decreasing inr =
|x| (observe that we can consider the solutionv of (46) to be the minimizing func-
tion u). And, after a suitable dilation, we see thatu satisfies the Euler–Lagrange
equation (28) withλ = 0. However, by virtue of Lemmas 2 and 3, this leads to a
contradiction. Hence, we conclude that

SK,θ (�
∗) ≥ SK(RN). (48)
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Combining (45), (47), and (48), we have proved that

SK,θ (�) = SK(RN).
It remains to show thatSK,θ (�) (resp.SK,0(�)) is not achieved. Again, we ar-

gue by contradiction and assume that the infimum is achieved by some function
u. As before, we considerv ∈HK

θ (�
∗) to be the solution of (46) for suchu. The

functionv is positive, radial, and decreasing inr; moreover, it minimizesEK in
HK
θ (�

∗). After a suitable dilation, we see thatv would be a radial and positive so-
lution of (28) forλ = 0, which (again) would contradict Lemmas 2 and 3. This
completes the proof of Theorem 3.

3. Critical Dimensions

In this section, we are interested in the critical behavior of certain dimensions for
the semilinear polyharmonic problem. We will try to give further evidence toward
the conjecture of Pucci and Serrin. As we will see, these critical dimensions play
an important role in deriving sharp Sobolev inequalities—in the spirit of what can
be done in the case of complete manifold with the negative curvature (see [9; 10]).

Givens > q ≥ 2 andλ > 0, we consider the functional

EK,q,λ,�(u) := ‖u‖
2
K,2,� − λ‖u‖2Lq(�)
‖u‖2Ls(�)

for any u∈HK
θ (�).

Let us define
SK,q,λ,θ (�) := inf

u∈HK
θ
(�)\{0}

EK,q,λ,�(u).

Using a proof similar to that in [3], we show the following lemma.

Lemma 4. Let � be a regular bounded domain inRN, and assume that
SK,q,λ,θ (�) < SK(RN). ThenSK,q,λ,θ (�) is achieved by a functionu∈HK

θ (�).

Proof. Let (un)n be a minimizing sequence forEK,q,λ,� in HK
θ (�). That is,

‖un‖Ls(�) = 1 and ‖un‖2K,2,� − λ‖un‖2Lq(�) = SK,q,λ,θ (�)+ o(1).
In particular,(un)n is a bounded sequence inHK

θ (�). Up to a subsequence, we
can assume that

un ⇀ u weakly inHK
θ (�),

un ⇀ u weakly inLs(�),

un→ u strongly inLq(�),

so that

‖un‖2K,2,� = ‖un − u‖2K,2,� + ‖u‖2K,2,� + o(1),
‖un‖sLs(�) = 1= ‖un − u‖sLs(�) + ‖u‖sLs(�) + o(1), (49)

‖un‖Lq(�) = ‖u‖Lq(�) + o(1).
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We setvn := un − u. It should be clear that

‖u‖2K,2,� − λ‖u‖2Lq(�) ≥ SK,q,λ,θ (�)‖u‖2Ls(�). (50)

Combining (49) and (50), we obtain

‖vn‖2K,2,� = λ‖u‖2Lq(�) − ‖u‖2K,2,� + SK,q,λ,θ (�)+ o(1)
≤ SK,q,λ,θ (�)(1− ‖u‖2Ls(�))+ o(1). (51)

Assume thatSK,q,λ,θ (�) ≤ 0. Then (51) leads to

lim
n→∞‖vn‖

2
K,2,� = 0, (52)

since‖u‖2Ls(�) ≤ 1. Therefore,u is a minimizer.
Assume thatSK,q,λ,θ (�) > 0. It follows from Theorem 3 that

‖vn‖2Ls(�) ≤
‖vn‖2K,2,�
SK(RN)

. (53)

Using the fact 1≤ t 2/s + (1− t)2/s holds for all 0≤ t ≤ 1, we get from (49), (51),
and (53) that

‖vn‖2K,2,� ≤ SK,q,λ,θ (�)‖vn‖2Ls(�) + o(1)
≤ SK,q,λ,θ (�)

SK(RN)
‖vn‖2K,2,� + o(1),

which also implies (52). Again, this proves thatu is a minimizer. This completes
the proof of Lemma 4.

We now turn to the proof of Theorem 1.

Proof of Theorem 1.Assume thatλ is chosen sufficiently small so that

‖v‖2K,2,� − λ‖v‖2Lq(�) ≥ 0 ∀v ∈HK
θ (�).

As in Theorem 3, we have

EK,q,λ,�(v) ≥ EK,q,λ,�∗(v∗) ∀v ∈HK
θ (�). (54)

Therefore, without loss of generality, we can assume that� is a ball. Inequality
(9) is equivalent toSK,q,λ,θ (�) = SK(RN) for some positiveλ. We argue by con-
tradiction. Assume that

SK,q,λ,θ (�) < SK(RN)

for all λ > 0. According to Lemma 4, we see thatSK,q,λ,θ (�) is achieved by some
uλ. It follows from (54) that we can assumeuλ is positive, radial, and decreasing
in r for anyλ > 0 sufficiently small. After a suitable dilation, we obtain a positive
radial solution of 

(−1)Kuλ = us−1
λ +

λu
q−1
λ

‖uλ‖q−2
Lq(�)

in �,

uλ > 0 in �,
uλ ∈ HK

θ (�).

(55)
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However, we can apply Pohozaev’s identity as in Lemma 3 to find that(
N

q
− N − 2K

2

)
λ‖uλ‖2Lq(�) ≥ C

(∫
�

|(−1)kuλ|
)2

≥ C‖uλ‖2
L
N/(N−2K)
w (�)

≥ C‖uλ‖2Lq(�). (56)

Therefore, necessarilyλ ≥ λ0 > 0, which is clearly in contradiction with the fact
that we can chooseλ as small as we want. This completes the proof of Theorem 1.

In order to describe the relations between inequality (9) and critical dimensions,
we introduce the following.

Definition 1. We will say that the dimensionN is weakly critical if, for any
bounded regular domain�, there exists a3 > 0 such that, for allλ∈ (0,3),

SK,2,λ,θ (�) = SK(RN).
Granted this definition, we prove the following theorem.

Theorem 4. Let� be a regular bounded domain inRN, and let

λK,θ (�) := min
u∈HK

θ
(�)\{0}

‖u‖2K,2,�
‖u‖2

L2(�)

be the first eigenvalue of the operator(−1)K in HK
θ (�). Then the following al-

ternatives hold.

(1) If N ≥ 4K, then
SK,2,λ,θ (�) < SK(RN)

for all λ ∈ (0, λK,θ (�)). In addition,SK,2,λ,θ (�) is achieved by a functionu
in HK

θ (�) that does not change sign in�. Finally, u is radial if � is a ball.
(2) If 2K < N < 4K, then there exists a3∈ (0, λK,θ (�)) such that

SK,2,λ,θ (�) = SK,θ (�) = SK(RN)
for all λ∈ (0,3). In addition,SK,2,λ,θ (�) is not achieved.

The proof of Theorem 4 relies on the following result of Troy.

Lemma 5 [17]. Let � := BR, the ball of RN of radiusR and centered at the
origin. Letui (i = 1, . . . , n) denote aC2(B̄R) solution of

−1ui = fi(u1, . . . , un)

in BR, where the functionsfi areC1 functions that satisfy

∂fi

∂uk
(u1, . . . , un) ≥ 0 for k 6= i, 1≤ i, k ≤ n.

Assume that, for alli = 1, . . . , n,

ui > 0 in BR and ui = 0 on ∂BR.
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Then, for eachi = 1, . . . , n, the functionui is radially symmetric and∂ui
∂r
(s) < 0

for 0< s < R.

We now turn to the proof of Theorem 4.

Proof of Theorem 4.Assume thatB(x, r) ⊂ �. As in [7] we chooseξ ∈
C∞0 (B(x, r)), a fixed (radial) cutoff function that satisfies 0≤ ξ ≤ 1 onB(x, r/2)
and|∇ξ| ≤ 4/r. We definewε := ξuε ∈C∞0 (�), where

uε(x) := CN,Kε
(N−2K)/2

(ε2 + |x|2)(N−2K)/2

and where the choice ofCN,K is designed to ensure that
∫
RN|uε(x)|s dx = 1.

A direct computation (see [7] for further details) leads to

EK,2,λ,�(wε) ≤ SK(RN)− λc1ε
2K +O(εN−2K) if N > 4K

and

EK,2,λ,�(wε) ≤ SK(RN)− λc2ε
2K|logε| +O(ε2K) if N = 4K,

wherec1, c2 are positive constants. Fixingε > 0 sufficiently small, we conclude
that

EK,2,λ,�(wε) < SK(RN),
which in turn implies that

SK,2,λ,θ (�) < SK(RN).

It follows from the result of Lemma 4 thatSK,2,λ,θ (�) is achieved by a function
u in HK

θ (�), providedN ≥ 4K andλ ∈ (0, λK,θ (�)). Let u be a such a mini-
mizer. We considerv the solution of{

(−1)Mv = |(−1)Mu| in �,
v = −1v = · · · = (−1)M−1v = 0 on ∂�,

(57)

whereM := [K2]. Clearly,v ∈HK
θ (�). Moreover,

(−1)M(v ± u) = |(−1)Mu| ± (−1)Mu ≥ 0 in �

and
v ± u = −1(v ± u) = · · · = (−1)M−1(v ± u) = 0 on ∂�.

Applying the maximum principle, we obtain

(−1)M−1(v ± u) ≥ 0 in �. (58)

Iterating this procedure, we conclude that

v ± u ≥ 0 in �. (59)

Hence,v(x) ≥ |u(x)| for all x ∈�.
On the other hand, we have

‖v‖2K,2,� = ‖u‖2K,2,�. (60)
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Hence, we deduce that

EK,2,λ,�(v) ≤ EK,2,λ,�(u).
This meansv is also a minimizer and thusv = |u|. It follows from the strong
maximum principle that

v(x) > 0 in �.

Observe that(−1)(v − u) ≥ 0 in� andv − u = 0 on∂�. Using once more the
strong maximum principle, we conclude that eitherv(x) ≡ u(x) in � or v(x) >
u(x) in�. In the first case, we findu = |u| > 0 is positive in�. In the latter case,
we conclude thatv(x) = −u(x) in �, that is,u is negative in�.

Now assume that� is a ball inRN. Further assume thatu is a positive minimizer
(otherwise it suffices to replaceu by−u). After a suitable dilation, the functionu
satisfies the Euler–Lagrange equation

(−1)Ku = λu+ us−1 ≥ 0 in �. (61)

Therefore, we can apply the strong maximum principle and conclude that

(−1)iu > 0 in � ∀0 ≤ i ≤ K −1.

Settingvi := (−1)iu for 0 ≤ i ≤ K − 1, we obtain a solution to the following
system:

(−1)vi = fi(v0, . . . , vK−1) in � ∀0 ≤ i ≤ K −1, (62)

where

fi(v0, . . . , vK−1) =
{
vi+1 if i < K −1,

|v0|s−2v0 + λv0 if i = K −1.

Obviously, ∂fi
∂vj
≥ 0 for 0≤ i, j ≤ K − 1. Making use of the result of Lemma 5,

we conclude thatvi is radial symmetric. In particular,u = v0 is radial and de-
creasing inr. This completes the proof of (1) in the statement of Theorem 4.

The proof of (2) is a simple corollary of Theorem 1 and Lemmas 2, 3, and 4.
We leave the details to the reader.
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