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CONTRIBUTIONS TO SYNTAX, SEMANTICS, AND THE
PHILOSOPHY OF SCIENCE

ROLF SCHOCK

In the recent literature of the philosophy of science, much space has
been given to the problem of analyzing theories of the deductive and natural
sciences in a way which makes explicit some of the syntactic and semantic
features which seem to be implicitly present in their structures. This pa-
per is concerned with the same problem; however, some other problems of
syntax and semantics are touched upon along the way. After some prelim-
inaries, a very general method of constructing symbolic languages is intro-
duced. The resulting languages are interpreted in either empty or non-
empty sets and so in a way which permits them to contain terms which
stand for nothing at all and an existence predicate which is not applicable to
all terms. Also, certain variable binders are interpreted in a way which
leaves open the possibility of interpreting them modally and a semantic
operation of degree of truth for arbitrary formulas is introduced. An
axiomless logic commensurate with a semantics of this kind and so one
which contains a new treatment of definite descriptions is then constructed
and shown to be both sound and semantically complete. Finally, theories
and various concepts pertaining to theories are defined on the basis of this
syntax and semantics. Among the concepts are operations which assign
degrees of confirmation, explanatory powers, degrees of deductive simplic-
ity, and degrees of adequacy to theories, relations and concreteness and
abstractness for expressions, a relation of significance for theories, and
operations which assign denotations and meanings to expressions.

1. PRELIMINARIES

On the assumption that the reader is acquainted with letters, arithmetic,
and the rudiments of set theory, we begin with a convention and some pre-
liminary definitions.

Convention 1. The letters 'a9 through 'z9 range over all existing enti-
ties.

Definition 1. If m is a natural number, then x is an m-term sequence
just in case one of the following conditions is satisfied:

(l) m = 0 and x = the empty set
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(2) m ^ 0 and x is a function whose domain is the set of all positive
integers not greater than m.

Definition 2. x is a finite sequence just in case there is a natural
number m such that x is an ra-term sequence.

Definition 5. If s is a finite sequence, then r is an inner sequence of s
just in case r is in every set y satisfying the following conditions:

(1) for any finite sequence f, if £ is in the range of s, then t is in y
(2) for any t in y and any w, if w is a finite sequence and u is in the

range of t, then u is in y.
Definition 4. x occurs in s just in case either x = s or s is a finite se-

quence and x satisfies one of the following conditions:
(1) x is in the range of s
(2) there is an inner sequence t of s such that x is in the range of t.
Definition 5. x is a denumerably infinite sequence just in case x is a

function whose domain is the set of all positive integers.
Definition 6. If s is a denumerably infinite sequence, then
(1) the 0th bisection of s = s
(2) for any positive integer m, the m Λ bisection of s = the t satisfying

the following conditions:
(a) t is a denumerably infinite sequence
(b) for any i in the domain of t, t{i) - (the m-ίth bisection of s)

(2i).
Definition 7. If s is a denumerably infinite sequence and m is a natural

number, then the remainder of the wίΛ bisection of s = the t satisfying one
of the following conditions:

(1) m = 0 and t = the empty set
(2) m φ 0 and t satisfies the following conditions:

(a) t is a denumerably infinite sequence
(b) for any i in the domain of t, t(i) = (the m - l * bisection of s)

(2i-l).
Definition 8. Ή. r and s are finite sequences, then 7^= the finite se-

quence t satisfying one of the following conditions:
(1) either r = the empty set and t = s or s = the empty set and t - r
(2) r and 5 are both non-empty and t satisfies the following conditions:

(a) the domain of t = the set of all positive integers not greater
than the greatest member of the domain of r + the greatest member of the
domain of s

(b) for any i in the domain of t, either the difference z-the great-
est member of the domain of r is not greater than 0 and t(i) = r(i) or the
difference i-the greatest member of the domain of r is greater than 0 and
t(i) = s(i-the greatest member of the domain of r ) .

Definition 9.
(1) <w> - the 1 -term sequence t such that t(l) = w
(2) <wx> = the 2-term sequence t such that t(l) = w and t(2) =x.
(3) <wxy> = the 3-term sequence t such that t(l) = w,t(2) =x, and

t(3)=y
(4) <wxyz> = the 4-term sequence t such that t(l) = w, t(2) = x, t{3) =

y, and t(4) = z.
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Definition 10. If x and y are sets, then x minus y = the set of all z such
that z is a member of x and z is not a member of y.

Definition 11.
(1) {x} = the set of all t such that t = x
(2) {j*ry} = the set of all t such that either t = x or t - y.
Definition 12. If / is a function, then/(*) = the z satisfying one of the

following conditions:
(1) x is in the domain of / and z = the union of (/minus the {pair x,

f(x)}) and {the pair #,;y}
(2) x is not in the domain of / and x - the union of / and {the pair x,y}.
Definition 13. If / is a function and x is a set, then the restriction of /

to x = the set of all y such that, for some z in the intersection of x and the
domain oίf,y = the pair z9f(z).

2. SYMBOLS AND EXPRESSIONS

In this paper, if an entity is assumed to exist, then, whatever it is (a
cow, a number, an angel, a god, or something else), it is taken to be eligible
for symbolhood. This point of view is embodied in definition 14.

Definition 14. x is a symbol sequence just in case x satisfies the fol-
lowing conditions:

(1) x is a denumerably infinite sequence
(2) for any i and j in the domain of x, if i ^ j , then x{i) does not occur

inx{j).
Thus, if we take the first term of a denumerably infinite sequence s to

be < the Atlantic Ocean>, the second term of s to be the first term of
s"<the Atlantic Ocean>, and so on, then s is a symbol sequence. On the
other hand, if s is a symbol sequence, i is in the domain of s, and s(i) is a
particular instance of the letter 'x', then there is no j in the domain of s
such that both j 4 i and either s(j) = s{i) or, for some finite sequence t,
s(j) = <s(i)^t.

By means of definitions 6 and 7, any symbol sequence can be neatly
divided up. In definitions 15 and 16, symbol sequences are divided up in a
particular way and the resulting symbol sequences are taken to be sequenc-
es of variables, sequences of sentential connectives, and so on.

Definition 15. If 5 is a symbol sequence, i and j positive integers, k, I,
and m are natural numbers, and either I or m is a positive integer, then

(1) the i Λ variable of 5 = (the remainder of the 1th bisection of s){i)
(2) the 2th connective of s = (the remainder of the 2th bisection of s)(i)
(3) the 2th individual constant of s = (the remainder of the 5th bisection

of s)(i)
(4) the 2th j-place operation symbol of s = (the remainder of the j t h bi-

section of the remainder of the 4 t h bisection of s){i)
(5) the i Λ j-place predicate of s = (the remainder of the j t h bisection

of the remainder of the 5 t h bisection of s){i)
(6) the 2th &-place /-term m-formula term making variable binder of

s = (the remainder of the k + I t h bisection of the remainder of the I + 1th

bisection of the remainder of the m + I t h bisection of the remainder of the
6 th bisection of s)(i)
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(7) the zιth &-place Z-term m-formula formula making variable binder
of s = (the remainder of the k + 1 th bisection of the remainder of the I + 1th

bisection of the remainder of the m + I t h bisection of the remainder of the
7th bisection of s)(i)

(8) the i^1 auxiliary symbol of s = (the remainder of the 5 th bisection
of s)(i).

Definition 16. If s is a symbol sequence, then
(1) x is a variable of s just in case there is a positive integer z'such

that x = the z* variable of s
(2) /Vs = the 2th connective of 5, ~*s = the 2 t h connective of s, ΛS = the

3th connective of s, vs = the 4 t h connective of s, and <->s

= t n e 5 t h connec-
tive of s

(3) x is a standard binary connective of s just in case there is a posi-
tive integer i greater than 1 and less than 6 such that x = the z#ΐh connective
of s

(4) x is an individual constant of s just in case there is a positive in-
teger i such that x = the z'A individual constant of s

(5) for any positive integer m>

(a) x is a m-place operation symbol of s just in case there is a
positive integer i such that x = the Ith m -place operation symbol of s

(b) i is an m-place predicate of s just in case there is a positive
integer i such that x - the z* m-place predicate of s

β̂)* x is an operation symbol of s just in case there is a positive inte-
ger m such that x is an m-place operation symbol of s

(7) x is a predicate of s just in case there is a positive integer m such
that x is an m-place predicate of s

(8) E s = the I t h I-place predicate of s and I s = the I t h 2-place predi-
cate of s

(9) for any natural numbers k, I, and m, if either I or m is a positive
integer, then

(a) x is a &-place Z-term m-formula term making variable binder
of s just in case there is a positive integer i such that x =the 2th &-place
Z-term m-formula term making variable binder of s

(b) x is a &-plaee Z-term m-formula formula making variable
binder of s just in case there is a positive integer i such that x = the z#th k-
place Z-term m-formula formula making variable binder of 5

(10) Λs = the 1th 1-place 0-term I-formula term making variable bind-
er of s, Λs = the I t h I-place 0-term 2-formula formula making variable
binder of s, and Vs = the 2th I-place 0-term 2-formula formula making
variable binder of s

(11) for any natural number k, x is a &-place variable binder of s just
in case there are natural numbers I and m such that

(a) either I or m is a positive integer
(b) x is a &-place Z-term m-formula term making or formula

making variable binder of s
(12) x is a variable binder of s just in case there is a natural number k

such that l i s a &-place variable binder of s
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(13) shows = the I t h auxiliary symbol of s
(14) x is a pure constant of s just in case either x = ws or x is a stand-

ard binary connective oί s or x = *\ s or x = Λs o r # = Vs

(15) x is adescriptive constant of s just incase either x is an individual
constant of s or x is an operation symbol of s or x is a predicate of s or x
is a 0-place variable binder of s

(16) x is a standard symbol of s just in case either x is a variable of s
or A; is a pure constant of s or x is a descriptive constant oϊ s or x = shows.

Terms, formulas, and expressions of a symbol sequence s can be de-
fined on the basis of definitions 15 and 16.

Definition 17. If s is a symbol sequence, then
(1) Klmbtpfqs just in case Z and m are natural numbers, either I or m

is a positive integer, b is a 6>-place /-term m-formula term making variable
binder of s, p and q are sets, t is an Z-term sequence whose range is includ-
ed in p, and/is an ra-term sequence whose range is included in q

(2) Llmbtpfqs just in case Z and m are natural numbers, either Z or m
is a positive integer, b is a<9-place Z-term m-formula formula making var-
iable binder of s, p and q are sets, t is an Z-term sequence whose range is
included in p, and/ is an m-term sequence whose range is included in q

(3) p is closed under term making in s from q just in case the follow-
ing conditions are satisfied:

(a) p and q are sets
(b) every variable of s is in p
(c) every individual constant of s is in p
(d) for any positive integer m, m -place operation symbol of s b ,

and ra-term sequence t, if the range of t is included in p, then <J^> t is in p
(e) for any Z, ra, b, t, and /, if Klmbtpfqs, then (< δ> £)/ is in />
(f) for any variable of s υ and/ in q, < Ί S t>/> is in p

(4) # is closed under formula making in s from p just in case the fol-
lowing conditions are satisfied:

(a) p and q are sets
(b) for any positive integer m, m -place predicate of s b, and m-

term sequence t, if the range of t is included in p, then < δ > t is in q
(c) for any / in g, </vs / > is in g
(d) for any / and g in q and standard binary connective of s b,

<βg> is in q ^
(e) for any Z, m, b, t, and /, if Llmbtpfqs, then (< δ> £)/ is in q
(f) for any variable of s v and / in q, < Λs vf > and < Vs t/ > are

in #
(5) M is a O-level term of s just in case either u is a variable of s or u

is an individual constant of s
(6) if k is a positive integer, then u is a &-level term of s just in case

for any p} if p is closed under term making in s from the set of all k-1
level formulas of s, then u is in p

(7) if & is a natural number, then h is a &-level formula of s just in
case, for any q, if q Ίs closed under formula making in s from the set of all
k-level terms of s, then h is in q
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(8) u is a term of s just in case, for some natural number k9 u is a k-
level term of s

(9) M s a formula of 5 just in case, for some natural number k, h is a
&-level formula of 5.

This cumbersome, oscillating, and multiply recursive simultaneous
definition characterizes the terms and formulas of a symbol sequence s by
the way they are built up out of the members of the range of s which occur
in them. The usefulness of this definition will be come apparent later.

Notice that, for any symbol sequence s, many members of the range of
s are not standard symbols of 5 and many connectives and variable binders
of s do not occur in any terms or formulas of s. This policy is adopted here
so that the syntax and semantics of the ignored members of the range of
such an s can be bypassed.

Definition 18. If s is a symbol sequence, then x is an expression of s
just in case x is in every set y satisfying the following conditions:

(1) every standard symbol of s is in y
(2) for any positive integer m and m-term sequence t, if the range of

t is included in y, then t is iny.
Convention 2. We sometimes write Έ ' for Έs'

 (V for %', ζ/v' for
'/Vs\ ' - ' f o r ' - s ' , Ά ' f o r Ά s ' , ' v ' f o r ' v s ' , W for ' W , ' V for Ί , \
' A ' for ' Λ s ' , ' V ' for ' V s', and 'show' for (shows'.

Convention 3. The usual conventions for the omission of parentheses in
used expressions will sometimes be employed for the omission of sequence
marks in the mentioned expressions of symbol sequences.

Definition 19. If s is a symbol sequence and t and u are terms of s, then
tUu= <lstu>.

3. SEMANTIC CONCEPTS

In contemporary semantics, it has become customary to interpret ex-
pressions in a way which insures that every term stands for something and
so within non-empty sets1. Although this procedure is very elegant, it leads
to results which are not at all acceptable to some philosophers. For in-
stance, a formula representing the self identity of the non-self identical
thing will be true; moreover, if the entity which a term not really standing
for anything stands for is taken to be the number 330, then a formula repre-
senting the content of the statement 'the star revolving around the sun in the
orbit of Mars is a number divisible both by 3 and 10' will be true under any
normal interpretation.

In this paper, the interpreted expressions of any symbol sequences are
interpreted in a way which allows some or even all terms of s to not stand
for anything and so which leaves open the possibility of interpreting these
terms within the empty set2. This interpretation is given both to avoid the
odd situations mentioned in the preceding paragraph and for the sake of
definition 25.

Definition 20. If s is a symbol sequence, x is a set, and either t is a
term of s or t is a formula of s, then y is an assigner for t in x with respect
to s just in case the following conditions are satisfied:
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(1) y is a function
(2) the set of all variables of s v such that v occurs in t is included in

the domain of y and the domain of y is included in the set of all variables of s
(3) for any υ in the domain of y, either x is empty and y(v) =the empty

ty set or x is not empty and, for some m inx, y(v) = {m}.
Definition 21. If 5 is a symbol sequence, then
(1) x is an interpreter with respect to s just in case x satisfies the

following conditions:
(a) x is a function
(b) the domain of x = the set of all descriptive constants of 5
(c) there is a set y such that

(1) for any individual constant of s b, either x(b) = the empty
set or, for some m in y, x(b) = {m}

(2) for any positive integer m and any b}

(a) if b is an ra-place operation symbol of s, then
(1) x(b) is a function
(2) the domain of x(b) = the set of all ra-term se-

quences whose ranges are included in y
(3) for any t in the domain of x(b), either (x(b))(t) =

the empty set or, for some m in y, (x{b))(t) = {m}
(b) if b is an m-placepredicate of s, then x(b) is included

in the set of all ra-term sequences whose ranges are included in y
(3) x(Es) = the set of all I-term sequences whose ranges are

included in y
(4) x(Is) = the set of all 2-term sequences t such that, for

some m in y9 the range of t = {m}
(5) for any natural numbers I and m, if either I or m is a

positive integer, then, for any b,
(a) if b is a 0-place Z-term ^-formula term making var-

iable binder of s, then
(1) x(b) is a function
(2) the domain of x(b) = the set of all £-term se-

quences t such that t(l) is an Z-term sequence whose range is included in
the set of all terms of s and t{2) is an ra-term sequence whose range is in-
cluded in the set of all formulas of s

(3) for any t in the domain of x{b), either (x(b))(t) =
the empty set or, for some m in y, (x{b))(t) = {m}

(b) if b is a 0-place I -term m -formula formula making
variable binder of s,then x(b) is included in the set of all 2-term sequences
t such that t(l) is an Z-term sequence whose range is included in the set of
all terms of s and t{2) is an m-term sequence whose range is included in
the set of all formulas of 5

(2) if π s an interpreter with respect to s, then \Ji = the y such that
i(Es) = the set of all I-term sequences whose ranges are included in y.

Definition 22. If s is a symbol sequence, i is an interpreter with re-
spect to s, Ms either a term of s or a formula of s, and a is anassigner
for t in λ)i with respect to s, then
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(1) if f is a variable of s, then the interpretation of t with respect to i
and a = a{t)

(2) if t is an individual constant of s, then the interpretation of / with
respect to i and a = i{t)

(3) for any positive integer m and any u, if u is an m-term sequence
whose raiige is included in the set of all terms of s, then, for any b,

(a) if b is an m-place operation symbol of s and t = <b>u, then
on« of the following conditions is satisfied:

(1) the interpretation of t with respect to z and a = the empty
set and there is no m-term sequence υ such that, for any j in the domain of
v, υ(j) is a member of the interpretation of u(j) with respect to i and a

(2) there is an m-term sequence υ such that vθ') is a member
of the interpretation of zί(j)with respect to i and a for any j in the domain of
v and the interpretation of t with respect to i and a = (i(b))(v)

(b) if b is an m-place predicate of s and t = <b^>uy then t satis-
fies i and a just in case these is an m-term sequence v such that v is a
member of i(b) and, for any j in the domain of v,v(j) is a member of the
interpretation oίu(j) with respect to i and α

(4) for any formula of sf, if t = </v s/>, then £ satisfies z and a just
in case / does not satisfy i and a

(5) for* any formulas of s /and #,
(a$ if t = <f~~*sg>, then £ satisfies £ and-α just in case / sat is-

fies z gud α only if g satisfies z and a
{Ml M t = <f Λsg>, then t satisfies i and a just in case both / and

g satisfy i and a
(c) if t * </ v s ^ > , then £ satisfies z and a just in case either for

g satisfies z and a
(d) if / = <f+*'sg>9 then £ satisfies z and α just in case either

both / and g satisfy i and a or both / and g do not satisfy i and a
(6) for any I, m,b, u, and /,

(e) if Klmbu (the set of all terms of s)/(the set of all formulas of
s)s and t = (<&^>M)/, then the interpretation of £ with respect to i and a =
(f(δ)K<«/»

(b) if Llmbu (the set of all terms of s)f (the set of all formulas of
s) s and t = (<b>u)f, then t satisfies i and a just in case <w/> is a mem-
ber of i(b)

(7) for any variable of s v and formula of s /,
(a) if t = <1 s w/>, then one of the following conditions is satis-

fied;
(1) the interpretation of t with respect to i and a = the empty

set and there is no y in Uz such that, for any x in Uz, / satisfies z and α( j £ j)
jufet in case JC = y

(2) there is a 3/ in Uz such that both / satisfies zandα(j£j)
just in case x = y for any x in Uz and the interpretation of t with respect to i
and a = { y}

(b) if £ = < Λsvf>, then ί satisfies i and α just in case, for any x
in Uz, / satisfies i and α( μj)
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(c) if t = < V sf/>, then t satisfies i and a just in case, for some
x inU£, / satisfies i and a (j £j).

An intuitive account of the main properties of the just defined concepts
seems to be advisable at this point. For any symbol sequence s, E s, Is,
/Vs, ~-*s, AS, vsi^s, ϊs, Λs, and Vs are interpreted so as to function more
or less as the expressions 'exists/ 'is identical with,' 'not/ 'only if,' 'and,'
'or,' 'if and only if,' 'the,' 'for any,' and 'for some' of ordinary English
respectively. Thus, in spite of the tradition in philosophy according to
which 'exists' is not a predicate, the representative of 'exists' for s is a
predicate. This predicate is of philosophical importance as well as being
useful for the formulation of quantifier, identity, and definite description
logic for formulas in which terms interpreted to be empty occur. For in-
stance, a formula representing the self identity of the non-self identical
thing cannot satisfy any interpreter i and assigner for the formula in the
universe of discourse within which i operates. Thus, the principle of self
identity must be restricted through the addition of something like an exist-
ence condition to it. Similar restrictions must be made with respect to
such logical procedures as universal instantiation and existential generali-
zation. Also, universal generalization must be extended and the rules for
descriptive phrases must be modified through the addition of something
like existence clauses. All of this follows from the fact that the interpreted
expressions of any symbol sequence s can be interpreted within the empty
set.

In addition to leading to more or less the usual kinds of interpretations
for the individual constants, operation symbols, and predicates of a symbol
sequence s, the interpreters of definition 21 also provide interpretations for
the 6>-place variable binders of 5 (including any modal 0-place variable
binders of s). These are, so to speak, interpreted as representing opera-
tions among or attributes of sequences of terms of 5 and sequences of
formulas of s.

On the basis of definition 22, both a fairly normal definition of truth for
any formula of a symbol sequence s and an unusual definition of the degree
of truth of such a formula can be given.

Definition 23. If s is a symbol sequence, x is a set, and either t is a
term of s or t is a formula of s, then y is a proper assigner for t in x with
respect to s just in case y satisfies the following conditions:

(1) y is an assigner for t in x with respect to s
(2) the domain of y = the set of all variables of s υ such that υ occurs

in t.
Definition 24, If s is a symbol sequence, i is an interpreter with re-

spect to s, and x is included in Ui, then the reduction of i for x with respect
to s = the y satisfying the following conditions:

(1) y is an interpreter with respect to s
(2) for any individual constant of s b, y(b) = the intersection oii(b)

and x
(3) for any positive integer m and b,

(a) if & is an m-place operation symbol of s, then, for any t in the
domain oίy(b), (y{b)){t) - the in ter sect ion of {i{b))(t) and x
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(b) if b is an m-place predicate of s, then y(b) = the set of all t
such that t is in i{b) and the range of t is included in x

(4) for any natural numbers I and m, if either I or ra is a positive in-
teger, then, for any 6.

(a) if b is a 0-place Z-term ra-formula term making variable
binder of s, then,for any t in the domain of y{b),{y{b))(t) = the intersection
of (i(b))(t) and*

(b) if 6 is a 0-place Z -term m-formula formula making variable
binder of s, theny {b) = i(b).

Definition 25. If s is a symbol sequence, / i s a formula of s, and i is an
interpreter with respect to s, then

(1) / i s true with respect to i and s just in case, for any proper assign-
er for/ in \Ji with respect to s a, f satisfies i and a

(2) for any finite subset of \Ji x, the degree of truth of / in x with re-
spect to i and s = the y such that, for some m and n,

(a) m - the number of members of the set of all proper assigners
for / in x with respect to s a such that / satisfies the reduction of i for x
with respect to s and a

(b) n = the number of members of the set of all proper assigners
for / in x with respect to s

(c) y = the fraction m/n.
From definition 25, it follows that, if its condition is satisfied and Uz is

finite, then / is true with respect to i and s just in case the degree of truth
of / i n Ik' with respect to i and s = 1; hence, the degree of truth of/in \Ji
with respect to i and s need not be 0 for / t o not be true with respect to /
and s. Naturally, this correspondence of truth and maximal degree of truth
need not hold if Ui is infinite since the degree of truth of / in Όi with respect
to i and s is then not defined.

What is embodied in part (2) of definition 25 may be clarified further by
means of some examples. Let s be a symbol sequence and let p be an in-
terpreter with respect to s such that Up = the set of all natural numbers.
Suppose that the formulas of s have among them the representatives e,f,g,
ht iy J9 kf If m, and n of the statements of English ζl is a number/ ζ0 is a
number/ 'there is an x greater than If 'there is an x greater than yf ζx is
greater than i, (x is less than 39

9 'every x is not greater than 2f 'every x is
greater than Of 'every x is not smaller than yf and 'the x such that x is
greater than y exists* respectively. We suppose both that these are ex-
pressed in a normal way, i.e., by means of appropriate individual constants,
variable binders, variables, and predicates of s, and normally interpreted
by p. Let d = the set of all positive integers smaller than 3, let q = the re-
duction of p for d with respect to s, and let t = the function whose domain is
the set whose members are e through n and which assigns to any y in its
domain the degree of truth of y in d with respect to p and s. K we write 'is
true' for 'is true with respect to p and sf then we have the following:

(1) t(e) = 1 and e is true
(2) t(f) = 0 and/is true
(3) t(g) = 1 and# is true
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(4) t(h) = 1/2 and h is true
(5) t(i) = 1/2 and i is not true
(6) t{ j) = 0 and j is not true
(7) t(k) = 1 and k is not true
(8) t(l) = 0 and I is not true
(9) t (m) = 1/2 and m is not true

(10) t(n) = 1/2 and n is not true
Since no variable of s occurs in either e or/, the only proper assigner

for either one in d with respect to s is the empty set. Since both e and/ are
true whereas 0 is not in d and so only e satisfies q and the empty set, we
have (1) and (2).

There are only two proper assigners for g, ί, j, k, and I in d with re-
spect to s. Since 3 and 0 are not in d, j and I do not satisfy q and either one
of them. Then, since g and k satisfy q and either one of them, since i satis-
fies q and only the one of them which assigns {2} to the variable of 5 occur-
ing in i which represents 'x9' and since only g is true, we have (3) and (5)
through (8).

There are only four proper assigners for h, m, and n in d with respect
to s. Since h, m, and n satisfy q and the two of them which assign {l}to the
variable of s occurring in h, m, and n which represents 'y'axid since only
h is true, we have (4), (9), and (10).

For the sake of some further remarks on this semantics, validity,
tautologousness, freedom, and proper substitution must be defined.

Definition 26. If s is a symbol sequence and/ is a formula of s, then
(1) / i s valid with respect to s just in case, for any i, if i is an inter-

preter with respect to s, then / i s true with respect to i and s
(2) / is a tautology of s just in case, for any g, g(f)= 1 if g satisfies

the following conditions:
(a) g is a function
(b) the domain of g = the set of all formulas of 5
(c) the range of g = {01}
(d) for any h and i in the domain of g,

(1) g« Nsh» = l-g{h)
(2) g(<h-+s i>) = the smallest member of {l(l-g{h)) + g(i)}
(3) g {<hAsi>) = the smallest member of {g{h)g{i)}
(4) g(<hvsi>) = the greatest member oϊ{g(h)g{i)}
(5) g (<h*->si>) - (1-the greatest member of {g(h)g(i)}) +

the smallest member of {g{h)g(i)}.
Definition 27. If s is a symbol sequence and a is a term of s, then
(1) for any b, if either b is a variable of s or b is an individual constant

of s, then a is free in b just in case a - b
(2) for any positive integer m, m -place operation symbol or predicate

of s δ, and m-term sequence t, if the range of t is included in the set of all
terms of s, then a is free in <b>t just in case either a = <b>t or, for
some i in the domain of t, a is free in t(i)

(3) for any formula of s /,α is free in < /vsf> just in case a is free in/
(4) for any formulas of s /and g and standard binary connective oi s b,

a is free in </ b g> just in case either a is free in/or a is free in g
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(5) for any I, m, b, t, and /, if either Klmbt (the set of all terms of s)f
(the set of all formulas of s)s or Llmbt (the^set of all terms of s)/(the^set
of all formulas of s)s, then a is free in (<b>t) f just in case a = (<b>t)f

(6) for any by if either b = Ί s or b = Λs or b = Vs, then, for any var-
iable of s v and formula of s f, a is free in < bvf> just in case either a -
< bυf> or both a is free in / and υ is not free in α.

Notice that, for any symbol sequence s, the 0-place variable binders of
s bind all of the terms of s in their scopes3.

Definition 28. If s is a symbol sequence, a and b are terms of s,and
either c is a term of s or c is a formula of s, then

(1) if a = c, then the result of properly substituting b for a in c in s = b
(2) if a Φ c, then

(a) if either c is a variable of s or c is an individual constant of s,
then the result of properly substituting b for a in c in s = c

(b) for any positive integer m, m-place operation symbol or pred-
icate of 5 d, and ra-term sequence t, if the range of t is included in the set
of all terms of s and c = <d>t, then the result of properly substituting b
for α in c in s = < d > the w-term sequence u such that, for any i in the do-
main of u, u{i) - the result of properly substituting b for a in t{i)άn s

(c) for any formula of s /, if c = < /vs ./>, then the result of prop-
erly substituting b for a in c in 5 = < /vs the result of properly substituting
b for a in / in s >

(d) for any formulas of 5/and g and standard binary connective
of s d, if c = <fdg>, then the result of properly substituting b for a in c in
s = < the result of properly substituting b for a in f in s d the result of
properly substituting b for a in g in s >

(e) for any Z, m, d, ί, and/, if both either Klmdt (the set of all
terms of s) f (the set of all formulas of s) s or Llmdt (the set of all terms
of s) f (the set of all formulas of s) s and c- (<d>t)f, then the result prop-
erly substituting b for a in c in s = c

(f) for any d, if either d = Ts or <2 = Λs or d = Vs, then, for any
variable of 5 δ and formula of s /, if c = <dvf>, then the result of properly
substituting b for α in c in s = the 5-term sequence t satisfying one of the
following conditions:

(1) α is free in <dvf> and either υ is not free in b and t =
<dv the result of properly substituting b for a in/in s> or v is free in b
and, for some positive integer m, either the m ώ variable of 5 occurs in
<dvf> or the m Λ variable of s occurs in b, there is no positive integer n
greater than m such that either the nA variable of s occurs in <dvf> or the
wΛ variable of 5 occurs in b, and t = <d the m + 1th variable of s the re-
sult of properly substituting b for a in the result of properly substituting the
m + 1th variable of s for v in/ in s in s>

(2) a is not free in <dυf > and t = < dvf> .
On the basis of these definitions, it can be shown that, if s is a symbol

sequence, m is a positive integer, a is an m-place operation symbol of s, b
is an m-place predicate of s, v, w, and x are variables of s, r and t are
terms of s, u is an m-term sequence whose range is included in the set of
all terms of 5, /, gy h> i, and j are formulas of s, x is not free in h, x φ υ, g
is a tautology of s, q is in the range of u, and both i —* j and i are valid with
respect to s, then the following formulas are valid with respect to s:
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(1) E<aSu ^Eq
(2) <b>u ^Eq
(3) Mvf ~>Ew
(4) g
(5) Λ υf Λ Et —> the result of properly substituting £ for t> i n / in s
(6) Ax<h->/>-> <h-> Axf>
(7) Vυf <r> NI\V N f
(8) Krlt v < /vEr Λ N E £ » A the result of properly substituting r for

t in/in s ->/
(9) Eί— ί l ί

(10) V# Λ t></z<->t>Lx;> —>the result of properly substituting 1 vh for ι>
in h in s Λ EΛυ h

(11) Elv/z -» VxΛv<h*+vlx>
(12) j
(13) Λvz

The proof for this assertion is tedious although simple and so will not
be given here4. In the next section, an axiomless deductive system5 accord-
ing to which (1) through (13) are theorems if i-* j and i are will be con-
structed.

Notice that these formulas are true with respect to an interpreter i and
a symbol sequence s even if Uέ is empty. Notice also that, for any formula
of s / and finite subset of \Jί x, if / is valid with respect to s, then the degree
of truth/and /vf in x with respect to i and 5 are 1 and 0 respectively.

4. DEDUCTIVE SYSTEMS

A set of axioms, a set of assumption rules, a set of inference rules,
and a set of proof methods can together be understood as making up a de-
ductive system. In definitions 29 through 33, this point of view is adopted
and made exact.

Definition 29. If s is a symbol sequence, then x is an assumption rule
of s just in case x satisfies the following conditions:

(1) x is a function

(2) the domain of x - the set of all y such that, for some formula of s /,

y = <showsf>
(3) for any y in the domain of x, there is a formula of s/such that

x{y) is included in {/}.
Definition 30. If 5 is a symbol sequence, then x is a line of s just in

case x satisfies one of the following conditions:
(1) l i s a formula of s
(2) for some formula of s /, x = ̂ showsfy .
Definition 31. If s is a symbol sequence, then x is an inference rule of

s just in case x satisfies the following conditions:
(1) x is a function
(2) the domain of x - the set of all finite sequences whose ranges are

included in the set of all lines of s
(3) for any y in the domain of x, x(y) is included in the set of all

formulas of s.
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Definition 32. If s is a symbol sequence, then x is a proof method of s
just in case x satisfies the following conditions:

(1) x is a function
(2) the domain of x = the set of all finite sequences whose ranges are

included in the set of all lines of s
(3) for any y in the domain of x, x{y) is included in the set of all z

such that, for some formula of sf and m in the domain of y, the following
conditions are satisfied:

(a) y{m) = <showsf>
(b) there is no n in the domain of y greater than m such that, for

some formulas of 5 g, y(n) = <showsg>
(c) z = (the restriction of y to the set of all I in the domain of y

such that I is smaller than m){ J).
Definition 33. If s is a symbol sequence, then x is a deductive system

of s just in case x satisfies the following conditions:
(1) x is a 4-term sequence
(2) x{l) is included in the set of all formulas of s
(3) x{2) is included in the set of all assumption rules of s
(4) x(3) is included in the set of all inference rules of s
(5) x{4) is included in the set of all proof methods of s.
On the basis of this view of what a deductive system is, a theorem of a

deductive system d can be understood as a formula into which the command
to show that formula can be transformed by means of the axioms, assump-
tion rules, inference rules, and proof methods of d.

Definition 34. If s is a symbol sequence and d is a deductive system of
s, then A: is a proof in s by d just in case x is in every set y satisfying the
following conditions:

(1) for any formula of s / ,
(a) «showsf» is in y
(b) for any q in y, q^<Kshowsf» is in y
(c) for any q iny, if q (the greatest member of the domain of q) =

<showsf>, then, for any a in d{2) and g in a(<showsf>),q<g> is iny
(2) for any a in d(l) and q in y, (p<a> is in y
(3) for any q in y, r in d(3), and / in r(q), q < / > is in 3;
(4) for any q in y and p in d(4), every member of p(q) is in y.
Definition 35. If s is a symbol sequence and d is a deductive system of

s, then x is a theorem of s by d just in case <x> is a proof in s by d and x
is a formula of s.

Given a symbol sequence s, a particular deductive system of sLs can
be identified with logic for s. The next three definitions characterize Ls

for any symbol sequence s.
Definition 36. If s is a symbol sequence, then
(1) Ts = < /vs<Es< Is the 2th variable of s < /vs<ls the 1th variable

of 5 the 1th variable of s > » »
(2) if Ms a finite sequence and the range of t is included in the set of

all lines of s, then
(a) for any positive integer m, if m is not greater than the number

of members of the set of all k in the domain of t such that t(k) is a formula
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of s, then the mth formula of s in t = the formula of sf such that, for some
I in the domain of t, f= t{l) and the number of members of the set of all k
in the domain of t such that k is smaller than I and t(k) is a formula of s
= m-1

(b) the 6>'th conjunction for t of s = T s

(c) if there is a formula of s in the range of t} then the 1th con-
junction for t oί s = the 1 t h formula of s in t

(d) for any positive integer m, if m is greater than 1 and m is not
greater than the number of members of the set of all k in the domain of t
such that t(k) is a formula of s, then the mth conjunction for t oϊ s = <the
m-l* conjunction for / of s ΛS the m th formula of s in t>

(e) the conjunction for t of s = the (the number of members of the
set of all k in the domain of t such that t{k) is a formula of s ) Λ conjunction
for £ of s.

Definition 37. If s is a symbol sequence, then
(1) As = the assumption rule of s a such that, for any t in the domain

of s, a{t) = the set of all x such that, for some formulas of s/and^, t =
<shows <f-*sg» a n d # = /

(2) EX si = the inference rule of s r such that, for any t in the domain
of r, r(t) = the set of all x such that, for some positive integer ra, m-place
operation symbol of s δ, ra-term sequence u whose range is included in the
set of all terms of s, and c in the range of u, < Es<bSu> is in the range
of t and x = <Esc>

(3) EXS2 = the inference rule of s r such that, for any t in the domain
of r, r{t) = the set of all x such that, for some positive integer m, ra-place
predicate of s b, ra-term sequence u whose range is included in the set of
all terms of s, and c in the range of u, <b>u is in the range of t and x =
<Esc>

(4) EXs3 = the inference rule of s r such that, for any t in the domain
of r, r{t) = the set of all x such that, for some formulas of s f a.ndg and
variables of s u, v, and w, « Vs uf> vs < ws < Λs i # » > is in the range of
t and x = < Esw>

(5) EXS4 = the inference rule of s r such that, for any t in the domain
of r, r{t) = the set of all x such that, for some distinct variables of s v and
w and formula of s f in which υ is not free, < Vst>< Λsw <f'<->s<Iswf » »
is in the range of t and x = < Es<Ίs w>/»

(6) TIs = the inference rule of s r such that, for any t in the domain of
r, r(t) = the set of all formulas of s f such that < the conjunction for t
of s—* s / > is a tautology of s

(7) UIS = the inference rule of s r such that, for any t in the domain of
r, r(t) = the set of all # such that, for some variable of s v, formula of s /,
and term of s a, both < Λsvf> and < Esa> are in the range of t and x = the
result of properly substituting a for υ in/ in s

(8) EGS

 = the inference rule of s r such that, for any t in the domain of
r, r{t) = the set of all x such that, for some variable of s v, formula of s /,
and term of s a, both the result of properly substituting a for υ in/ in s and
< Esa> are in the range of t and x = < Vs vf>
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(9) Els = the inference rule of s r such that, for any t in the domain of
r, r{t) = the set of all x such that, for some variables of s v and w and
formula of s f, <Vsvf> is in the range of t, there is no g in the range of t
such that w occurs in g, and x = the result of properly substituting w for v
in / in s

(10) IDS 1 = the inference rule of s r such that, for any t in the domain
of r, r(t) = the set of all x such that, for some terms of 5 a and b and
formula of s f, both « l s α 6 > v s « /vs< E s α » A S < / v s < E s δ » » and the
result of properly substituting a for b in / in s are in the range of / and x =f

(11) IDS 2 = the inference rule of s r such that, for any t in domain of r,
r(t) = the set of all x such that, for some term of s a, <Esa> is in the
range of t and x = < l s aa >

(12) D s l = the inference rule of s r such that, for any t in the domain of
r, r(t) = the set of all x such that, for some distinct variables of s υ and w
and formula of s f in which v is not free, < Vsv< Λsw<f < - * s < l s w v » » is
in the range of b and x = the result of properly substituting < Ί lS wf> for w
in / in s

(13) D s 2. = the inference rule of s r such that, for any t in the domain of
r, r(t) = the set of all x such that, for some distinct variables of 5 v andw
and formula of s / in which υ is not free, < E s < Ts w / » is in the range of
t and# = < Vsv< Asw<f<^s<lswv»»

(14) DPS = the proof method of s p such that, for any t in the domain of
p, p{t) = the set of all x such that, for some formula of s / and m in the do-
main of t, the following conditions are satisfied:

(a) t(m) = < show's f>
(b) there is no n in the domain of t greater than m such that, for

some formula of s g, t(n) = <showsg>
(c) there is an n in the domain of t greater than m such that

i{n)=f
(d) x = (the restriction of t to the set of all I in the domain of t

such that I is smaller than m){ J )
(15) UPs = the proof method of s p such that, for any t in the domain of

Pt P(t) = t h e s e t o f a 1 1 x s u c h t h a t > f o r some variable of s v, formula of s /,
and m in the domain of t, the following conditions are satisfied:

(a) for any I in the domain of t, if I is smaller than m and t(l) is
a formula of s, then v is not free in t(l)

(b) t(m) = <shows <Λsvf»
(c) there is no n in the domain of t greater than m such that, for

some formula of s g, t{n) = <shows g>
(d) there is an n in the domain of t greater than m such that

t{n) = f
(e) x = (the restriction of t to the set of all I in the domain of t

such that I is smaller than m)(^ Λ s v/ >).
Given a symbol sequence s and formulas of s / a n d ^ , As is, of course,

the rule which allows one to assume / in order to prove/ -*g. The four
EXS inference rules are existence rules in the sense that they allow us to
infer the existence statements form their conditions. TIS and EIS are the
inference rules of tautological implication and existential instantiation
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respectively while UIs and EGS are variants for a logic applicable in the
empty set of the inference rules of universal instantiation and existential
generalization respectively. ID 5 1 is a form of the principle of the indis-
cernibility of identicals which, just like the other rules of transformation of
definition 37 which have to do with terms of s, is not applicable within the
scope of 0-place variable binders of 5 and according to which non-existents
are extensionally indiscernible. IDS 2 is a form of the principle of self
identity which is only applicable to a term of 5 t if Et can be established.
Dsi expresses the fact that the so and so is so and so if there is exactly one
so and so and D s 2 expresses the fact that there is exactly one so and so if
the so and so exists. DPS is, of course, the method of completing a proof
by producing the formula of s to be proven and UPS is the method of com-
pleting the proof of a universal generalization by producing the formula of s
inside of the quantifier phrase without loss of generality.

Notice that some of the rules of transformation of definition 37 (parti-
cularly TΓS and ID s l ) are partially redundant.

Definition 38. If s is a symbol sequence, then Ls = the deductive sys-
tem of s d satisfying the following conditions:

(1) d{l) = the empty set
(2) d(2) = {As }
(3) d(3) = the set of all x satisfying one of the following conditions:

(a) for some positive integer m not greater than 4, x = EXsm

(b) either x = TIS or x = UIS or x = EGS or x = EIS

(c) for some positive integer m not greater than 2, either x =
lϋsm or x = Dsm

(4) d(4) = {DPs UPs}.
In other words, given a symbol sequence s, Ls is the axiomless deduc-

tive system of s d whose rules of transformation are just those defined in
definition 37.

Notice that, for any symbol sequence $, there are various deductive
systems of s d whose theorems are those of Ls although d{l)9 d(2), andd(3)
are empty, i.e., whose only rules of transformation are proof methods. A
simple deductive system of this kind is the one whose only proof method al-
lows one to complete a proof whenever the formula of s to be proven is a
theorem of s by Ls (however that is determined). On the other hand, there
are no deductive systems of s d with d{ 4) empty such that, for some/, / i s
a theorem o$ 5 by d; in other words, a deductive system with no proof
methods produces no theorems.

5. THE SOUNDNESS OF Ls

In this section, it is shown that, for any symbol sequence s, any theo-
rem of s by Ls is valid with respect to s. Some auxiliary concepts will be
defined so as to make the proof of this and later facts more clear.

Definition 39.

(1) if either p is a finite sequence or p is a denumerably infinite se-
quence, then
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(a) if m is a natural number, then p cut off at the mΛ term = the
restriction of p to the set of all I in the domain of p such that I is smaller
than m

(b) if p is a finite sequence and p is not empty, then
(1) the last term of p = p (the greatest member of the domain

oip)
(2) p cut off at the last term = p cut off at (the greatest mem-

ber of the domain of />)* term
(3) if 5 is a symbol sequence, then

(a) p consists of a show line of 5 just in case, for some
formula oί s f, p = « shσw^ / »

(b) q is obtainable from p by adding a show line of s just
in case, for some formula of s /, q = p «shows / »

(c) q is obtainable from p by adding an assumption of s
just in case, ,for some formulas of s / and g, the last term of p = < shows

<f— sg» and q = f<f>
(d) q is obtainable from p by an existential instantiation

of s just in case, for some v, w, and /, v and w are variables of s,/ is a
formula of s, < V s vf > is in the range of p, there is no g in the range of p
such that w occurs in^", and q = p <the result of properly substituting w for
v in / in s >

(e) q is obtainable from p by an inference rule of s just
in case, for some r and /, r is in Ls(3), p is in the domain of r, / is in
r{p), and q = f<f>

(f) # is obtainable from p by an inference rule of s other
than existential instantiation just in case q is obtainable from p by an in-
ference rule of s and q is not obtainable from p by an existential instantia-
tion of s

(g) q is obtainable from p by a direct proof in s just in
case, for some formula of s /and m in the domain of p, the following condi-
tions are satisfied:

(1) p(m) = < showsfy
(2) there is no n in the domain of p greater than m

such that, for some formula of s g, p{n) = Kshows g>
(3) there is an n in the domain of p greater than m

such that p(n) =f ^
(4) q = (p cut off at the mth term) < / >

(h) q is obtainable from p by a universal proof in s just
in case, for some variable of s v, formula of 5 /, and m in the domain of p,
the following conditions are Satisfied:

(1) for any I in the domain of p, if I is smaller than
m and p(l) is a formula of s, then f is not free in p(l)

(2) P (m) = <shows < Λ svf »
(3) there is no n in the domain of p greater than m

such that, for some formula of s g, p{n) = <showsg >
(4) there is an n in the domain of p greater than m

such that p{n) =/ ^
(5) q = (p cut off at the m t h term)<< Asvf»



CONTRIBUTIONS TO SYNTAX 259

(i) q is obtainable from p in s just in case either q is ob-
tainable from p by adding a show line of s or q is obtainable from p by add-
ing an assumption of s or q is obtainable from p by an inference rule of s or
q is obtainable from p by a direct proof in s or q is obtainable from p by a
universal proof in s.

(2) if s is a symbol sequence, then / is a.proof sequence in s just in
case t satisfies the following conditions:

(a) either t is not empty and ί is a finite sequence or t is a de-
numerably infinite sequence

(b) t{l) consists of a show line of 5
(c) for any m in the domain of t, if m is greater than i, then t(m)

is obtainable from t(m-l) in s.

Theorem ί. IE s is a symbol sequence, ί is a proof sequence in s, and
m is in the domain of t, then, for any I in the domain of t, if Z is greater
than lf I is not greater than m, and either t{l) is obtainable from t(l-l) by
a direct proof in s or t{l) is obtainable from t{l-l) by a universal proof in
s, then < the conjunction for (t{l) cut off at the last term) of s —* s the last
term of t(l)> is valid with respect to s.

Assume that s is a symbol sequence and that t is a proof sequence in s.
For any positive integer m and any Z, let Aim hold just in case Z is in the
domain of t, I is greater than 1, I is not greater than m, and either t{l) is
obtainable from t(l-l) by a direct proof in s or t(l) is obtainable from
t(l-l) by a universal proof in s. Also, for any I in the domain of t, let CZ
hold just in case the conjunction for (t{l) cut off at the last term) of s~> the
last term of t{l) is valid with respect to s. Let x = the set of all positive
integers m such that, if m is in the domain of t. then, for any Z, if AZra,
then CZ. 1 is in x since there is no I in the domain of t such that I is both
greater and not greater than 1. To establish the theorem, we must now
show that, for any positive integer m, if m is in x9 then ra+iisin#. As-
sume then that m is a positive integer, that m is in Λ:, that m + 1 is in the
domain of /, and that Δlm + 1. It follows that m is in the domain of t and so
that, for any Z, CZ if Mm. To establish the theorem, it is by definition 39
sufficient to show that

(1) if t{m + l) is obtainable from t{m) by adding a show line of s,
then CZ

(2) if t(m + 1) is obtainable from t(m) by adding an assumption of s,
thenCZ

(3) If t(m + l) is obtainable from t(m) by an inference rule of s,
then CZ

(4) if t{m + 1) is obtainable from t(m) by a direct proof in s, then CZ
(5) if t(m + 1) is obtainable from t(m) by a universal proof in s, then

CZ.
To show (1), assume that t{m + 1) is obtainable from t{m) by adding a

show line of s. Since £(Z) is obtainable from t(l-l)by either a direct or a
universal proof in s, I Φ m + 1 by definition 39 and so Z is not greater than
m; hence, klm and so CZ.
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By reasoning as for (1), it can be shown that both (2) and (3) hold.
To show (4), assume that t{m + 1) is obtainable from t(m) by a direct

proof in 5. By definition 39, it follows that, for some formula of s f and k
in the domain of t(m), (t(m))(k) = show f, there is no n in the domain of
t{m) greater than k such that, for some formula of 5 g, (έ(m)) (n) = show g,
there is an n in the domain of t^m) greaterj han k such that (t(m))(n) = f,
and ttyn + l) = (t(m) cut off at the fe;th t e r m f < / > . If lφ m + 1, then Cl by
reasoning as in the later portion of the proof for (1). Assume then that I =
m + 1. We shall show that

(a) the conjunction for {t{m) cut off at the wlth term) of s —> f is
valid with respect to s.

Let a = t(m) cut off at the ήχh term. It is not possible that a <f> is
obtainable from a by adding either a show line of 5 or an assumption of s
since then either there is an n greater than k in the domain of t(m) and a
formula of s g such that (t{m))(n) = show g or there are formulas oi^s g and
h such that (t(m)){k) = show / = show g ~~* h and f = g. Also, if a < / > is
obtainable from a by an inference rule of s other than existential instantia-
tion, then we obviously have (a). Assume then that a < / > is obtainable
from a by an existential instantiation of s; hence, by definition 39, for some
v, w, and g, v and w are variables of s, g is a formula of s, Vvg is in the
range of a, there is no h in the range of a such that w occurs in h, and/ =
the result of properly substituting w for υ in g in s. Then, since a(k) =
show / and w does not occur in a(k), υ cannot be free ing . But, for any
variable of s υ and formula of s g, if v is not free in^, then Vvg —> g is
valid with respect to s and, for any variable of s w, the result of properly
substituting w for υ in g in s = g. Hence, the conjunction for a of s -• / is
valid with respect to s and so (a) holds.

Assume finally that, for some j in the domain of t smaller than m,
a<f> = t(j + 1) and a</> is obtainable from t(j) either by a direct proof
in s or by a universal proof in s. Since j + 1 is greater than 1 and not
greater than m, we then have A j + 1 m and so Cj + i. Hence, since t( j + l)
cut off at the last term = a and the last term of t(j + l) = f, we again have
(a). Thus, by definition 39, the ways in which cΓ<f> is obtainable from its
predecessor in t are exhausted and (a) holds.

We now show by induction that
(b) for any natural number z} if z is not greater than (n-l)-k, then

the conjunction for (t(m) cut off at the n-z^ term) of s~* / is valid with
respect to s.

By (a), (b) holds for 0. For any natural number z not greater than
(n-l)-k, let Kz = the conjunction for (t(m) cut off at the n-z^ term) of s.
Assume that z is a natural number, that Kz ~>f is valid with respect to s if
z is not greater than (n-l)-k, and that z + 1 is not greater th&n(n-l)-k. It
follows that z is not greater than (n-l)-k and so that Kz -*/is valid with
respect to s. Let b = t(m) cut off at the n-{z + i ) Λ term and let c = t(m)
cut off at the n-zth term. We must show that Kz + 1 -*f is valid with re-
spect to s.

It is not possible that c is obtainable from b by adding a show line of s
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since then there is an n in the domain of t(m) greater than k such that, for
some formula of s g, {t(m))(n) = show g.

Assume that c is obtainable from b by adding an assumption of s;
hence, for some formulas of 5 g and k, (t(m))(n-(z + 2)) = show g —> h and
(t(m))(n-(z + ί)) = g. Since there is no n in the domain of t[m) greater than
k such that, for some formula of s ί> (t(m)){n) = show i, and since n-{z +2)
is not smaller than k, n-(z +2) = k and so {t(m)){n) = g—* h. Then, since
Kz = the I t h formula of s in c = g if there is no formula of s in the range of
b, Kz = Kz + 1 Λ g if there is a formula of s in the range of b,k-*<g~*h>
is valid with respect to s if either g —> <g -* h> or k Λ g —> <g -* h> is
valid with respect to s for any formulas of s &,£ >and h, and Kz —* f is valid
with respect to s, Kz + 1 -* f is valid with respect to s.

Obviously, if c is obtainable from b by an inference rule of s other than
existential instantiation, then Kz + 1 —* Kz is valid with respect to s and so
Kz + 1 —* f is valid with respect to s. Assume then that c is obtainable from
b by an existential instantiation of s; hence, by definition 39, for some v, w,
and g, v and w are variables of s, g is a formula of s, Vvg is in the range
of b, there is no h in the range of b such that w occurs in h, and
(t(m)){n-(z + l)) = the result of properly substituting w for v in g and s.
Then, since w is not free in either Kz + 1 or g or / and since, for any
formulas of s/, g, and k and variables of 5 υ and w9 if w is not free in
either / or g or k and both k Λ the result of properly substituting w for υ in
g in s -*/ and k -^ Vvg are valid with respect to s, then k -* f is valid with
respect to s, Kz + 1 -* f is valid with respect to s.

Assume finally that, for some j in the domain of t smaller than m, c =
t(j+l) and c is obtainable from t{j) either by a direct proof in s or by a
universal proof in s. Since j + 1 is greater than 1 and not greater than m,
we then have Aj +1 m and so Cj+1, i.e., the conjunction for (ccut off at
the last term) of s —> the last term of c is valid with respect to s. Since c
cut off at the last term = t(m) cut off at the n-{z +I) t h term and the last
term oϊ c = (t{m))(n~(z+l)), Kz + 1 ~» (t(m))(n-(z+l)) is valid with re-
spect to s. Also, since c is obtainable from t{j) either by a direct proof in
s or by a universal proof in s, {t{m))(n-{z + l)) is a formula of s. Hence,
since Kz= the 1 t h formula oϊ s in c = (t(m))(n-(z + l)) if there is no formula
of s in the range of b and Kz = Kz + 1 Λ (t{m)){n- (z+l)) if there is a
formula of s in the range of δ, Kz + 1 -* Kz is valid with respect to s. Since
Kz —^ f is valid with respect to s, it follows that Kz + 1 —* f is valid with re-
spect to 5. Thus, by definition 39, the ways in which c is obtainable from
its predecessor in t are exhausted and (b) holds.

If we instantiate the z in (b) to (n- l)-k, then we obtain that the con-
junction for {t{m) cut off at the k + 1th term) of s —*/ is valid with respect
to s. But, since {t{m))(k) = showf, the conjunction for (t{m) cut off at the
k + 1th term) of s = the conjunction for (t{m) cut off at the &Λ term) of s.
Also, t{m) cut off at the kth term = t{m+l) cut off at the last term and/ =
the last term of t{m + l). Hence, the conjunction for {t(m + l) cutoffatthe
last term) of s -* the last term of t(m + l) is valid with respect to s. Since
I = m + 1> Cl and so (4) holds.
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To show that (5) holds, assume that t(m+l) is obtainable from t{m) by
a universal proof in s. By definition 39, it follows that, for some variable
of s w, formula of s f, and k in the domain of t(m), w is not free in(t{m))(j)
if j is in the domain of t(m), j is smaller than k, and (t(m))(j) is a formula
of s for any j , {t(m))(k) = show Awf, there is no n in the domain of t(m)
greater than k such that, for some formula of s g, (t(m))(n) = showg, there
is an n in the domain of t(m) greater than k such that {t{m))(n) = f, and
t(m +1) = (t{m) cut off at the kth termf< Awf >. If iφ m+1, then Cl
by reasoning as in the later portion of the proof for (1). Assume then that
I = m + 1. It can be shown that

(a) the conjunction for (t(m) cut off at the n t h term) of s -*/ is
valid with respect to s.

The reasoning is the same as that for (a) under (4), but with {t(m))(k)
= show Awf.

It can also be shown that
(b) for any natural number z, if z is not greater than (n-l)-k,

then the conjunction for (t(m) cut off at the n-z^ term) of s -*/ is valid
with respect to s.

The reasoning is the same as for (b) under (4), but with the case of c
being obtainable from b by adding an assumption of 5 impossible since
(t{m)){k) = show Awf.

By reasoning with (b) as under (4), it can be shown that the conjunction
for (t(m) cut off at the fc* term) of s -*/ is valid with respect to 5. Since
w is not free in the conjunction for (t{m) cut off at the kth term) of s, since
t(m) cut off at the kth term = t(m + l) cut off at the last term, since Awf =
the last term of t{m+l), and since c ~* Awf is valid with respect to s if
c -* / is for any variable of s w and formulas of s c and / such that w is not
free in c, the conjunction for (t(m+l) cut off at the last term) of s -• the
last term of t(m + l) is valid with respect to s. Since I = m +1, Cl. Hence,
(5) holds and so the theorem holds.

Theorem 2. If s is a symbol sequence and p is a proof in s by Ls, then
there is a finite sequence t such that t is a proof sequence in s and the last
term of t = p.

Assume that s is a symbol sequence and let x = the set of all p such
that p is a proof in s by Ls and there is a finite proof sequence in s t such
that the last term of t = p. By definitions 34, 38, 37, and 39, it is sufficient
to show that, for any p in qy

(1) if p consists of a show line of s, then p is in x
(2) if p is in x and q is obtainable from p in s, then q is in x.
Assume that p consists of a show line of s and let u = </>>. By defi-

nition 39, u is a proof sequence in s and the last term of u = p. Hence, p is
in x.

Assume finally that p is in x and that q is obtainable from p in 5. Since
p is in xy there is a finite proof sequence in s r such that the last term of
r = p. Let u = r <# >. Because q is obtainable from p in s, u is a proof
sequence in s. Also, the last term of u = q. Hence, q is in x and the
theorem holds.
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Theorem 3. If s is a symbol sequence and / is a theorem of s by Lis,
then / is valid with respect to s.

Assume the antecedent. By definition 35, < / > is a proof in s by Ls.
Hence, by definitions 34, 38, 37, and 39, there is a proof in s by Ls p such
that either < / > is obtainable from p by a direct proof in s or < / > is ob-
tainable from p by a universal proof in s. By theorem 2, there is a finite
proof sequence in s r such that the last term of r = p. Let j = the greatest
member of the domain of r and let t = r^«f». Since j +1 is in the do-
main of t, since j +1 is greater than 1, since j +1 is not greater than j +1,
since t(j) = p, and since t(j +1) = </>, we obtain from theorem 1 that the
conjunction for (t(j+l) cut off at the last term) of s -* the last term of
t(j +1) is valid with respect to s by letting t = t, letting m = j + i , and in-
stantiating I to j+1. Since t{j +1) = </>, since < / > cut off at the last
term is empty, and since the last term of < / > = /, it follows by definition
36 that T s —>/ is valid with respect to s. Then, since T s is valid with re-
spect to s ,/ is valid with respect to 5.

6. THE SEMANTIC COMPLETENESS OF Ls

In this section, it is shown that, for any symbol sequence s, any formu-
la of s valid with respect to s is a theorem of s by L s. Some additional
auxiliary concepts will be defined.

Definition 40. If s is a symbol sequence, then
(1) Ms an enumerator of the formulas of s just in case t is a denu-

merably infinite sequence,the range of t = the set of all formulas of s, and,
for any i and j in the domain of t, if i ί j , then t(i) φ t{j)

(2) if m is a positive integer and t is an enumerator of the formulas of
s, then the mΛ existential generalization of s in t = the formula of s / such
that, for some v and g,f=<Vsvg> and, for any positive integer n, if t(n)
= /, then the number of members of the set of all positive integers I such
I is smaller than n and, for some w and h, t(l) = <V,swh> = m-1

(3) if either t is a term of s or t is a formula of s, then
(a) if m is a positive integer, then

(1) if m is not greater than the number of members of the set
of all variables of s υ such that v is free in t, then the mth variable of 5
free in t = the v such that, for some positive integer I, υ = the Ith variable
of s, v is free in t, and the number of members of the set of all positive in-
tegers k smaller than I such that the kth variable of 5 is free in t = m-1

(2) if m is not greater than the number of members of the
set of all individual constants of s c such that c occurs in t, then

(a) the mth individual constant of s in t = the c such that
for some positive integer I, c = the Ith individual constant of s, c occurs in
t, and the number of members of the set of all positive integers k smaller
than I such that the kth individual constant of s occurs in t = m - 1

(b) the m* correlated individual constant of s for t = the
x such that, for some positive integer I, the ra* individual constant of s in
t = the Ith individual constant of s and x = the 2llul individual constant of s



264 ROLF SCHOCK

(b) the sequence of variables of s free in t = the x satisfying the
following conditions:

(1) x is a function
(2) the domain of x = the set of all positive integers m such

that m is not greater than the number of members of the set of all variables
of s v such that v is free in t

(3) for any m in the domain of x, x(m) = the mth variable of
s free in t

(c) the sequence of individual constants of s in t = the x satisfying
the following conditions:

(1) x is a function
(2) the domain of x = the set of all positive integers m such

that m is not greater than the number of members of the set of all individual
constants of s c such that c occurs in t

(3) for any m in the domain of x, x(m) = the mth individual
constant of 5 in t

(d) the sequence of correlated individual constants of s for t = the
x satisfying the following conditions:

(1) x is a function
(2) the domain of x = the domain of the sequence of individual

constants of 5 in t
(3) for any m in the domain of x, x{m) = the m Λ correlated

individual constant of 5 for t
(e) if u and υ are finite sequences, the domain of u - the domain of

v, and the union of the range of u and the range of v is included in the set of
all terms of s, then

(1) the 0th result of properly substituting υ for. u in t in s = t
(2) for any positive integer m, if m is in the domain of v,

then the mth result of properly substituting υ for u in t in s = the result of
properly substituting v{m) for u(m) in (the m-lth result of properly sub-
stituting v for u in t in s) in s

(3) the result of properly substituting v for u in t in s = the
(the m such that either υ is empty and m = 0 or v is not empty and m = the
greatest member of the domain of #)* result of properly substituting v for
u in t in 5

(f) the correlate of ί in s = the x such that, for some v, v is a
finite sequence, the domain of υ = the domain of the sequence of individual
constants of s in t, the range of v is included in the set of all variables of s,
there is no I in the domain of v such that either υ(l) occurs in t or, for
some k in the domain of v, k ^ I and v(k) =v(l), and x = the result of prop-
erly substituting (the sequence of'correlated individual constants of s for t)
for υ in (the result of properly substituting v for (the sequence of individual
constants of s in t) in t in s) in 5

(4) if t is a proof sequence in 5 and either a and b are terms of s or
(a and b are finite sequences, the domain of a = the domain of b, and the
union of the range of a and the range of b is included in the set of all terms
of s), then the result of properly substituting b for a in t in s = the u satis-
fying the following conditions:
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(a) wis a function
(b) the domain of u - the domain of t
(c) for any m in the domain of u, u(m) = the p satisfying the fol-

lowing conditions:
(1) p is a finite sequence
(2) the domain of p - the domain of t(m)
(3) for any I in the domain of p9 one of the following condi-

tions is satisfied
(a) there is an / such that (t(m))(l) = <.showsf> and

p(l) = <shows the result of properly substituting b for a in/in s>
(b) (t(m))(l) is a formula of s and p(l) = the result of

properly substituting b for a in (t(m)){l) in 5
(5) if x is included in the set of all formulas of s, then

(a) the correlate of x in 5 = the set of all y such that, for some /
in x, y = the correlate of / in s

(b) for any /, if / is a formula of s, then x implies / in 5 just
in case, for some finite sequence whose range is included in x t, t(i) φ t(j)
if i φ j for any i and j in the domain of t and <the conjunction for t of
s —* s f> is a theorem of s by L s

(c) x is consistent in s just in case, for some formula of sf,x
does not imply / in s

(d) for any t and c, if t is an enumerator of the formulas of s, c
is a denumerably infinite sequence, the range of c is included in the set of
all individual constants of s d such that d is not free in / for any / in x, and
c(i) / c(j) if i / j for any positive integers i and j , then

(1) the (9 th instantial expansion of x by t and c in s = x
(2) for any positive integer m, the m Λ instantial expansion of

x by t and c i n s = the union of the m-lth instantial expansion of x by t and c
in s and {<the mth existential generalization of s in ί -*s the result of
properly substituting the d such that (d is not free in / if / is in the union
of the m-i t h instantial expansion of x by t and c in s and {theg" such that,
for some υ, the m* existential generalization of s in t = < V svg>] for any
f,d = c{l) for some positive integer I, and there is no positive integer k
smaller than I such that (c{k) is not free in / if / is in the union of the
m-lth instantial expansion of x by t and c in s and {the g such that,for
some v, the mth existential generalization of s in t = < Vsvg > } for any /))
for the v such that (for some g, the mth existential generalization of s in
t = < Vs υg >) in <the g such that, for some v, the m^ existential generali-
zation of s in t = < Vf

sυg > Λ S < Es the v such that, for some g, the m th

existential generalization of s = < V s ^ » > in s>}
(3) the 0 th expansion of x by t and c in s = the set of all /such

that, for some natural number m,/is in the mth instantial expansion of x by
t and c in s

(4) for any positive integer m,
(a) if the union of the m-lth expansion of x by t and c in

s and {t(m)} is consistent in s, then the mth expansion of x by t and c in s
= the union of the m-lth expansion of x by t and c in s and {t(m)}
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(b) if the union of the m-lth expansion of x by t and c in
5 and {t(m)} is not consistent in s, then the rath expansion of x by t and c
in s = the m-lth expansion of x by t and c i n s

(5) the expansion of x by t and c in s = the set of all / such
that, for some natural number m,f is in the mth expansion of x by t and
c in s

(e) for any term of s a, the set of identicals of a by x, t, and c in
5 = the set of all b such that <lsba > is in the expansion of x by t and c
in s.

Theorem 4. If s is a symbol sequence, t is a proof sequence in s,c is
an individual constant of s, v is a variable of s, and there are no p in the
range of t and / in the range of p such that v occurs in /, then the result
of properly substituting v for c in t in s is a proof sequence in s.

Assume the antecedent and let u = the result of properly substituting υ
for c in t in s. By definitions 40, 39, and 28, u(l) consists of a show line of
s. Assume then that m is in the domain of u and m is greater than 1. By
definitions 40, 39, 38, 37, 36, and 28, u{m) is obviously obtainable from
u(m - l)in s since t(m) is obtainable from t(m -1) in s. Hence, by definition
33, u is a proof sequence in s and the theorem holds.

Theorem 5. K s is a symbol sequence, / is a theorem of s by L s, c is
an individual constant of s, w is a variable of s, and w does not occur in /,
then <Λsw the result of properly substituting w for c in / in s > is a the-
orem of s by Ls.

Assume the antecedent. By definition 35, < / > is a proof in s by Ls .
Hence, by definitions 34, 38, 37, and 39, there is proof in 5 by Lsp such that
either < / > is obtainable from p by a direct proof in s or < / > is obtain-
able from p by a universal proof in s. By theorem 2, there is a finite proof
sequence in s r such that the last term of r = p. By definition 39, r « / »
is a proof sequence in s. Also, there is a variable of s v such that there
are no q in the range of r*<C</» and# in the range of q such that υ occurs
ing . Hence, by theorem 4, the result of properly substituting υ for c in
r"<C</» in s is a proof sequence in s and so, by definitions 40, 39, 38, 37,
34, and 35, the result of properly substituting v for c in/in s is a theorem
of s by L s. Hence, Av the result of properly substituting v for c in/ in s is
a theorem of s by L s. Now, Λvg-* Λw the result of properly substituting
w for v in g in s is a theorem of 5 by Ls for any variables of 5 v and w and
formula of s g in which w is not free. Also, the result of properly substi-
tuting w for c in / in s = the result of properly substituting w for υ in (the
result of properly substituting v for c in / in s) in s since neither v nor
w occurs in /. Hence, the theorem holds.

In theorems 6 through 16 and in definitions 41 through 43, it is taken
for granted that s is a symbol sequence, x is included in the set of all
formulas of s, / is an enumerator of the formulas of s, c is a denumerably
infinite sequence, the range of c is included in the set of all individual con-
stants of s d such that d is not free in / for any/ inx, and c(i) Φ c(j) if iφ j
for any positive integers i and j .
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Theorem 6. x is consistent in s just in case the expansion of x by t and
c in s is consistent in s.

Assume first that x is consistent in s. The expansion of x by t and c in
s is obviously consistent in s if, for any natural number n, the nth instantial
expansion of x by t and c in s is consistent in s. Since x is consistent in s
and the 0th instantial expansion of x by t and c in s = x, it is sufficient to
show that, for any natural number n, if the n + 2th instantial expansion of
x by t and c in s is not consistent in s, then the wΛ instantial expansion of x
by t and c in s is not consistent in 5. Assume then that n is a natural num-
ber and that the n + 1th instantial expansion of x by t and c in s is not con-
sistent in s. Also, let e = the n^h instantial expansion of x by t and c i n s .
By definition 40, we then know that, for some variable of s v, formula of
s /, and individual constant of s d which is free neither in/ nor in some g in
e, e implies sv<Vvf -* the result of properly substituting d for υ in / Λ EV
in s> in s. Hence, for some finite sequence u whose range is included in
e, both the conjunction for u of s—> Vvf and the conjunction for u of s —> N
the result of properly substituting d for υ in / Λ EV in s are theorems of 5
by L s. Let w be a variable of s which occurs neither in the conjunction for
M of s nor in Vvf. By theorem 5, Aw the result of properly substituting w
for d in <the conjunction for u of s —> N the result of properly substituting
d for υ in / Λ EV in s> in s is a theorem of 5 by L s. Since Λw<c —> h >
—> <c —* Awh> is a theorem of s by Ls for any variable of 5 w and formu-
las of s c and h such that w is not free in c, since d is not free in the con-
junction for M of s, and since v is free in Ev, it follows that the conjunction
for u of s -* Aw N <the result of properly substituting w for d in the result
of properly substituting d for v in / in s in s Λ EW > is a theorem of 5 by
L s. Now, both Aw N <r Λ EW> -* NVWΎ and Vvf ~> Vw the result of
properly substituting w for v in / in s are theorems of s by Ls for any
formula of s r. Hence, the conjunction for u of s —* NVW the result of
properly substituting w for d in the result of substituting d for v in / in 5 in
s A V w the result of properly substituting w for v in / in s is a theorem of
s by Ls. Assume that υ is not free in /. Then, since d is not free in /, the
result of properly substituting w for d in the result of properly substituting
d for v in / in s in s = the result of properly substituting w for v in / in
s = f and so the conjunction for u of s -* N V wf Λ V wf is a theorem of s by
L s; that is, e is not consistent in 5. Assume on the other hand that v
is free in /. Then, since w does not occur in /, the result of properly sub-
stituting w for d in the result of properly substituting d for v in / in 5 in 5 =
the result of properly substituting w for v in / in s and so e is again not
consistent in s. Hence, the expansion of x by t and c in s is consistent in s.
On the other hand, x is obviously consistent in s if the expansion of x by t
and c in s is since x is included in this expansion. Hence,the theorem holds.

In theorems 7 through 16, it is taken for granted that x is consistent in
s.

Theorem 7. If / is a formula of s, then
(l) the expansion of x by t and c ins implies / in s just in case / is a

member of the expansion of x by t and c in s
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(2) if the expansion of x by t and c in s implies / in s, then the expan-
sion of x by t and c in s does not imply < /vs /> in s

(3) if the expansion of x by t and c in s does not imply / in s, then the
expansion of x by t and c in s implies < /vs/> in s.

Assume that / is a formula of s. (1) follows immediately from theorem
6, definition 40, and the fact/-»/ is a theorem of s and (2) follows immedi-
ately from theorem 6 and definition 40. To show (3), assume its antecedent
and let e = the expansion of x by t and c i n s . By definition 40, the union of
e and {/} is consistent in s only if / is in e. Since / cannot be in e, it fol-
lows that e implies / - * Nf and so /vf in s. Hence, (3) holds and so the
theorem holds.

Theorem 8. U a and b are terms of s, then
(1) either the set of identicals of a by x, t, and c in s is not empty or

the set of identicals of b by x, t, and c in 5 is not empty just in case (the
set of identicals of a by x, t9 and c in s = the set of identicals of b by x,
t, and c in s just in case <lsab > is in the expansion of x by t and c in
s)

(2) the set of identicals of a by x, t, and c in s is empty and the set
of identicals of b by x, t, and c in s is empty just in case < /vs < E s α »
is in the expansion of x by t and c in s and < /vs < E s δ » is in the ex-
pansion of x by t and c in s.

Assume the antecedent. To show (1), assume first the left side of (1)
and the left side of the right side of (1). It follows that, for some term of
s d, dla and dϊb are in the expansion of x by t and c in s. Since
dϊa Λ dϊb -> alb is a theorem of s by L s, we then have the right side of the
right side of (l) by theorem 7. Assume instead the right side of the right
side of (1). It follows that, for any term of s d, dla is in the expansion of x
by t and c in s just in case d\b is since alb -* <d\a<r>d\b> is a theorem
s by Ls. Hence, we have the left side of the right side of (1). Assume now
the right side of (l). If the sets of identicals of both a and b by x, t and c i n s
are empty, then they are identical and so not empty by the right side of (1).
Hence, one of them is not empty and so (l) holds.

To show (2), assume its left side. Since ala and bib are then not in the
expansion of x by t and c in 5 and /valβ ~*/vEa is a theorem of s by Ls for
any term of 5 a, the right side of (2) holds by theorem 7. Assume finally
that the right side of (2) holds. Since /vEa~* Ndla is a theorem of 5 by Ls

for any terms of s a and d, it follows by theorem 7 that neither dla nor dlb
is in the expansion of x by t and c in s for any term of s d. Hence, (2) holds
and so the theorem holds.

Theorem 9. If a is a term of s and the set of identicals of a by x, t and
c in s is not empty, then, for some individual constant of s b, the set of
identicals of b by x, t, and c in s = the set of identicals of a by x, t, and c
in s.

Assume the antecedent. It follows that, for some term of s d, dla is in
the expansion of x by t and c i n s . Since dla —> Vvvla is a theorem of 5 by
Ls for any variable of s not free in a v, it follows by definitions 40 and 28
and theorem 7 that, for some individual constant of s b, both E5 and bla are
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in the expansion of x by / and c in s. Hence, by theorem 8, we have the
consequent.

Theorem 10. If υ is a variable of s and / is a formula of s, then
< As vf > is in the expansion of x by t and c in s just in case, for any indi-
vidual constant of s b, if the set of identicals of b by x, t, and c in s is not
empty, then the result of properly substituting b for v in / in s is in the ex-
pansion of x by t and c in s.

Assume the antecedent. If the left side of the consequent holds, b is an
individual constant of s, and the set of identicals of b by x, t, and cms is
not empty, then Eδ is in the expansion of x by t and c in s. Hence, since
Avf —» <Eb ~* the result of properly substituting b for v i n / in s> is a
theorem of s by Ls, the result of properly substituting b for v in / in s is
in the expansion of x by t and c in s by theorem 7. Assume then that the
right side of the consequent holds. If Avf is not in the expansion of x by t
and c in s, then Vv /vf is by theorem 7 since w Avf -> V v rtf is a, theorem
of s by Ls. But, by definition 40, theorem 7, and definition 28, if Vv/vf is
in the expansion of x by t and c i n s , then, for some individual constant of
5 b, the set of identicals of b by x, t> and c in s is not empty and N the re-
sult of properly substituting 5 for t; in / in s is in the expansion of x by t
and c in s. Also, by theorem 7, there is no formula of s g such that bothg"
and A/g are in the expansion of x Dy t and c in s. Hence, Avf is in the ex-
pansion of x by t and c in s and the theorem holds.

Definition 41. α is an assigner with respect to x> t, cy and s just in
case, for any term or formula of s u, α is an assigner for u in (the set of all
y such that y is not empty and, for some term of s b, y = the set of identi-
cals of b by x, t and c in s) with respect to s.

Definition 42. If x is consistent in s, then
(1) if b is a term of s and the set of identicals of b by x, t, and c in s

is not empty, then the 1th identical of b with respect to x9 t, and c in s = the
d such that, for some positive integer n, d = the n^ individual constant of s,
d is in the set of identicals of b by x, t, and c i n s , and there is no positive
integer m smaller than n such that the mth individual constant of s is in the
set of identicals oϊ b by x, t, and c in s

(2) if both either u is a term of s or u is a formula of s and α is an
assigner with respect to x, t, c, and s, then the sequence of individual con-
stants of s for u with respect to α, x, t, and c = the y satisfying the following
conditions:

(a) y is a function
(b) the domain of y = the domain of the sequence of variables of s

free in u
(c) for any j in the domain of y, either α (the j t h variable of s free

in u) is empty and y(j) = the I t h individual constant of s or, for some term
oϊ s b, α (the j ] t h variable of s free in u) = {the set of identicals of b by x, t,
and c ins} and y(j) = the 1 t h identical of b with respect to x, t, and c in s.

Definition 43. Fxtcs = the i satisfying the following conditions:
(1) i is a function
(2) the domain of i = the set of all descriptive constants of s
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(3) for any individual constant of s d, either the set of identicals of d
by x, t, and c in s is empty and i{d) = the empty set or the set of identicals
of d by x, t> and c in s is not empty and i{d) = {the set of identicals of d by
x, t, and c in s>}

(4) for any positive integer m and any b,
(a) if b is an m^place operation symbol of s, then i(b) = the set of

all ordered pairs v, w such that, for some u,
(1) υ and u are ra-term sequences
(2) the range of u is included in the set of all terms of sa

such that the set of identicals of a by x, t, and c in 5 is not empty
(3) for any j in the domain of υ> v(j) = the set of identicals

of u(j) by xy t, and c ins ^
(4) either the set of identicals of <b>u by x,^_t, and c in 5 is

empty and w = the empty set or the set of identicals of < b > u by x, t, and c
in s is not empty and w = {the set of identicals of < b >u by x, t, and c in s}

(b) if b is an m-place predicate of s, then i(b) = the set of all
m-term sequences v such that, for some m-term sequence u whose range
is included in the set of all terms of s,

(1) < b > u is in the expansion of x by t and c in 5
(2) for any j in the domain of v, υ(j) = the set of identicals

of u{j) by x, t, and c in s
(5) for any natural numbers I and m, if either I or m is a positive in-

teger, then for any b,
(a) if b is a 0-place Z-term m -formula term making variable

binder of s, then
(1) i(b) is a function
(2) the domain of i(b) = the set of all 2-term sequences u

such that u{l) is an Z-term sequence whose range is included in the set of
all terms of s and u{2) is an m-term sequence whose range is included in
the set of all formulas of s

(3) for any u in the domain of i(b)3 either the set of identicals
of (< b >u(ϊ))u{2) by x, t, and c în s is empty and (i(b))(u) = the empty set
or the set of identicals of (< b >u(l))u(2)by x, t, and c in s is not empty and
(i{b))(u) = {the set of identicals of (<b >u(l)ju{2)by x, t, and c i n s }

(b) if b is a 0-plaee Z-term m-formula formula making variable
binder of s, then i(b) = the set of all 2-term sequences u such that
(< b >u(l))u(2) is in the expansion of x by t and c in s.

In theorems 11 through 16, it is taken for granted that i= Fxtcs and
that j = the set of all y such that y is not empty and, for some term of s a,
y = the set of identicals of a by x, t, and cms.

Theorem 11. If m is a positive integer and b is an m-place operation
symbol of s, then i(b) is a function.

Assume the antecedent and that the ordered pairs p, q and p, r a r e in
i(b). We must show that q = r. From the assumption and definition 43, we
know that, for some u and v, u, v, and p are m-term sequences, the ranges
of both u and υ are included in the set of all terms of s a such the set of
identicals of a by x, ty and c in s is not empty, p{l) = the set of identicals of
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u(l) by x, t, and c in s = the set of identicals of v(l) by x, t, and c in s for
any I in the domain of p, either the set of identicals of < b > u by x, t, and
c in s is empty and q is empty or the set of identicals of < b > u by x, t, and
c in s is not empty and q = {the set of identicals of < b > u by x, ty and c in
s}, and either the set of identicals of < b >υ by x, t, and c in s is empty and
r is empty or the set of identicals of < b >v by x, t, and c in s is not empty
and r = {the set of identicals of <b>v by x, t, and c in s}. From the
second and third of these consequences, it follows by theorem 8 that
u(l)lv(l) is in the expansion of x by / and c in s for any I in the domain of u.
Let w = the m-term sequence w such that, for any I in the domain of w, w(l)
= u{l) lv(l) and let h = the conjunction for w of s. If the sets of identicals
of both < b > u and < b > v by x, t, and c in s are empty, then both q and r
are empty and so q = r. Assume then that the set of identicals of < b > u by
x, t, and c in s is not empty. Since both h Λ β K δ > M - » f l I < δ > v and
άl < b > u Λ a\< b >v —> <b>ul<b>v are theorems^ of s by Ls for any
term of s a, it follows by theorem 7 that < b >ul< b >υ is in the expansion
of x by t and c in s. Since the set of identicals of < b> υ by x,t, and c in s is
then not empty, q = r by theorem 8. By the same reasoning, q - r if the set
of identicals of < b >v by x, t, and c in s is not empty. Hence, the theorem
holds.

Theorem 12. If m is a positive integer and b is an m-place predicate
of s, then z(δ) is included in the set of all m-term sequences whose ranges
are included in j .

Assume the antecedent and that v is in i{b). By definition 43, v is an
m-term sequence and, for some m-term sequence u whose range is in-
cluded in the set of all terms of s, <b >u is in the expansion of x by t and c
in s and, for any I in the domain of v, v{l) = the set of identicals of u{l) by#,
t, and c in s. Since < b > u —> u(l) I w(Z) is a theorem of s by Ls for any I
in the domain of u, it follows by theorem 7 that the set of identicals of u{l)
by x, t, and c in s is not empty for any I in the domain of u. Hence, the
range of v is included in j .

Theorem 13. i(Es) = the set of all I-term sequences whose ranges are
included in j and i(ls) - the set of all £-term sequences v such that, for
some m in j , the range of v = {m}.

By definition 43, z(E) = the set of all i-term sequences v such that, for
some term of s a, Ea is in the expansion of x by t and c in s and v = < the
set of identicals of a by x, t and c in s >. Also, i(l) = the set of all 2 -term
sequences t> such that, for some terms of s a and b, alb is in the expansion
of x by t and c in s and t> = <the set of identicals of a by x, ί,and c in s the
set of identicals of b byx, t, and c in s >. Hence, the theorem holds.

Theorem 14. i is an interpreter with respect to s.
This follows from definitions 21 and 43 and theorems 11 through 13.

Theorem 15. If v is a variable of s,/ is a formula of s, and a is an
assigner for <Λsvf > in j with respect to s, then < Λs vf > satisfies i and
a just in case, for any individual constant of s d, if the set of identicals
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of d by x, t, and c in s is not empty, then / satisfies i and
i V v

* {the set of identicals of d by x, t, and c in s.} ' '

The theorem follows immediately from theorem 14, definition 22, defi-
nition 43, and theorem 9.

Theorem 16. If / is a formula of s, then, for any a, if a is an assigner
with respect to x, t, c, and s, then / satisfies i and a just in case the result
of properly substituting (the sequence of individual constants of s for / with
respect to a, x, t, and c) for (the sequence of variables of 5 free in /) in /
in 5 is in the expansion of x by t and c i n s .

For any term of s u, let \u - the set of identicals of u by x, t, and c in
s. Also, for any term or formula of s u, let Vu = the sequence of variables
of s free in u and, for any assigner with respect to x, t, c, and s a, let Can
= the sequence of individual constants of s for u with respect to a, x, t, and
let ϊau = the interpretation of u with respect to i and a. Also, for any u and
υ, if either u and υ are terms of s or, for some natural number z, u and v
are £-term sequences whose ranges are included in the set of all terms of
5, then, for any term or formula of s w, let Svuw = the result of properly
substituting υ for u in w in s. Finally, for any natural number z, let Ίz =
the set of all z -level terms of s M such that, for any assigner with respect
to x, t, c, and s α, \au = la $(Cau){\/u)u and either I S(Cau){\/u)u is empty
and la S(Cau)(\/u)u is empty or not and laS(Cau)(Vu)u = {lS{Cau)(\/u)u and
let Fz - the set of all z-level formulas of s f such that, for any assigner
with respect to x, t, c, and 5 a, both / satisfies i and a just in case
S(Caf)(Vf)f satisfies i and a and S(Caf)(Vf)f satisfies i and a just in case
S(Cα/)(V/)/ is in the expansion of x by t and c in 5.

To establish the theorem, it is sufficient to show that, for any natural
numbers z, every z-level formula of s is in Fz. Hence, it is sufficient to
show that

(1) every 0-level term of 5 is in TO
(2) for any natural number z,

(a) if every z-level term of s is in Ίz, then every z-level formula
of s is in Fz

(b) if every z-level formula of 5 is in Fz, then every z + 1-level
term of s is in Ύz + 1.

All variables and individual constants of s are obviously in Ύz for any
natural number z and so (l) holds. To show (2), assume that z is a natural
number. To show (a) of (2), assume that every z-level term of s is in Tz.
Assume first that m is a positive integer, b is an m-place predicate of s, u
is an m-term sequence whose range is included in the set of all z -level
terms of s, and a is an assigner with respect to x, t, c, and s. Let v = the
m-term sequence υ such that, for any I in the domain of υ, v(l) = S(Ca u(l))
$/u(l))u(l). If, for some / in the domain of u, lau(l) is empty, then, by the
inductive assumption, both lav(l) and lv(l) are empty and so <b >v is not in
the expansion of x by t and c in s. SincejDOth <b>u and <b>v Jhen do not
satisfy i and a by definition 22 and < b >v = S(Cα < b >u)(V < b >u) < b >u,
<6>w is then in Fz. Assume on the other hand that, for every I in the do-
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main of u,Iau(l) is not empty. By the inductive assumption, Iau(l) = Iav(l) =
{Iv(I)}and lv(l)is not empty for any I in the domain of u. Let w = the mΛerm
sequence w such that, for any Π n the domain of w, w(l) = \υ(l). By defini-
tions 43 and 22, each of <b\>u and < δ > # satisfies i and a just in case
there is an m-term sequence y whose range is included in the set of all
terms of s such that < b >y is in the expansion of x by t and c in s and, for
any I in the domain of w, w{l) = Jy{l); that is, by theorems 8 and 7, just^in
case <b>v is in the expansion of x by t and c i n s . Since <b>v =
S(Ca< b >u)(V< b>u)<b Su, < b >u is then again in Fz.

By theorem 7, /vf and fbg are in Fz if / andg are and b is a standard
binary connective of s^^Also, if Llmbu (the set of all £-level terms of
s)f(Fz)s and g = (<b>u)f, then, since no variable of s is free in g,
g = S(Cag)ίyg)gfor any assigner with respect to x, t, c, and s a and so is in
Fz by definitions 22 and 43. Assume then that υ is a variable of s and that
/ is in Fz, If either j is empty or v is not free in /, then Λ vf is obviously
in Fz. Assume instead that j is not empty, that υ is free in /, and that a is
an assigner with respect to x, t, c, and s. By definitions 42 and 41, 16 is
not empty for any b in the range of Ca Λ vf. By theorem 15, Λ vf satisfies
i and a just in case, for any individual constant of s b, if Xb is not empty,

then / satisfies i and « ( ^ | ). Since, for any individual constant of s b such

that Iδ is not empty, a{ j^j ) is an assigner with respect to x, t, c, and s, it

follows by the inductive assumption that Λvf satisfies i and a both just in
case S(Ca( ̂  )/)(V/)/ satisfies i and a(-^ » ) and just in case

S(Ca( L> )/)(V/)/ is in the expansion of x by t and c in s for any individual

constant of s δ such that Ib is not empty. Now, by definition 42,
S(Cα( ιW )/)(V/)/ = S (the 1 t h identical of b with respect to *, t, and c in s) υ

(S(Ca Λf/)(VΛ vf)f) for any individual constant of s b such that b is not
empty. Also, for any such b, (the i t h identical of b with respect to x, t, and
c in s) Ib is in the expansion of x by t and c in s. It follows that S(the i Λ

identical of δ with respect to x, t and c ins) ϋ (S(Cα Λ vf)(V A vf )/)<-*
Sbv(S(Ca Λ £>/)(V Λ vf)f) both satisfies £ and a( ?u> ) and is in the expansion

of x by t and c in s for any such b. Hence, Λ vf satisfies i and a both just in
case Sbv{S(Ca A t>/)(V Λ vf)f) satisfies i and a( j^j ) and just in case

S&t>(S(C<z Λ vf){y A vf)f) is in the expansion of x by t and c ins for any in-
dividual constant of s b such that Ib is not empty; that is, by theorems 15
and 10, both just in case AvS{Ca A vf)(\f A vf)f satisfies i and a and just in
case AvS(Ca A vf)(V A vf)f is in the expansion of x by t and c in s. Since
S(Ca A vf)(V A vf) Avf = AvS(Ca A vf)(V A vf)f, it follows that Avf is in
Fz.

From the fact that, for any variable of s v and / in Fz, both /vf and
Avf are in Fz, it follows immediately that Vvf is in Fz for such v and /.
Hence, (a) of (2) holds.

To show (b) of (2), assume that every £-level formula of s is in Fz.
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We already know that all variables and individual constants of s are in
Tz + 2. Assume then that m is a positive integer, b is an m -place operation
symbol of sy u is an ra-term sequence whose range is included in Tz + 1,
and a is an assigner with respect to x, t, c, and s. Let υ = the ra-term
sequence υ such that, for any I in the domain of v, v (I) =
S(Cau(l)){Vu(l))u{l). If, for some I in the domain of n, lau{l) is empty,
then, by the inductive assumption, both hxv(l) and lv{l) are empty and so
N E< b Sv is in the expansion of x by t and c in s. Since both la< bSuand
la<bSv are empty by definition 22 and <bSυ = S(Ca<b Su)(V<b Su)
< b ̂ u, < b S\ι is then in Ίz + 1. Assume on the other hand that, for every
I in the domain of u, la u(l) is not empty. By the inductive assumption,
lau(l) = la v{l) = {lv(l)} and\v(l) is not empty for any I in the domain of u.
Let w = the m-term sequence w such that, for any I in the domain of w,
w(l) = \υ{ΐ). JSince la<bSu = (i{b)){w) = \a<bSυ, since (i(δ))(w) is
empty if I< b Sv is and is {I< b Sv] if I< b Sv is not empty by definition
43, and since < b >v = S(Ca<bSu) (V <bSu)<b^>u, <b^u is again in
Tz + J.

Assume now that Klmbu (Tz + l)/(the set of all £-level formulas of
s)s and let g = {<bSuff. Since no variable of s is free in g, g —
S(Cag)fyg)g for any assigner with respect toΛΓ, t, c, and s α. Then, since,
by definitions 22 and 43, either Ig is empty and lag is empty or not and
lag = {Ig} for any assigner with respect to x, t, c, and 5 a, g is in Tz +1.
Assume finally that υ is a variable of s, f is a z -level formula of s, and a
is an assigner with respect to x, t, c, and s. Let w be a variable of s such
that M I / Ϊ ; and w does not occur in /. Obviously, (there is an I in j such
that, for any m in j,f satisfies i and a( f j) just in case I = m) just in case

VwAv<f<r>vlw> satisfies i and α. Let ̂  = S(CaVwλυ<f++vlw>)
{\f\/wAv<f+*vlw>)VwAv<f^vlw> = VwΛt> <S(Cα1v/)(VW)/<-*
t>Iz(;>. Since VwAv<f<^>vlw> is a 2-level formula of s, it satisfies z
and a both just in case g does and just in case g is in the expansion of x by
t and c i n s . Assume now that, for some I in j and any m in j,f satisfies i
and α( "m j ) just in case m = 7. Hence, g satisfies i and <z and g is in the ex-
pansion of x by t and c i n s . It follows both that, for some k in j and any m
in j , S(Cα1 vf) (VI υf)f satisfies i and α( \m\) just in case m = k and that
both E1u(S(CaW)(VW)/) and S1v(S(Cα1i;/)(V1 t;/)/MS(Cα1 v/)(V 1 */)/)
are in the expansion of # by t and c in s. Assume first that v is not free in
/. Then, since / satisfies i and a( \ι\),f satisfies i and <z(|OTj) for any m in

j . Hence, m - I for any m in j and so & = I and Πt;(S(Cα1 f/)(V1 vf)f) = /.
Since lαlv/= {I}, laMSiCaΛ vf){Vlvf)f) = {*}, and S{Ca-\vf)(V\vf)-\vf =
1f(S(Cα1 v/)(V1 υf)f)9 it follows thatiz;/ is in Tz + 1. Assume then that υ
is free in /. We know by theorem 9 that, for some individual constants of
5 b and d, b is in I and dY\υ{$(CaΛ vf){MΛ vf)f) is in the expansion of x by t
and c in 5. Since I = lb,f satisfies i and a( \ιb\ ) and so, since a( \ιb\ ) is an

assigner with respect to x, t, c and 5 and / is a z-level formula of s,
s(Ca( an )/)(V/)/ satisfies i andα( \lb] ). Since S(Cα( flM )/)(V/)/ = S (the
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1 t h identical of b with respect toΛ:, t, and c in s) v {§{CaΛvf){\f\ vf)f) and
(the i Λ identical of b with respect to x, t, c, and s)ϊb satisfies i and a( \\b\),

S b v (S(CaΛvf)(W\vf)f) satisfies i and a(v\n,\). Then, since bϊυ satisfies

i and a( j^j ), S(CαΊ v/)(VΊ #/)/ satisfies z and α( j^j ) and so ϊb = k. Also,

since Sdv (S(C<zTf/)(V1 υf)f) is both in the expansion of x by ί and c in s
and a £-level formula of s and since a( j^j ) is an assigner with respect to

x, t, c, and s, $dv(S(Ca*\ vf)(W\ vf)f) satisfies i and a( ^ ). Then, since

<2It> satisfies i and α( u ĵ ), S(Ca 1 f/)(V 1 υf)f satisfies i and a{ \ιd\ ) and so

\d= k. Since Iαii;/ = {I}, I = 16, Iα1v(S(CαΊι;/)(VΊi;/)/) = {k}, k = lb,k = U,
lΛv{S{CaΛvf)(V\υf)= W, and S(Cα1 v/)(V T v/) Ίv/ = 1^(S(Cα1 z;/)VI ?;/)/),
it again follows that Λvf is in T>ε + 1. Assume finally that there is no I in j
such that, for any m in j , / satisfies z and α( J W | ) just in case m = I. It

follows that Ng both satisfies i and α and is in the expansion of x by t and c
in s. Since S(C«1 ϋ/)(VΊ vf) Λυf = Λv{S{CaΛυf) (VI t;/)/), it follows by defi-
nition 22 that both laΛυf and IαS(Cα1 vf)(V\ vf) 1 vf are empty. Also, by
theorem 7, there is no term of s e such that eV\v(S(CαΊ f/) (VI ?;/)/) is in
the expansion of x by t and c in s. Hence, lS(CaΛvf){MΛvf)Λ vf is also
empty and so Λυf is in Ίz + I. It follows that (b) of (2) holds and so that
the theorem holds.

Notice that the various assumptions made above about s, x, t, c, i, and
j are not made beyond this point.

Definition 44. If s is a symbol sequence, then
(1) Rs = the remainder of the i Λ bisection of the remainder of the 3 t h

bisection of s
(2) if x is included in the set of all formulas of s, x is consistent in s,

and t is an enumerator of the formulas of s, then Cxts = the interpreter
with respect to s i such that, for any b in the domain of z, either b is an
individual constant of s and i{b) = (F(the correlate of x in s)t(Rs) s) (the
correlate of b in s) or b is not an individual constant of s and i{b) = (F (the
correlate of x in s) t (Rs) s)(b).

Notice that, for any symbol sequence s and positive integer m, Rs(πι) =
the 2m-lth individual constant of s. Since, for any positive integer m, the
correlate of the m Λ individual constant of 5 in s = the 2mth individual con-
stant erf s, it follows that, for any subset x of the set of all formulas of s,
there are no c in the range of Rs and / in the correlate of x in s such that c
is free in /.

Theorem 17. If s is a symbol sequence, x is included in the set of all
formulas of s, and / is a formula of 5, then

(1) / is in x just in case the correlate of / in s is in the correlate of x
in s

(2) if x is consistent in s, then, for any enumerator of the formulas of
s t and any a,

(a) a is an assigner for / in \JQxts with respect to s just in case a
is an assigner for the correlate of / in s in UF(the correlate of x ins)t{Rs)s
with respect to s
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(b) if a is an assigner for / in UCxts with respect to s, then/
satisfies Gxts and a just in case the correlate of / in s satisfies F (the cor-
relate of x in s)t(Rs)s and a.

This is obvious from definitions 40, 43, 44, 28, and 22.
Theorem 18. If 5 is a symbol sequence, ^ is a proof sequence in s, u

is a finite sequence, the range of u - the set of all x such that, for some p
in the range of t and I in the range of p, either I = <shows x> or I = x,
c = the sequence of individual constants of s in the conjunction for u of s,
v is a finite sequence, the domain of v = the domain of c, the range of v is
included in the set of all variables of s, there is no I in the domain of v
such that either υ(I) occurs in the conjunction for u of 5 or, for some k in
the domain of v, k ^ I and v(k) = v{l), f is a correlator, the domain of / =
the set of all individual constants of s, the range / is included in the set of
all individual constants of s, d is a finite sequence, the domain of d = the
domain of c, and, for any I in the domain of d, d(l) = f{c(l))9 then the result
of properly substituting d for v in (the result of properly substituting υ for
c in t in s) in s is a proof sequence in s.

The proof is analogous to the one given for theorem 4.
Theorem 19. If s is a symbol sequence, then/ is a theorem of s by Ls

just in case the correlate of / in s is a theorem of s by L s.
Assume that s> is a symbol sequence. Assume now that / is a theorem

of s by Ls. By definitions 35, 34, 38, 37, and 39, there is a proof in 5 by Ls

p such that either < / > is obtainable from p by a direct proof in s or < / >
is obtainable from p by a universal proof in s. By theorem 2, there is a
finite^proof sequence in 5 r such that the last term of r = p. By definition
39, r « / » is a proof sequence in s. Let u be a finite sequence such that
the range of u = the set of all x such that, for some q in the range of
r <3C/» and I in the range of q, either I = show x or I = x. Also, let c =
the sequence of individual constants of s in the Conjunction for u of s and let
v be a finite sequence such that the domain of v = the domain of c, the range
of v is included in the set of all variables of s, and there is no / in the do-
main of v such that either v(l) occurs in the conjunction for u of 5 or, for
some k in the domain of v, k ί I and v(k) = v(l). Also, let g = the functiong
such that the domain of g - the set of all individual constants of s and g(c) =
the correlate of c in s for any c in the domain of g. By definitions 40 and
28, g is a correlator. Finally, let d = the finite sequence d such that the do-
main of d = the domain of c and d(l) =g(c(l)) for any I in the domain of d.
By theorem 18, the result of properly substituting d for v in (the result of
properly substituting v for c in r ^ C < / » in s) in s is a proof sequence in s.
Hence, by definitions 40, 39, 38, 37, 34, and 35, the result of properly sub-
stituting d for v in (the result of properly substituting υ for c in / in s) in s
is a theorem of s by L s. By definitions 40 and 28, it follows that the corre-
late of / in s is a theorem of sby L s. By a similar argument, / is a theo-
rem of s by Ls if the correlate of / in s is, Hence, the theorem holds.

Theorem 20. If s is a symbol sequence and x is included in the set of
all formulas of s, then x is consistent in 5 just in case the correlate of x in
s is consistent in s.
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Assume the antecedent. Assume first that x is not consistent in s. By
definitions 40 and 36, there is a finite sequence t whose range is included in
x such that the conjunction for t oί s ~* /vTsisa theorem of s by L s. By
theorem 19, the correlate for (the conjunction for t of s •-> N T5) in s is
also a theorem of s by L s. Let u = the finite sequence u such the domain of
u = the domain of t and, for any I in the domain of u, u(l) = the correlate of
t{l) in 5. By definitions 40, 36, and 28, the conjunction for u of s —> /v T s =
the correlate for (the conjunction for t of s —> /v T s) in s. It follows by
definitions 40 and 36 that the correlate of x in s is not consistent in s. By a
similar argument, x is not consistent in s if the correlate of x in s is not.
Hence, the theorem holds.

Definition 45. If 5 is a symbol sequence, then / is a sentence of s just
in case/ is a formula of s and there is no variable of s v such that υ is free
in/.

Theorem 21. If 5 is a symbol sequence, x is included in the set of all
sentences of s, and x is consistent in s, then there is an h such that h is an
interpreter with respect to s and, for any / in x, f is true with respect to h
and 5.

Assume the antecedent. Let t be an enumerator of the formulas of s,
let j = Gxts, let i = F(the correlate of x in s)t{Rs)s, and let a be an assigner
with respect to the correlate of x in s, t, Rs, and s. To show that every /
in x is true with respect to j and s, assume that /is in x. By definitions 40,
28, and 45 and theorem 17, the correlate of / in s is both a sentence of s
and in the correlate of x in s. Also, by theorem 20, the correlate of x ins
is consistent in 5. Hence, by theorem 16, the correlate of / in s satisfies i
and a just in case the result of properly substituting (the sequence of indi-
vidual constants of s for the correlate of / in s with respect to a, the corre-
late of x in s, t, and Rs) for (the sequence of variables of s free in the cor-
relate of / in s) in the correlate of / in s in s is in the expansion of the
correlate of x in s by t and Rs in s; that is, just in case the correlate of /
in s is in this expansion. Since the correlate of x in s is included in the ex-
pansion of the correlate of x in 5 by t and Rs in s, it follows that the cor-
relate of / in s satisfies i and a; that is, by theorem 17, / satisfies j and a.
But, since no variable of s is free in /, / satisfies j and a for any assigner
for / in \Jj a and so for any proper assigner for finΌj a; that is, by defini-
tion 25, / is true with respect to j and s. Hence, the theorem holds.

Definition 46. If s is a symbol sequence and / is a formula of s, then
(1) the 0th closure of / in s =/
(2) for any m, if m is in the domain of the sequence of variables of s

free in /, then the raΛ closure of / in s = < « /vs < Vs the mth variable of
s free in / < Es the mth variable of s free i n / > » ΛS the result of
properly substituting < Ί s the m**1 variable of s free in / < /vs <I S the mth

variable of s free in / the mth variable of s free in / > » for the mth vari-
able of s free in/ in the m - ith closure of / in s in s > vs « Vs the raώ

variable of s free in/ < Es the mth variable of s free in / » ΛS < ΛS the
mth variable of s free in / the m - 1th closure of / in s » >

(3) either no variable of s is free in / and the closure of / in s = the
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0th closure of / in s or some variable of s is free in / and the closure of / in
s = the (the greatest member of the domain of the sequence of variables of
s free i n / ) * closure of / in s.

Theorem 22. If s is a symbol sequence and / is a formula of s, then
(1) / i s valid with respect to s just in case the closure of/ in s is

valid with respect to s
(2) / is a theorem of s by Ls just in case the closure of / in s is a

theorem of 5 by L s.
To establish (l), it is sufficient to show that

(a) / is valid with respect to s just in case the 0th closure of / in
5 is valid with respect to s

(b) for any m in the domain of the sequence of variables of 5 free
in /, if / is valid with respect to 5 just in case the m - I * closure of / in s
is valid with respect to s, then / is valid with respect to 5 just in case the
mth closure of s i n / is valid with respect to s.

It is obvious that (a) holds. To show (b), assume that m is in the do-
main of the sequence of variables of s free in / and that / is valid with re-
spect to s just in case the m-lth closure of / in s is. Let v = the mth var-
iable of s free in/, let g = the m-2Λ closure of/ in s, and let h = the result
of properly substituting 1 υ /v υlv for v in g in s. By definition 46, the mth

closure of/ in s = < /v V vEv A h> v < V vEv A Λ vg>. Since
g <-» < /vV vEv Λ g > v < VvEv Λ g > is valid with respect to s, g isvalid
with respect to 5 just in case < /vVvEυ A g>v < VvEv A g> is; that is,
since /vVvEv —> <g<->&> is valid with respect to s, just in case
</vV vEv Λ h>v <WvEv Λ g> is. Assume first that g is valid with respect
to s. Since υ is free neither in Λ/VvEυ A h nor in VvEv and since, for any
formulas of s α, e, and g such that υ is free in neither a nor e,
a v <e A Λ υg > is valid with respect t o s i f α v < β Λ ^ > is, it follows that
</vVvEv A h > v <VvEv Λ Λ vg> is valid with respect to s. Assume on
the other hand that < Λ/VVEV Λ h > v <V vEv *Avg> is valid with re-
spect to 5. Since VvEv Λ Λ υg —> g is valid with respect to s, it follows that
< /vVvEv Λ h > v < VvEv * g> is; that is, g is. Hence, (b) holds and so
(l) holds. The reasoning for (2) is the same as that for (1), but with respect
to theoremhood instead of with respect to validity.

Theorem 23. If s is a symbol sequence, / is a formula of s, and / is
valid with respect to s, then / is a theorem of s by L s.

Assume the antecedent. By theorem 22, the closure o f/ ins isvalid
with respect to s. Also, by definitions 45 and 46 and theorem 21, if { N the
closure erf / in s] is consistent in s, then, for some interpreter with respect
to 5 h, N the closure of / in s is true ψith respect to h and s. Since there
is no such h, { N the closure of / in s] is not consistent in s and so implies
the closure of / in s; that is, since the empty set and < N the closure of/
in s > are the only non-repeating finite sequences whose ranges are in-
cluded in { N the closure of / in s}, either T s -• the closure of / in s or
N the closure of / in s-» the closure of / in s is a theorem of s by L s .
Since both T s and <Λ/C -> c> -+ c are theorems of s by L sfor any formula
of s c, the closure of / in s is then a theorem of s by L s; hence, by theorem
22, / is a theorem of s by L s.
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Theorem 23 has some interesting corollaries.

Theorem 24. If s is a symbol sequence, / is a formula of s, v is a var-
iable of s, and, for any i, if ί is an interpreter with respect to s and Ui= the
empty set, then / is true with respect to i and s, then
« /vs < V s ^ < E s t > > » ^ s / > is a theorem of s by L s.

Assume the antecedent. Obviously, for any interpreter with respect to
s i, either \Ji is empty and wVvEv is true with respect to i and s or \Ji is
not empty and VvEv is true with respect to i and s. Then, since /vVvEv is
a sentence of s, /vVvEv —»/ is valid with respect to s; hence, by theorem
23, /vVvEv-> f is a theorem of 5 by L s.

Theorem 25. If s is a symbol sequence, / is a formula of s, υ is a var-
iable of s, and d = < {< " s < Wsv < Esv > » } Ls(2) Ls(3) Ls(4) > , then / is
a theorem of 5 by d just in case, for any i, if i is an interpreter with
respect to s and \Ji = the empty set, then / is true with respect to ϊ and s.

Assume the antecedent. Since, for any interpreter with respect to s i,
Ui is empty just in case wΊvEv is true with respect to i and s> we have the
consequent by theorems 3 and 24.

Theorem 26. If s is a symbol sequence,/ is a formula of s, v is a var-
iable of s, and, for any i, if i is an interpreter with respect to s and Ui ^
the empty set, then / is true with respect to i and s, then
« VS?;<ES v » -> sf> is a theorem of s by L s.

The proof is analogous to the one given for theorem 24.

Theorem 27. If s is a symbol sequence, / is a formula of s, v is a var-
iable of s, and d = < {< Vsv <Esv » } Ls(2) Ls(3) Ls(4) >, then / is a
theorem of s by d just in case, for any i, if i is an interpreter with respect
to s and Ui Φ the empty set, then / is true with respect to i and s.

The proof is analogous to the one given for theorem 25.

7. THEORIES AND RELATED CONCEPTS

A (non-logical) theory can be understood as a deductive system based
on logic in which more than the theorems of logic (particularly existence
theorems) are provable.

Definition 47. K s is a symbol sequence, then, x is a theory in s just in
case x satisfies the following conditions:

(1) x is a deductive system in s
(2) for any m in the domain of L s, Ls{m) is included in x(m)
(3) for some /, / is a theorem of s by x and / is not a theorem of s

by L s.
Theories are generally held to have subject matters; set theories are

about sets, number theories are about numbers, and so on. Yet, it is often
the case that the members of various very different universes of discourse
behave in the way that the entities that the theory is about behave; that is,
all of the theorems of the theory hold in these universes under one or an-
other interpretation. Any such universe can be understood as a subject
matter for that theory.



280 ROLF SCHOCK

Definition 48. If s is a symbol sequence and t is a theory in s, then x
is a subject matter for t with respect to s just in case there is an inter-
preter with respect to 5 i such that x = Όi and, for any theorem of s by tf,
f is true with respect to i and s.

Notice that only consistent theories have subject matters. Notice also
that a subject matter for a theory t can be used to define the entities that t
is about. For instance, if s is a symbol sequence, t is both a theory in s
and one or another axiomatization of set theory, and x is a subject matter
for t with respect to s, then one can say that y is a set with respect to x
just in case y is in x.

In the first chapter of book 4 of the collection of Aristotelean writings
to which AndΦonicus of Rhodes arbitrarily attached a synonym of the word
'Metaphysics', the philosopher says6

There is a science which investigates being as being and the attributes
which belong to this in virtue of its own nature. Now this is not the same
as any of the so-called special sciences,for none of them treats universally
of being as being.

This passage strongly suggests an exact definition of what a meta-
physical system is. Suppose that we define an existence formula to be any
formula which is either a statement that so and so exists or a self identity
statement or a non-vacuous existential generalization or the negation of a
non-vacuous universal generalization. We may then define an ontology to
be a set of existence formulas. Moreover, given an ontology α, the meta-
physical system determined by am can be understood as that axiomatic ex-
tension of logic which investigates all and only the consequences of existing
according to a; that is, m is the result of adding the axioms a to logic.

Definition 49. If s is a symbol sequence, then
(1) / is an existence formula of s just in case / satisfies one of the

following conditions:
(a) for some term of s t,f=< Es t>
(b) for some term of s t, / = <I S tt>
(c) for some variable of s v and formula oί s g, v is free ing* and

f=<Vsvg>
(d) for some variable of s v and formula oί s g, v is free in g and

f = </vs<Λsvg»
(2) x is an ontology in s just in case x is included in the set of all ex-

istence formulas of s

(3) if a is an ontology in s, then the metaphysical system in 5 deter-
mined by a = <a Ls(2) Ls{3) Ls(4)>.

Metaphysical systems, the ontology of a theory, and the metaphysical
system of a theory can now be defined in an obvious way.

Definition 50. If s is a symbol sequence, then
(1) x is a metaphysical system in s just in case, for some ontology in

s a, x = the metaphysical system in s determined by a
(2) if t is a theory in s, then

(a) the ontology of t in s = the set of all existence formulas of s /
such that/ is a theorem of s by /
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(b) the metaphysical system of t in s = the metaphysical system in
s determined by the ontology of t in s.

Notice that logic is the metaphysical system determined by the empty
set. Notice also that, for any symbol sequence 5 and theory in s t, if, for
some term of s u, £u is a theorem of s by t, then there is a metaphysical
system in s m such that the set of all theorems of s by t = the set of all
theorems of s by m. Given such a theory t, let a = the set of a l l/ such that,
for some theorem of s by t u and variable of s v, v is not free in u and / =
Vv< Ev Λ u> and let m = <a Ls(2) Ls(3) Ls(4)>. If u is a theorem of 5 by
t, then, for some variable of s not free in u υ, Vυ <Et> Λ W> is a theorem
of 5 by m and so u is a theorem of s by m. Also, if / is in m(l), then, for
some theorem of s by t u and variable of s υ not free inu,f=Vv<EvΛu >
and so / is a theorem of s by t. Also, for any positive integer n greater
than 1 and not greater than 4, m(n) is included in t(n). Hence, every theo-
rem of s by m is also a theorem of s by t. Also, m is obviously a meta-
physical system in s. It follows that metaphysical systems can be rather
strong. However, since, for any metaphysical system m, there exists a
deductive system which is not a metaphysical system whose theorems are
those of m, it also follows that metaphysical systems are avoidable.

Given a symbol sequence s, a. theory in s t, an interpreter with respect
to s i, a finite subset of \Ji x, and a non-empty finite sequence of theorems
of s by tu, the degree of confirmation of t with respect to i, x, u, and s can
be understood as the mean degree of truth of the terms of u in x with re-
spect to i and s. This concept can easily be extended to empty and denum-
erably infinite u.

Definition 51. If both either s is a finite sequence or 5 is denumerably
infinite sequence and the range of 5 is included in the set of all real num-
bers, then

(1) s converges to x just in case x is a real number and one of the fol-
lowing conditions is satisfied:

(a) for some m in the domain of s, s(m) = x and there is no n in
the domain of s such that m is smaller than n

(b) both there is an n in the domain of s such that m is smaller
than n for any m in the domain of s and, for any positive real number r,
there is an m in the domain of s such that, for any n in the domain of s, if
m is smaller than n, then x - r is smaller than s(n) and s(n) is smaller than
x + r

(2) the limit oί s = the x satisfying one of the following conditions:
(a) s converges to x
(b) x = 0 and there is no y such that 5 converges to y

(3) the sum of s = the limit of the t satisfying the following conditions:
(a) ί is a function
(b) the domain of t = the domain of s
(c) for any m in the domain of t, either m = 1 and t(m)= s(m) or m

is greater than 1 and t{m) = t(m -1) + s(m).
Definition 52. If s is a symbol sequence, t is a theory in s, i is an in-

terpreter with respect to s, x is a finite subset of Uz, either u is a finite
sequence or u is a denumerably infinite sequence, and the range of u is in-
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eluded in the set of all theorems of s by t, then the degree of confirmation
of t with respect to i, x, u, and s = the limit of the y satisfying the following
conditions:

(a) y is a function
(b) the domain of y = the domain of u
(c) for any m in the domain of y, y{m) = the z such that, for some

I, z = l/m and I = the sum of the w satisfying the following conditions:
(1) w is a function
(2) the domain of w = the domain of u cut off at the m + 1th

term
(3) for any k in the domain of w, w(k) = the degree of truth of

u(k) in x with respect to i and s.
Also, given a symbol sequence s, & theory in s t, and anon-empty finite

sequence of formulas of s u} the explanatory power of t with respect to u
and s can be understood as the ratio of the number of terms of u which are
theorems of s by t to the length of u. The concept can be extended to empty
and denumerably infinite u just as degree of confirmation was.

Definition 53. If s is a symbol sequence, t is a theory in s, either u is
a finite sequence or u is a denumerably infinite sequence, and the range of
u is included in the set of all formulas of s, then the explanatory power of t
with respect to u and s = the limit of the y satisfying the following
conditions:

(1) y is a function
(2) the domain of y = the domain of u
(3) for any m in the domain of y, y(m) = the z such that, for some I,

z = l/m and I = the number of members of the set of all k in the domain of
u cut off at the m + 2th term such that u(k) is a theorem of s by t.

Finally, given a symbol sequence s, a theory in s t, a set of formulas
of s /, and a non-empty finite sequence of theorems of s by t u, the degree
of deductive simplicity of t with respect to /, u, and s can be understood as
the ratio of the number of terms of u which are in / to the length of u. As
before, the concept can be extended to empty and denumerably infinite u.

Definition 54. If 5 is a symbol sequence, t is a theory in s,f is in-
cluded in the set of all formulas of s, either u is a finite sequence or u is a
denumerably infinite sequence, and the range of u is included in the set of
all theorems of s by t, then the degree of deductive simplicity of t with re-
spect to /, u, and s = the limit of the y satisfying the following conditions:

(1) y is a function
(2) the domain of y = the domain of u
(3) for any m in the domain of y, y{m) = the z such that, for some /,

z - l/m and I = the number of members of the set of all k in the domain of
u cut off at the m + I t h term such that u{k) is in /.

The concepts of definitions 52 through 54 can be concocted into a con-
cept of degree of adequacy for theories. Suppose that we define the weight
of a finite or denumerably infinite sequence as in definition 55.

Definition 55. If either s is a finite sequence or s is a denumerably in-
finite sequence, then the weight oί s = the limit of the t satisfying the fol-
lowing conditions:
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(1) t is a function
(2) the domain of t = the domain of s
(3) for any m in the domain of t, t(m) = (2m-l)/2m.
Given a symbol sequence s, a theory in s t, an interpreter with respect

to s i, a finite subset of \Ji x, finite or denumerably infinite sequences u, v,
and w, and a set of formulas of s /, if u and w are sequences of theorems of
s by t and v is a sequence of formulas of s, then the degree of adequacy of t
with respect to i, x, u, v, /, w, and s can be understood as the weighted
mean of the degree of confirmation, explanatory power, and degree of de-
ductive simplicity of t with respect to the appropriate sets and with the
weights of u, v, and w as weights if t is consistent in s and as 0 if t is not
consistent in s 7 .

Definition 56. K s is a symbol sequence, t is a theory in s, i is an in-
terpreter with respect to s, x is a finite subset of Ui, either u is a finite
sequence or u is a denumerably infinite sequence, the range of u is included
in the set of all theorems of s by t, either v is a finite sequence or υ is a
denumerably infinite sequence, the range of υ is included in the set of all
formulas of s,f is included in the set of all formulas of s, either w is a
finite sequence or w is a denumerably infinite sequence, and the range of w
is included in the set of all theorems of s by t, then the degree of adequacy
of t with respect to i, x, u, v,f, w, and s = the y satisfying one of the follow-
ing conditions:

(1) y = 0 and either one of u, v, and w are all empty or every formula
of 5 is a theorem of s by t

(2) one of uy v, and w is not empty, there is a formula of s g such that
g is not a theorem of s by t, and, for some k, I, m, p, qy and r,

(a) k = the degree of confirmation of t with respect to i, x, u, and 5
(b) I - the explanatory power of t with respect to v and s
(c) m = the degree of deductive simplicity of t with respect to/,

w, and s
(d) p = the weight of u
(e) q = the weight of υ
(f) r = the weight of w
(g) y = {{kp +lq)+mr)/{{p + q)+r).

8. CONCRETENESS AND RELATED CONCEPTS

Various philosophers hold something like the position that expressions
can be divided into those which are more or less elementary and those
which are more or less abstract in some sense8. In this paper, it is as-
sumed that elementaryness depends on both an interpreter i and an arbi-
trary set x and amounts to concreteness with respect to i and x.

Definition 57. If s is a symbol sequence, e is an expression of s,x is a
set, and i is an interpreter with respect to s, then

(1) if either e is a variable of s or e = /vs or e is a standard binary
connective of s or e is a variable binder of 5 or e is an auxiliary symbol of
s, then e is concrete in x with respect to i and s just in case e = e
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(2) if e is an individual constant of s, then e is concrete in x with re-
spect to i and 5 just in case ί(e) is a non-empty subset of x

(3) for any positive integer m,
(a) if e is an m -place operation symbol of s, then e is concrete in

x with respect to i and s just in case, for any m-term sequence whose range
is included in the set of all terms of s ί and assigner for <e >} in Uz with
respect to s a, if, for any j in the domain of t, the interpretation of ί(j)with
respect to i and a is a non-empty subset of x, then the interpretation of
<e S*i with respect to i and α i s a non-empty subset of x

(b) if e is an ra-place predicate of s, then £ is concrete in x with
respect to ί and s just in case i(e) is included in the set of all ra-term se-
quences whose ranges are included in x

(4) if e is not a standard symbol of s, then e is concrete in x with re-
gard to i and 5 just in case, for any m in the domain of e, e{m) is concrete
in x with respect to i and s.

Definition 58. If s is a symbol sequence, e is an expression of s,x is a
set, and i is an interpreter with respect to s, then e is abstract in x with
respect to i and s just in case e is not concrete in x with respect to i and s.

In other words, an expression is concrete in a set x with respect to an
interpreter i just in case i interprets the descriptive constants of e which
are not variable binders within x and is abstract in x with respect to i
otherwise9.

The concreteness concept of definition 57 can be used to characterize
applications of theories.

Definition 59. If s is a symbol sequence, t is a theory in s, x is a set,
and i is an interpreter with respect to s, then/is an application of t i n *
with respect to ί and s just in case / satisfies the following conditions:

(1) / i s included in the set of all theorems of s by t
(2) no theorem of s by Ls is in /
(3) every g in / is concrete in x with respect to i and s.
In other words, an application of a theory is a set of concrete non-logi-

cal consequences of the theory. We assume here (as, incidentally, we did
throughout section 7) that all desirable factual statements, assumptions,
idealizations, and so on are theorems of the concerned theory.

Given a symbol sequence s, a theory inset t, & set x, and an interpreter
with respect to s t, t can be called significant in x with respect to i and s
just in case t has a non-empty application in x with respect to i and 5.

Definition 60. If s is a symbol sequence, t is a theory in s, x is a set,
and i is an interpreter with respect to s, then t is significant in x with re-
spect to i and s just in case there is an/ satisfying the following conditions:

(1) / i s not empty
(2) / i s an application of t in x with respect to i and s.
This concept of significance is rather weak in that it allows many in-

significant theories to be made significant through the mere addition of an
appropriate concrete definition. Nevertheless, the policy of not calling such
definitional extensions significant is a difficult one to justify.
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9. THE INTERPRETATION OF EXPRESSIONS

Some of the philosophers who adopt something like the distinction be-
tween elementary and abstract expressions in addition adopt something like
the position that only elementary expressions require interpretation since
abstract expressions are given meanings by certain deductive relations
which they bear to elementary expressions10.

In this paper, it is assumed that all expressions are given meanings by
interpretation and without dependence upon any of the many different the-
ories in which some expressions may be used.

Given a symbol sequence s, an expression of s e, and an interpreter
with respect to s i, the denotation of e with respect to i and s can be under-
stood as e if e is a standard symbol of s which is not a descriptive constant
of s, with the interpretation of e if e is a descriptive constant of s, and with
the appropriate combination of the denotations of the constituents of e if e
is not a standard symbol of s.

Definition 61. If s is a symbol sequence, e is an expression of s, and i
is an interpreter with respect to s, then

(1) if e is a standard symbol of s and e is not a descriptive constant of
s, then the denotation of e with respect to i and s = e

(2) if e is a descriptive constant of s, then the denotation of e with r e -
spect to i and s = i(e)

(3) if e is not a standard symbol of s, then the denotation of e with re-
spect to i and s = the t satisfying the following conditions:

(a) t is a finite sequence
(b) the domain of t = the domain of e
(c) for any m in the domain of t, t{m) = the denotation of e(m)

with respect to i and s.
Given a symbol sequence s, an expression oί s e, and a set of inter-

preters with respect to s i, the meaning of e with respect to i and s can be
understood as the set of all ordered pairs whose first terms are members
of i and whose second terms are the denotations of e with respect to their
first terms and s.

Definition 62. If s is a symbol sequence, e is an expression of s,i is a
set, and every j in i is an interpreter with respect to s, then the meaning of
e with respect to i and s = the x satisfying the following conditions:

(1) l i s a function
(2) the domain of x = i
(3) for any j in the domain of x, x{j) = the denotation of e with respect

to j and s.
Although the denotations of definition 61 and the meanings of definition

6211 are not relativized to formulas, it may sometimes be desirable to at-
tend only to those denotations and meanings which fulfill all g in a particular
set of formulas. Such denotations and meanings can be called admissible
with respect to the appropriate sets.

Definition 63. If 5 is a symbol sequence and / is included in the set of
all formulas of s, then
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(1) if i is an interpreter with respect to s, then i is admissible with
respect to / and 5 just in case, for any g in f,g is true with respect to
i and 5

(2) if e is an expression of s, then
(a) x is an admissible denotation of e with respect t o / and s just

in case, for some interpreter with respect to s i, i is admissible with re-
spect to / and s and x = the denotation of e with respect to i and s.

(b) x is an admissible meaning of e with respect to / a n d s just in
case, for some set i, x = the meaning of e with respect to i and s and, for
any j in i, j is an interpreter with respect to s and j is admissible with re-
spect t o / and 5.

Given a symbol sequence s and a subset of the set of all formulas of
s / , any set within which some interpreter admissible with respect to / and
s assigns interpretations can be understood as a model for / in s.

Definition 64. If s is a symbol sequence and / is included in the set of
all formulas of s, then x is a model for / in s just in case, for some inter-
preter with respect to s i, i is admissible with respect to/and s and x = \Ji.

Suppose now that the degrees of truth of all g in a particular set of
formulas have been established with respect to certain sets of the relevant
kinds and that it is desirable to attend only to those denotations and mean-
ings which lead to these results. A relation of admissibility for such de-
notations and meanings can also be defined.

Definition 65. If s is a symbol sequence, / is included in the set of all
formulas of s, i is an interpreter with respect to s, and x is a finite subset
of Ui, then

(1) if j is an interpreter with respect to s, then j is admissible with
respect to / , i, x, and s just in case Uj is finite and, for any g in / , the de-
gree of truth of g in U j with respect to j and s = the degree of truth of g in
x with respect to i and s

(2) if e is an expression of s, then
(a) z is an admissible denotation of e with respect to / , i, x, and 5

just in case, for some interpreter with respect to s j , j is admissible with
respect to / , i, x, and s and z = the denotation of e with respect to j and s

(b) z is an admissible meaning of e with respect to / , i9 x, and s
just in case, for some set j , z = the meaning of e with respect to j and 5 and,
for any k in j , k is an interpreter with respect to s and k is admissible with
respect t o / , i, x, and s.

Given a symbol sequence s, a subset of the set of all formulas of s f,
an interpreter with respect to s i, and a finite subset of \Ji x, any set within
which some interpreter admissible with respect to / , i, x, and s assigns in-
terpretations can be understood as a model for / by i and jvins.

Definition 66. If s is a symbol sequence, / is included in the set of all
formulas of s, i is an interpreter with respect to s, and l i s a finite subset
of Ik', then y is a model for / by i and x in s just in case, for some inter-
preter with respect to s j , j is admissible with respect to / , i, x, and 5 and
y = u j .

Denotations and meanings admissible in the sense of leading to a cer-
tain degree of confirmation for a theory or to a certain degree of adequacy
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for a theory could also be defined with respect to the relevant sets although
they will not be defined here. All of this establishes the fact that there is a
good sense in which the expressions of a symbol sequence have more than
one kind of denotation and more than one kind of meaning.

NOTES

1. See, for instance, the modification and extension of the semantics of
A. Tarski used by R. Montague and D. Kalish in 'Remarks on descrip-
tions and natural deduction' (Archiv fur Mathematische Logik und
Grundlagenforschung, v. 3, 1957).

2. The resulting semantics is nevertheless a descendant of the semantics
used in the paper cited in the previous note. The deductive system Ls of
section 4 and some of the proofs of sections 5 and 6 also have ancestors
in that paper.

3. As far as the author knows, the idea that fl-place variable binders bind
all free variables in their scopes is due to Richard Montague.

4. Assume that s is a symbol sequence. Suppose that we call a an assigner
in a set x with respect to s just in case, for any term or formula of s t,
a is an assigner for t in x with respect to s. Obviously, a formula of s /
is valid with respect to s just in case, for any interpreter with respect
to 5 i and assigner in Ui with respect to s a, f satisfies i and a. Now,
for any interpreter with respect to s i and assigner in Ui with respect to
s a, let E ί a = the function / such that the domain of / = the set of all
formulas of s and, for any g in the domain of a, either g satisfies i and a
and f(g) = 1 or g does not satisfy i and a and f(g) = 0. Also, for any in-
terpreter with respect to s i and natural number k, let T i k = the set of
all k-level terms of s t such that

(1) for any variable of s v and assigner in Ui with respect to s a, if
v is not free in t, then either Ui is empty and the interpretation of t with
respect to i and a - the interpretation of t with respect to i and a (^e

empty set) or Ui is not empty and, for any m in Ui, the interpretation of t
with respect to i and a = the interpretation of t with respect to i and

(2) for any &-level term of s b, variable of s v, and assigner in Ui
with respect to s a, if either Ik' is empty or the interpretation of b with
respect to i and a is not empty, then the interpretation of the result of
properly substituting b for υ in t in s with respect to i and a = the inter-
pretation Of t With respect tO i and a(V

the interpretation of b with respect to ί and a)

(3) for any fe-level terms of s 5 and c and assigner in Ui with re-
spect to s a, if the interpretation of b with respect to i and a = the inter-
pretation of c with respect to i and α,then the interpretation of the result
of properly substituting b for c in t in s with respect to i and a = the in-
terpretation of t with respect to i and a.
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Finally, for any interpreter with respect to s i and natural number k,
let Ft k =the set of all &-level formulas of s / such that

(1) for any variable of s v and assigner in \Ji with respect to s a, if
v is not free in /, then either \Ji is empty and (/ satisfies i and a just in
case / satisfies i and a(ζhe e m p t y s e t )) or \Ji is not empty and, for any m
in Ui, / satisfies i and a just in case / satisfies i and a( fm j)

C2) for any &-level term of s b, variable of s v, and assigner in \Ji
with respect to s α, if either \Ji is empty or the interpretation of b with
respect to / and a is not empty, then the result of properly substituting
b for v in / in s satisfies i and a just in case / satisfies i and

IV v

^the interpretation of b with respect to i and a )

(&) for any fe-level terms of s b and c and assigner in Uz with re-
spect to 5 a, if the interpretation of b with respect to i and a = the inter-
pretation of c with respect to i and a> then the result of properly sub-
stituting b for c in/in s satisfies i and α just in case/ satisfies z and a.

To establish the assertion, it is sufficient to show that, for any in-
terpreter with respect to s i,

(1) for any assigner in Όi with respect to s a, Ei a satisfies condi-
tion (d) of part (2) of definition 26

(2) every 0-level term of s is in Ti 0
(3) for any natural number k9

(a) if every &-level term of 5 is in Tik, then every &-level
formula of s is in Ft k

(b) if every &-level formula of s is in Fi£,then every k + 1-
level term of s is inTz k+ 1,

5. Axiomless deductive systems are usually called natural deduction sys-
tems even if they are not at all natural.

6. This is taken from p. 731 of R. McKeon's edition The Basic Works of
Aristotle (New York, 1947). The translation is by W. D. Ross.

7. This concept of degree of adequacy is somewhat similar to the concept
of degree of confirmation c* discussed by R. Carnap in The Logical
Foundations of Probability (Chicago, 1950) and in The Continuum of
Inductive Methods (Chicago, 1952).

8. See, for instance, R. Braithwaite's Scientific Explanation (Cambridge,
1953), R. Carnap's 'Foundations of logic and mathematics' {The Inter-
national Encyclopedia of Unifiea Science, v. 1, 1939), and C. Hempel's
'Fundamentals of concept formation in empirical science' (ibid., v. 2,
1952).

9. An analogue to this concept of concreteness was used by the author as
a concept of empirical significance for formulas in 'Some definitions
of subjunctive implication, of count erf actual implication, and of related
concepts' (Notre Dame Journal of Formal Logic, v. 2, 1961). In con-
nection with this paper, see also the author's Ά note on subjunctive and
counterfactual implication' (ibid., v. 3, 1962).
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10. For instance, the three authors of note 8 (in the publications cited in
that note).

11. The motivations for and the attributes of denotations and meanings of
this kind were more fully discussed by the author in Ά definition of
even and some of its applications' (Theorίa, v. 28, 1962).
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