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#### Abstract

In this paper we describe, in a purely algebraic language, truthcomplete finite-valued propositional logical calculi extending the classical Boolean calculus. We also give a new proof of the Completeness Theorem for such calculi. We investigate the quasi-varieties of algebras playing an analogous role in the theory of these finite-valued logics to the role played by the variety of Boolean algebras in classical logic.


1 Introduction Assume that an $n$-valued $\operatorname{logic} L_{n}, n>1$, is given by means of truth tables. We shall denote the set of truth values by $V=\{0,1 /(n-1), \ldots,(n-$ $2) /(n-1), 1\}$. Assume mark $\subseteq V$, where $1 \in$ MARK and $0 \notin$ MARK. We shall call MARK the collection of designated (marked) truth values. Let the algebra of the $\operatorname{logic} L_{n}$ be $\left\langle V, \sigma_{1}\right\rangle$, where the signature $\sigma_{1}$ consists of operations on $V$. The logic $L_{n}$ is completely determined by the triple $\left\langle V, \sigma_{1}\right.$, MARK $\rangle$.

Small Greek letters $\alpha, \beta, \ldots$, shall be used to denote arbitrary truth values. We say that the $\operatorname{logic} L_{n}$ is truth-complete iff all J -operators $\left\{\mathrm{J}_{\alpha}^{*} \mid \alpha \in V\right\}$ are functionally expressible in the signature $\sigma_{1}$, where (see Rosser 48])

$$
\mathrm{J}_{\alpha}^{*} \beta= \begin{cases}1 & \text { if } \beta=\alpha \\ 0 & \text { if } \beta \neq \alpha .\end{cases}
$$

Intuitively, the expressibility in the signature $\sigma_{1}$ of all J-operators $\left\{\mathrm{J}_{\alpha}^{*} \mid \alpha \in V\right\}$ means that, for every $\alpha \in V$, it is possible to say in the language of the logic $L_{n}$ that a proposition $A$ assumes the given truth value $\alpha$.

A logic $L_{n}$ is said to be $\mathbf{C}$-extending iff in $L_{n}$ one can functionally express the binary operations $\wedge^{*}, \vee^{*}, \supset^{*}$, and the unary operation $\neg^{*}$ (whose restrictions to the subset $\{0,1\}$ of $V$ coincide with the classical logical operations of conjunction, disjunction, implication, and negation). Note that $L_{n}$ coincides with classical $\operatorname{logic} \mathbf{C}$ over the set $\{0,1\}$.

An algebra $V=\left\langle V, \wedge^{*}, \vee^{*}\right\rangle$ is called a quasi-lattice iff for all $\alpha, \beta, \gamma \in V$ the following conditions are satisfied (see Płonka 43]):

1. $\alpha \wedge^{*} \alpha=\alpha \vee^{*} \alpha=\alpha$,
2. $\alpha \wedge^{*} \beta=\beta \wedge^{*} \alpha$, and $\alpha \vee^{*} \beta=\beta \vee^{*} \alpha$,
3. $\alpha \wedge^{*}\left(\beta \wedge^{*} \gamma\right)=\left(\alpha \wedge^{*} \beta\right) \wedge^{*} \gamma$ and $\alpha \vee^{*}\left(\beta \vee^{*} \gamma\right)=\left(\alpha \vee^{*} \beta\right) \vee^{*} \gamma$.

We say that a logic is well-quantified iff the corresponding algebra $\left\langle V, \wedge^{*}, \vee^{*}\right\rangle$ is a quasi-lattice. Note that the quantifiers $\forall$ and $\exists$ can be defined in a logic as generalized conjunction and disjunction iff the logic is well-quantified.

Since every lattice is a quasi-lattice, the class of truth-complete $\mathbf{C}$-extending well-quantified logics contains many well-known nonclassical logics whose conjunction and disjunction induce a lattice structure, e.g., all the finite-valued logics of Łukasiewicz [35], the functionally complete logics of Post [44], the class of logics $T_{\epsilon_{0,1}, 1}^{n+1}$ of Yablonskii [57], and the logics corresponding to the algebras of Moisil 36].

In our opinion, it is even more interesting to consider examples of truth-complete C-extending logics such that the algebra $\left\langle V, \wedge^{*}, \vee^{*}\right\rangle$ is a quasi-lattice but not a lattice: a well known example is Bochvar's three-valued $\operatorname{logic} \mathbf{B}_{3} 9$. Other examples include the three-valued logic of Ebbinghaus [17], the logic $\mathbf{D}$ of Segerberg [53], which is a functional extension of Hallden's logic [31], and the finite-valued generalization of Bochvar's logic introduced by Grigolia and Finn [27]. Of related interest are also the three-valued logic of Hoogewijs 32], certain conditional logics (see Guzman 28] and Guzman and Squier 297), and many of the significance logics considered by Goddard and Routley [24].

In Finn et al. [21], many-valued logics are classified in terms of the informal semantics arising from the algebraic properties of their logical operations: thus, a logic is said to be of the uncertainty type if the truth values different from true and false stand for degrees of uncertainty (fuzziness); alternatively, if these truth values stand for "defects of sense," then the resulting logics are called significance logics. Both classes are examples of logics of partially defined predicates. There are certain similarities between some notions from 21$]$ and our definitions of truth-complete, $\mathbf{C}$ extending, and well-quantified logics.

Among the papers containing results related to ours, first of all we should mention Surma [56] and Rousseau [49]. In these papers the authors give algorithms for axiomatizing every finite-valued logic; using these axioms one can construct calculi of $n$-termed sequents and analytic tableaux in the style of Smullyan [54]. Hilbert-type calculi are not considered in 49] or 56.

The main result of our joint papers [2] and [5] is the specification of a general, effective method for constructing Hilbert-type first-order calculi for any truthcomplete $\mathbf{C}$-extending well-quantified logic. (Note that the condition of being wellquantified is not necessary for constructing propositional calculi.) Further, in the final sections of [2] and [5], we describe a general effective method to construct so-called "quasi-Hilbert"-type first-order calculi for arbitrary finite-valued logics. A general computational scheme for two-termed sequents in finite-valued logics is given in our papers [3] and [4]. In 4] one can find proofs of the analogues of some wellknown model-theoretic results for arbitrary finite-valued calculi. (Examples include the Łoś ultraproduct theorem, Maltsev's compactness theorem, and others.) In this
connection, at least the following papers should also be mentioned: [2], [3], 4], [5], D'Ottaviano [40], 41], and [42], along with the abstracts 6] and 52].

Let us now mention the papers that were the sources of some of our ideas and methods. These papers are mainly concerned with logics where the algebra $\left\langle V, \wedge^{*}, \vee^{*}\right\rangle$ is a quasi-lattice but not a lattice (logics of significance, in the terminology of 21]). Bochvar's logic $\mathbf{B}_{3}$ from 49] is the first example. This logic and its corresponding class of algebras were axiomatized by Finn [19], [20], Bochvar and Finn 10]. Grigolia and Finn [22, [27] considered highly nontrivial logics and algebras yielding finite-valued generalizations of $\mathbf{B}_{3}$. The techniques developed by these two authors found subsequent applications in more general contexts. In particular, our formulations of logical and algebraic axioms are generalizations and simplifications of those in 22] and [27].

The main results of this paper are as follows: we introduce a general method of constructing Hilbert-type propositional calculi for all truth-complete $\mathbf{C}$-extending logics. We similarly construct "quasi-Hilbert"-type propositional calculi for all finite-valued logics. We prove the completeness of all these calculi. We study the relationship between classical validity and validity in truth-complete $\mathbf{C}$-extending logics. We describe the corresponding algebras of this class of logics and prove two representation theorems. Our proof of the completeness theorem is new: we construct realizations for formulas and valuations, following an idea of Skvortsov (see 7). The same method is used in the present paper to obtain various algebraic results.

Although all papers mentioned up to now are mainly concerned with finitevalued logics, let us also briefly mention some papers dealing with infinite-valued logics (and their corresponding algebras) having some relationship with the present paper. For example, in Rousseau 50], 51], and Girard [23, intuitionistic versions of finite-valued logics are considered. Such logics were also considered in Anshakov's dissertation 1. Unfortunately, some of Anshakov's papers about intuitionistic versions of finite-valued logics are quite inaccessible for western readers. Also the socalled J-defined logics from (7] are closely related to the logics considered in the present paper. J-defined logics can be infinite-valued, as well as finite-valued. It is not hard to prove that every truth-complete $\mathbf{C}$-extending logic is J-defined.

Unless otherwise specified, by a logic $L_{n}$ we shall mean a truth-complete and $\mathbf{C}$-extending logic given by a triple $\langle V, \sigma$, MARK $\rangle$, where the signature

$$
\begin{aligned}
\sigma & =\sigma_{1} \cup\left\{\mathrm{~J}_{\alpha}^{*} \mid \alpha \in V\right\} \cup\left\{\wedge^{*}, \vee^{*}, \supset^{*}, \neg^{*}\right\} \\
& =\left\langle\left\{\mathrm{J}_{\alpha}^{*} \mid \alpha \in V\right\}, \wedge^{*}, \vee^{*}, \supset^{*}, \neg^{*}, F_{1}, \ldots, F_{k}\right\rangle
\end{aligned}
$$

is functionally equivalent to the basic signature $\sigma_{1}$. In Section 4 we shall briefly discuss (along the lines of [2] and [5]) the possibility of extending our results to other classes of finite-valued logics. In Section 5 we shall describe $L_{n}$-derivable formulas of a truth-complete $\mathbf{C}$-extending finite-valued propositional calculus $L_{n}$ in an algebraic language.

Different algebraic approaches to various classes of many-valued logics are developed in several papers (notably Chang [13] and [14], Rasiowa 45], Cleave 16], Rosenberg 447, Cignoli [15], Grigolia [25, [26] and 27], Mundici 37], 38], and [39], Guzman and Squire [29], Komori [33] and [34], Rose and Rosser [46],

Hähnle [30], Suchon [55], and Figallo (18]).
2 Syntax With the operations $\left\{\mathrm{J}_{\alpha}^{*} \mid \alpha \in V\right\}, \wedge^{*}, \vee^{*}, \supset^{*}, \neg^{*}$, and $F_{1}^{\left(m_{1}\right)}, \ldots, F_{k}^{\left(m_{k}\right)}$ we associate the formal symbols (called propositional connectives) $\left\{\mathrm{J}_{\alpha} \mid \alpha \in V\right\}, \wedge$, $\vee, \supset, \neg$ and $f_{1}^{\left(m_{1}\right)}, \ldots, f_{k}^{\left(m_{k}\right)}$, with the corresponding number of arguments.
Definition 2.1 (Alphabet and Formulas) We have:

1. A countable set of propositional variables,
2. Propositional connectives,
3. Parentheses ) and (.

Formulas are defined in the usual way by induction. Propositional variables will be considered as atomic formulas.

We shall adopt the usual conventions on the omission of parentheses. All connectives in $\sigma \backslash\{\wedge, \vee, \supset\}$ have the same strength, and they are stronger than $\wedge, \vee, \supset$. The connectives $\wedge$ and $\vee$ are stronger than $\supset$.
Definition 2.2 External formulas are inductively defined as follows:

1. For each $\alpha \in V$, if $A$ is a formula, then $\mathrm{J}_{\alpha} A$ is an external formula.
2. If $X$ and $Y$ are external formulas, then so are $(X \wedge Y),(X \vee Y),(X \supset Y),(\neg X$.

In what follows, the letters $p, q, r, \ldots$ shall stand for arbitrary atomic formulas, the letters $A, B, C, \ldots$ for formulas, and the letters $X, Y, Z, \ldots$ for external formulas.

Notation 2.3 Throughout this paper, $p_{0}$ shall denote a fixed propositional variable. We also use the following notations and abbreviations:

1. $\mathbf{T}=\left(\mathbf{J}_{1} p_{0} \supset \mathrm{~J}_{1} p_{0}\right)$ and $\mathbf{F}=(\neg \mathbf{T})$,
2. $A \equiv B=(A \supset B) \wedge(B \supset A)$,
3. The abbreviations $\bigwedge_{i \in I} X_{i}$ and $\bigvee_{i \in I} X_{i}$ are interpreted, respectively, as $X_{1} \wedge\left(X_{2} \wedge\right.$ $\left.\left.\ldots \wedge\left(X_{k-1} \wedge X_{k}\right) \ldots\right)\right)$ and $X_{1} \vee\left(X_{2} \vee \ldots \vee\left(X_{k-1} \vee X_{k}\right) \ldots\right)$, under the assumption that $I=\{1, \ldots, k\}$. If $I=\varnothing$, then $\mathbf{T}$ is identified with the formula $\wedge X_{i}$, and $\mathbf{F}$ with the formula $\bigvee X_{i}$. As for the binary operations $\wedge^{*}$ and $\vee^{*}$, $\bigwedge_{i \in I} X_{i \in I}$ the expressions $\bigwedge_{\beta \in I}^{*} \beta$ and $\bigvee_{\beta \in I}^{*} \beta$ are handled in the same way, with $\bigwedge_{\beta \in I}^{*} \beta=1$ and $\bigvee_{\beta \in I}^{*} \beta=0$ for $I=\varnothing$.
4. If $W \subseteq V$, then we set $\mathrm{J}_{W} A=\bigvee_{\beta \in W} \mathrm{~J}_{\beta} A$. Let mark $A=\mathrm{J}_{\mathrm{MARK}} A$.

Definition 2.4 We adopt the following Axiom Schemes:
Propositional axioms ( $\mathbf{P}$ )
(P1) $\quad X \supset(Y \supset X)$,
(P2) $\quad(X \supset(Y \supset Z)) \supset((X \supset Y) \supset(X \supset Z))$,
(P3a) $X \supset(Y \supset X \wedge Y)$,
(P3b) $X \wedge Y \supset X$,
(P3c) $X \wedge Y \supset Y$,
(P4a) $(X \supset Z) \supset((Y \supset Z) \supset(X \vee Y \supset Z))$,
(P4b) $X \supset X \vee Y$,
(P4c) $\quad Y \supset X \vee Y$,
(P5) $\quad(X \supset Y) \supset((X \supset \neg Y) \supset \neg X)$,
(P6) $\neg \neg X \supset X$.

## Connection Axioms (Con)

(Cg) $\quad \mathrm{J}_{\alpha} g\left(A_{1}, \ldots, A_{r}\right) \equiv \underset{G\left(\beta_{1}, \ldots, \beta_{r}\right)=\alpha}{\bigvee}\left(\bigwedge_{i=1}^{r} \mathrm{~J}_{\beta_{i}} A_{i}\right)$,
where $G \in \sigma \backslash\left\{J_{\alpha}^{*} \mid \alpha \in V\right\}$ and the propositional connective $g$ corresponds to the operation $G$,
$\left(\mathbf{C J}_{0}\right) \quad \mathrm{J}_{0} X \equiv \neg X$,
$\left(\mathbf{C J}_{1}\right) \quad \mathbf{J}_{1} X \equiv X$,
$\left(\mathbf{C J}_{\alpha}\right) \quad \mathbf{J}_{\alpha} X \supset \mathbf{F}$ for $\alpha \notin\{0,1\}$.

## Axioms of $n$-valuedness

For each $\alpha \in V$ :
$\left(\mathrm{N} V_{\alpha}\right) \mathrm{J}_{\alpha} A \equiv \bigwedge_{\beta \neq \alpha} \neg \mathrm{J}_{\beta} A$.
Definition 2.5 We use the following inference rules:

1. modus ponens: $\frac{Y, \quad X \supset Y}{Y}$
2. mark-introduction: $\frac{A}{\operatorname{mark} A}$
3. mark-elimination: $\frac{\operatorname{mark} A}{A}$

As usual, a formula $A$ is said to be derivable from a collection of formulas $\Gamma$ in the calculus $L_{n}$ if it is derivable from the axioms and $\Gamma$ by the rules of inference (notation: $\Gamma \vdash_{L_{n}} A$, or simply $\Gamma \vdash A$.)

Let $\mathbf{E F}\left(L_{n}\right)$ be the set of all external formulas of the calculus $L_{n}$. Let $\mathbf{P V}(\mathbf{C})$ be the set of all propositional variables of the classical propositional calculus $\mathbf{C}$, and let $\mathbf{A F}(\mathbf{C})$ be the algebra of formulas of the logic $\mathbf{C}$, that is, the absolutely free algebra of signature $\{\wedge, \vee, \supset, \neg\}$ generated by $\mathbf{P V}(\mathbf{C})$. We also denote by $\mathbf{A F}(\mathbf{C})$ the support of this algebra.

Proposition 2.6 Let $S:\langle\mathbf{A F}(\mathbf{C}), \wedge, \vee, \supset, \neg\rangle \longrightarrow\left\langle\mathbf{E F}\left(L_{n}\right), \wedge, \vee, \supset, \neg\right\rangle$ be a homomorphism. By abuse of notation, let $S: \mathbf{P V}(\mathbf{C}) \longrightarrow \mathbf{E F}\left(L_{n}\right)$ also denote the restriction of $S$ to $\mathbf{P V}(\mathbf{C})$. If $\Phi \in \mathbf{A F}(\mathbf{C})$ and $\Gamma \subseteq \mathbf{A F}(\mathbf{C})$, then $\Gamma \vdash_{\mathbf{C}} \Phi$ implies $S(\Gamma) \vdash_{L_{n}} S(\Phi)$, where $S(\Gamma)=\{S(\Psi) \mid \Psi \in \Gamma\}$.

Proof: An obvious induction on the length of the derivation of the formula $\Phi$ in the classical propositional calculus $\mathbf{C}$.

It follows from the above proposition that we can use well-known derived rules of inference of the classical logic $\mathbf{C}$ for constructing derivations in the calculus $L_{n}$, provided that we restrict the area of their application to the set $\mathbf{E F}\left(L_{n}\right)$ of external formulas.

Lemma 2.7 If $1 \in W \subseteq V$ and $0 \notin W$, then $\vdash_{L_{n}} J_{W} X \supset X$ and $\vdash_{L_{n}} X \supset J_{W} X$.
Proof: (a) Let us prove that $\vdash X \supset \mathrm{~J}_{W} X$. By axiom $\left(\mathbf{C J}_{1}\right)$ and Proposition 2.6, we have $\vdash X \supset \mathrm{~J}_{1} X$. Moreover, $\vdash \mathrm{J}_{1} X \supset \mathrm{~J}_{W} X$ because $1 \in W$. Then we have $\vdash X \supset$ $\mathrm{J}_{W} X$.
(b) Let us prove $\vdash \mathrm{J}_{W} X \supset X$. By axiom $\left(\mathbf{C J}_{1}\right)$ and Proposition 2.6. we have $\vdash \mathrm{J}_{1} X \supset X$. If $1 \neq \alpha \in W$ then by axiom $\left(\mathbf{C J}_{\alpha}\right)$ we have $\vdash \mathrm{J}_{\alpha} X \supset \mathbf{F}$ because $\alpha \neq 0$. Again by Proposition 2.6 we get $\vdash\left(\mathrm{J}_{\alpha} X \supset \mathbf{F}\right) \supset\left(\mathrm{J}_{\alpha} X \supset X\right)$. Then, by modus ponens, $\vdash \mathrm{J}_{\alpha} X \supset X$ for $1 \neq \alpha \in W$. So for all $\alpha \in W$ we have $\vdash \mathrm{J}_{\alpha} X \supset X$, which implies $\vdash \mathrm{J}_{W} X \supset X$.

Corollary $2.8 \quad \vdash_{L_{n}} X \equiv \operatorname{mark} X$.
Theorem 2.9 (Deduction Theorem) Let $\Gamma$ be a collection offormulas, and suppose $A$ and $B$ to be formulas of $L_{n}$. Then $\Gamma, A \vdash_{L_{n}} B$ implies $\Gamma \vdash_{L_{n}}$ mark $A \supset \operatorname{mark} B$.

Proof: By induction on the length of the derivation of the formula $B$, as in classical logic. If necessary, use Proposition 2.6 and the above corollary.

Corollary 2.10 If $X$ and $Y$ are external formulas, then $\Gamma, X \vdash \vdash_{L_{n}} Y$ implies $\Gamma \vdash_{L_{n}}$ $X \supset Y$.

Definition 2.11 We define normal formulas by the following inductive procedure:

1. For $\alpha \in V$, if $A$ is an atomic formula, then $\mathrm{J}_{\alpha} A$ is a normal formula.
2. If $X$ and $Y$ are normal formulas, then so are the expressions $(X \wedge Y),(X \vee$ $Y),(X \supset Y)$, and $(\neg X)$.

Definition 2.12 By induction we define the I operator, transforming external formulas into normal formulas, as follows.

1. If $A$ is an atomic formula, then $\left(\mathrm{J}_{\alpha} A\right)^{I}=\mathrm{J}_{\alpha} A$.
2. $(X * Y)^{I}=X^{I} * Y^{I}$, where $*$ here denotes one of the connectives, $\vee, \wedge, \supset$.
3. $(\neg X)^{I}=\neg\left(X^{I}\right)$.
4. $\left(\mathrm{J}_{\alpha} f\left(A_{1}, \ldots, A_{r}\right)\right)^{I}=\bigvee_{F\left(\beta_{1}, \ldots, \beta_{r}\right)=\alpha}\left(\bigwedge_{j=1}^{r}\left(\mathrm{~J}_{\beta_{j}} A_{j}\right)^{I}\right)$, where the connective $f$ corresponds to the operation $F \in \sigma \backslash\left\{\mathrm{~J}_{\alpha}^{*} \mid \alpha \in V\right\}$,
5. 

$$
\left(\mathrm{J}_{\alpha} \mathrm{J}_{\beta} A\right)^{I}= \begin{cases}\left(\mathrm{J}_{\beta} A\right)^{I} & \text { if } \alpha=1 \\ \neg\left(\mathrm{~J}_{\beta} A\right)^{I} & \text { if } \alpha=0 \\ \mathbf{F} & \text { if } \alpha \notin\{0,1\}\end{cases}
$$

Lemma 2.13 $\vdash_{L_{n}} X \equiv X^{I}$.

Proof: By induction on the logical depth of the external formula $X$. Use Proposition 2.6 and the axioms of connection (Con).

Corollary 2.14 $\vdash_{L_{n}} A$ if and only if $\vdash_{L_{n}}(\operatorname{mark} A)^{I}$.

3 Semantics Recall that $\mathbf{A F}\left(L_{n}\right)$ denotes the algebra of formulas of our logic $L_{n}$ (that is, the absolutely free algebra of signature $\sigma$ ). Homomorphisms from the algebra of formulas $\mathbf{~} \mathbf{A F}\left(L_{n}\right)$ into the algebra $\langle V, \sigma\rangle$ will be called $L_{n}$-valuations.

Lemma 3.1 Let $X$ be an external formula of the calculus $L_{n}$. If $v$ is an $L_{n}{ }^{-}$ valuation, then $v(X) \in\{0,1\}$.
Proof: By an obvious induction on the construction of the formula $X$.
Definition 3.2 A formula $A$ of the language $L_{n}$ is said to be $L_{n}$-valid if we have $v(A) \in$ MARK for each $L_{n}$-valuation $v$.
The following is an immediate consequence of the definition.
Lemma 3.3 Let $v$ be an arbitrary $L_{n}$-valuation and $W \subseteq V$. Then

$$
v\left(J_{W} A\right)= \begin{cases}1 & \text { if } v(A) \in W \\ 0 & \text { if } v(A) \notin W .\end{cases}
$$

Corollary 3.4 A formula $A$ of the language $L_{n}$ is $L_{n}$-valid if and only if the formula mark $A$ is $L_{n}$-valid.

Theorem 3.5 (Correctness Theorem) All formulas derivable in the calculus $L_{n}$ are $L_{n}$-valid.
Proof: It suffices to verify that the axioms are $L_{n}$-valid and the rules of inference preserve $L_{n}$-validity. The fact that modus ponens preserves $L_{n}$-validity is clear. For the rules of mark-introduction and mark-elimination, this follows from Corollary 3.4.

The $L_{n}$-validity of axioms of group (P) follows from Lemma 3.1. since the restrictions of the operations $\wedge^{*}, \vee^{*}, \supset^{*}, \neg^{*}$ to the subset $\{0,1\}$ of the set $V$ are the usual operations of conjunction, disjunction, implication, and negation, respectively. The $L_{n}$-validity of the other axioms can be directly verified.

Lemma 3.6 A formula $A$ is $L_{n}$-valid if and only if the normal formula $(\operatorname{mark} A)^{I}$ is $L_{n}$-valid.
Proof: Use Corollary 3.4 together with the Correctness Theorem 3.5 and Lemma 2.13.
Let $\mathbf{P V}\left(L_{n}\right)$ denote the set of all propositional variables of the $\operatorname{logic} L_{n}$. We shall present the set $\mathbf{P V}\left(L_{n}\right)$ as a disjoint union of $n$-element subsets of $\mathbf{P V}(\mathbf{C})$. To this purpose, we assume to be given, once and for all, a one-to-one correspondence between the set $\mathbf{P V}\left(L_{n}\right)$ and the set of all $n$-element subsets of $\mathbf{P V}(\mathbf{C})$. So each propositional variable $p \in \mathbf{P V}\left(L_{n}\right)$ will correspond to some fixed collection of $n$ propositional variables from $\mathbf{P V}(\mathbf{C})$. For convenience, we shall denote the elements in this collection
as propositional letters indexed by the elements of the set $V$ of truth values. So we have

$$
\mathbf{P V}(\mathbf{C})=\bigcup_{p \in \mathbf{P V}\left(L_{n}\right)}\left\{p_{\alpha} \mid \alpha \in V\right\}
$$

where $\left\{p_{\alpha} \mid \alpha \in V\right\} \cap\left\{q_{\alpha} \mid \alpha \in V\right\}=\varnothing$ for $p \neq q$, and $p_{\alpha} \neq p_{\beta}$ whenever $\alpha \neq \beta$.
We denote by $\mathbf{P V}(A)$ the set of all propositional variables of a formula $A$.
Definition 3.7 The expression $X^{R}$ denotes the formula of classical logic obtained from a normal formula $X$ by substituting $p_{\alpha}$ for all occurrences of $\mathrm{J}_{\alpha} p$. We shall call this classical formula $X^{R}$ the realization of the formula $X$.

Definition 3.8 Let $v$ be an $L_{n}$-valuation. Let us define a classical valuation $v_{R}$ as follows: we set $v_{R}\left(p_{\alpha}\right)=v\left(\mathbf{J}_{\alpha} p\right)$, and then we extend this valuation to the set $\mathbf{A F}(\mathbf{C})$ of all formulas of the classical $\operatorname{logic} \mathbf{C}$. We shall call this valuation $v_{R}$ the realization of the $L_{n}$-valuation $v$.

Lemma 3.9 Let $v$ be an $L_{n}$-valuation and $X$ be a normal formula. Then $v(X)=$ $v_{R}\left(X^{R}\right)$.
Proof: By an obvious induction on the construction of the formula $X$.
We now define

$$
(N V)_{A}=\bigwedge_{\alpha \in V}\left(\mathrm{~J}_{\alpha} A \equiv \bigwedge_{\beta \neq \alpha} \neg \mathrm{J}_{\beta} A\right)
$$

Compare with the axioms ( $N V_{\alpha}$ ).
Definition 3.10 A classical valuation $u$ will be called normal if for every $p \in$ $\mathbf{P V}\left(L_{n}\right)$ we have $u\left((N V)_{p}^{R}\right)=1$.

Lemma 3.11 If $v$ is an $L_{n}$-valuation, then $v_{R}$ is a normal $\mathbf{C}$-valuation.
Proof: By Lemma 3.9 together with the Correctness Theorem 3.5. we have
$v_{R}\left((N V)_{p}^{R}\right)=v\left((N V)_{p}\right)=1$.
Lemma 3.12 For every normal $\mathbf{C}$-valuation $u$ there exists an $L_{n}$-valuation $v$ such that $u=v_{R}$.
Proof: Since $u\left((N V)_{p}^{R}\right)=1$, there exists a unique $\alpha \in V$ such that $u\left(p_{\alpha}\right)=1$. Letting now $v(p)=\alpha$, we extend (by induction) this map to an $L_{n}$-valuation. Then it is easy to see that $v_{R}=u$.

Lemma 3.13 A normal formula $X$ is $L_{n}$-valid if and only if for every normal $\mathbf{C}$ valuation $u$ it is true that $u\left(X^{R}\right)=1$.

Proof: Let $X$ be $L_{n}$-valid and $u$ be a normal $\mathbf{C}$-valuation. By Lemma 3.12 there exists an $L_{n}$-valuation $v$ such that $u=v_{R}$. By Lemma3.9, we have $u\left(X^{R}\right)=v_{R}\left(X^{R}\right)=$ $v(X)=1$. Assume $u\left(X^{R}\right)=1$ holds for every normal $\mathbf{C}$-valuation $u$. Then by Lemma 3.11. for every $L_{n}$-valuation $v, v_{R}$ is a normal $\mathbf{C}$-valuation. By Lemma3.9. we conclude $v(X)=v_{R}\left(X^{R}\right)=1$.
In the rest of this paper we let $p_{0} \in \mathbf{P V}\left(L_{n}\right)$ be the same distinguished propositional variable used in our notational stipulations 2.3

Lemma 3.14 Let $X$ be a normal formula. Let $\wp$ be a finite subset of the set $\mathbf{P V}\left(L_{n}\right)$ such that $\mathbf{P V}(X) \subseteq \wp$ and $p_{0} \in \wp$. Then $X$ is $L_{n}$-valid if and only if the formula

$$
\begin{equation*}
\bigwedge_{p \in \wp}(N V)_{p}^{R} \supset X^{R} \tag{1}
\end{equation*}
$$

is a classical tautology.
Proof: Let a normal formula $X$ be $L_{n}$-valid. Let $u$ be an arbitrary $\mathbf{C}$-valuation. Assume we have

$$
u\left(\bigwedge_{p \in \wp}(N V)_{p}^{R}\right)=1
$$

Let us define a $\mathbf{C}$-valuation $w$ as follows. If $p \in \wp$, then we set $w\left(p_{\alpha}\right)=u\left(p_{\alpha}\right)$; in the opposite case we set

$$
w\left(p_{\alpha}\right)= \begin{cases}1 & \text { if } \alpha=1 \\ 0 & \text { if } \alpha \neq 1\end{cases}
$$

It is easy to see that $w$ is a normal $\mathbf{C}$-valuation. Moreover, if all propositional variables occurring in a classical formula $\Phi$ are contained in the set $\left\{p_{\alpha} \mid p \in \wp, \alpha \in V\right\}$, then $w(A)=u(A)$. Then, by Lemma 3.13. we have $u\left(X^{R}\right)=w\left(X^{R}\right)=1$.

Let the formula (1) be a classical tautology and $v$ be an arbitrary $L_{n}$-valuation. Let us set $u=v_{R}$. Then, by Lemma 3.11. $u$ is a normal $\mathbf{C}$-valuation. Therefore, $u\left(X^{R}\right)=1$. Then $v(X)=u\left(X^{R}\right)=1$.

Corollary 3.15 (Embedding of $L_{n}$ into classical $\operatorname{logic} \mathbf{C}$ ) $\quad$ Let $A$ be a formula of the logic $L_{n}, \mathbf{P V}(A) \subseteq \wp \subseteq \mathbf{P V}\left(L_{n}\right)$, where $\wp$ is a finite set, and $p_{0} \in \wp$. Then $A$ is $L_{n}{ }^{-}$ valid if and only if the formula

$$
\bigwedge_{p \in \wp}(N V)_{p}^{R} \supset\left((\operatorname{mark} A)^{I}\right)^{R}
$$

is a classical tautology.
Proof: Use Lemmas 3.6 and 3.13.
Theorem 3.16 (Completeness Theorem) If a formula $A$ of the language $L_{n}$ is $L_{n^{-}}$valid, then $A$ is derivable in the calculus $L_{n}$.
Proof: Let $\wp=\mathbf{P V}(A) \cup\left\{p_{0}\right\}$. Let $A$ be $L_{n}$-valid. By Corollary 3.15 and the Completeness Theorem for the classical logic $\mathbf{C}$, we have

$$
\vdash^{\prime} \mathbf{C} \bigwedge_{p \in \wp}(N V)_{p}^{R} \supset\left((\operatorname{mark} A)^{I}\right)^{R} .
$$

Then, by Proposition 2.6, we have

$$
\vdash_{L_{n}} \bigwedge_{p \in \wp}(N V)_{p} \supset(\operatorname{mark} A)^{I} .
$$

If $p \in \wp$, then $(N V)_{p}$ is the axiom of the calculus $L_{n}$. By modus ponens, we have $\vdash_{L_{n}}(\operatorname{mark} A)^{I}$. Then, by Lemma 2.13 and the mark-elimination rule, we have $\vdash_{L_{n}}$ A.

Definition 3.17 For convenience, now we shall consider that $\mathbf{P V}(\mathbf{C})=\left\{q_{m} \mid m \in \omega\right\}$ and $\mathbf{P V}\left(L_{n}\right)=\left\{p_{m} \mid m \in \omega\right\}$. Let $u$ be a $\mathbf{C}$-valuation. We set $u_{n}\left(p_{m}\right)=u\left(q_{m}\right)$, and then we shall extend $u_{n}$ to $L_{n}$-valuation by the usual inductive procedure. This $L_{n}{ }^{-}$ valuation $u_{n}$ will be called the $L_{n}$-version of the $\mathbf{C}$-valuation $u$.

Definition 3.18 The expression $\Phi^{B}$ denotes the external formula of the logic $L_{n}$ obtained from a formula $\Phi$ of classical logic $\mathbf{C}$ by substituting $\mathrm{J}_{1} D$ for all occurrences of every atomic subformula $D$ of the formula $\Phi$. This formula $\Phi^{B}$ is called the Bochvar version of the formula $\Phi$.

Lemma 3.19 Let v be a $\mathbf{C}$-valuation and $\Phi$ be a formula of the classical logic $\mathbf{C}$. Then $v(\Phi)=v_{n}\left(\Phi^{B}\right)$.

Proof: By an obvious induction on the complexity of $\Phi$, recalling Lemma 3.1.
Theorem 3.20 (Embedding of classical logic $\mathbf{C}$ into $L_{n}$ ) Let $\Phi$ be a formula of classical logic $\mathbf{C}$. Then $\vdash_{\mathbf{C}} \Phi$ if and only if $\vdash_{L_{n}} \Phi^{B}$.

Proof: By Proposition 2.6. $\vdash_{\mathbf{C}} \Phi$ implies $\vdash_{L_{n}} \Phi^{B}$. If $\vdash_{L_{n}} \Phi^{B}$, then $\Phi^{B}$ is $L_{n}$-valid by the Correctness Theorem for the calculus $L_{n}$. Let $v$ be an arbitrary $\mathbf{C}$-valuation. Then $v(\Phi)=v_{n}\left(\Phi^{B}\right)=1$. Therefore, $\vdash_{\mathbf{C}} \Phi$ follows from the Completeness Theorem for classical $\operatorname{logic} \mathbf{C}$.

4 Axiomatizing arbitrary finite-valued logics We note that, for an arbitrary finitevalued $\operatorname{logic} L_{n}$ given by a triple $\langle V, \sigma$, MARK $\rangle$ there is no known effective method for constructing a calculus either in the Hilbert form or in the form of a calculus of two-termed sequents, which will be complete with respect to $L_{n}$-validity. Admittedly, Rousseau [49] and Surma [56] developed methods of axiomatizing finite-valued logical calculi, but although these methods may be of theoretical value, it seems to us that they are too complex and unintuitive.

Investigators of finite-valued logical calculi usually strive to obtain complete (with respect to $L_{n}$-validity) axiomatizations of predicate or propositional manyvalued calculi, either of the Hilbert type, or in the form of two-termed sequents. In this way one has the opportunity to obtain deeper proof-, as well as model-theoretic results: as a matter of fact, these methods of axiomatization are nicely linked with natural mathematical intuition, and they also enable us to extend to finite-valued logical calculi methods and results that were originally developed for classical logic. This is the case, e.g., of the axiomatizations for logics of Łukasiewicz in [35], Bochvar 19], [24], Ebbinghaus [17], Rose and Rosser [46], and others.

In our papers [2], [3], 4], [5] we presented a general effective method for constructing a predicate calculus of "quasi-Hilbert" type, which is complete with respect to $L_{n}$-validity, for any finite-valued logic. It appears that in many problems arising for finite-valued calculi, "quasi-Hilbert"-type calculi are no less convenient than Hilberttype calculi-the only difference being the addition of finitely many symbols in the language. Once the language is so extended, all subsequent reasoning is carried out in a Hilbert type calculus. We shall briefly discuss this idea for propositional calculi only.

Let the logic $L_{n}$ be given by a triple $\left\langle V, \sigma_{1}\right.$, MARK $\rangle$. We extend the alphabet of $L_{n}$ by introducing the following new symbols: the external connectives, $\wedge, \vee, \supset, \neg$, and $\left\{J_{\alpha} \mid \alpha \in V\right\}$. Formulas and external formulas are defined as in Section 2. Thus, although formulas will be in the language of the $\operatorname{logic} L_{n}$, external formulas will not be in it. For the axiomatization of this extended calculus we take all the axioms from Section 2 (excluding the axioms $(\mathbf{C J}),\left(\mathbf{C J} \mathbf{J}_{1}\right)$ and $\left(\mathbf{C J} \mathbf{J}_{\alpha}\right)$ ). Moreover, we shall assume that the axioms $(\mathbf{C g})$ are valid for all $G \in \sigma_{1} \cup\left\{\wedge^{*}, \vee^{*}, \supset^{*}, \neg^{*}\right\}$, where $\wedge^{*}, \vee^{*}, \supset^{*}, \neg^{*}$ are usual two-valued logical operations on the subset $\{0,1\}$ of the set $V$ of truth values; further, we shall maintain all conventions of Section 2 about metasymbols for formulas and external formulas. We denote this extended calculus by $L_{n}(+)$. It is convenient to regard our calculus $L_{n}(+)$ as the counterpart of the twosorted algebra $\left\langle V,\{0,1\}, \sigma_{1}, \wedge^{*}, \vee^{*}, \supset^{*}, \neg^{*},\left\{J_{\alpha}^{*} \mid \alpha \in V\right\}\right\rangle$. It is possible to define $L_{n}(+)$-valuations of formulas and external formulas in the usual way. We set

$$
\Phi^{M}= \begin{cases}(\operatorname{mark} \Phi) & \text { if } \Phi \text { is a formula } \\ \Phi & \text { if } \Phi \text { is an external formula. }\end{cases}
$$

It is not difficult to check that all results from Sections 2 and 3 (except Lemma 2.7 and Corollary 2.8) are true for the calculus $L_{n}(+)$. To see this, one may proceed as follows:

1. If necessary, substitute $A^{M}$ for mark $A$ (see for example, in 2.9.|2.14.|3.4.|3.6. and 3.15),
2. Exclude all cases dealing with formulas ( $\mathrm{J}_{\alpha} X$ ), where $X$ is an external formula, since now the expressions of the type $\left(\mathrm{J}_{\alpha} X\right)$ are not formulas or external formulas of our calculus $L_{n}(+)$. Of course, the relevant definitions must be correspondingly adapted: for example, the fifth item in Definition 2.12 must be eliminated.
Repeating (with natural modifications) the arguments of Sections 2 and 3, one can see that the following result holds.

Theorem 4.1 (Completeness Theorem) Let $\Phi$ be a formula or an external formula of the calculus $L_{n}(+)$. Then $\vdash_{L_{n}(+)} \Phi$ if and only if $\Phi$ is $L_{n}(+)$-valid.

Remark 4.2 A formula $A$ of the calculus $L_{n}(+)$ is $L_{n}(+)$-valid if and only if $A$ is $L_{n}$-valid, since $A$ is written in the language $L_{n}$.

A modified method of sequents and tableaux systems with additional logical metasymbols was recently used in Carnielli [11 and 12] for the axiomatization of calculi for various finite-valued logics.

5 An algebraic approach to finite-valued logics Let $L_{n}$ be an arbitrary truthcomplete $\mathbf{C}$-extending logic determined by the triple $\langle V, \sigma$, MARK $\rangle$.

## Definition 5.1

1. For an arbitrary Boolean algebra $\langle B, \cap, \cup,-, 0,1\rangle$ we shall use the following standard abbreviations:
(a) $a \rightarrow b=-a \cup b$,
(b) $a \leftrightarrow b=(a \rightarrow b) \cap(b \rightarrow a)$.
2. We define the sets

$$
\hat{B}=\left\{x \in B^{V} \mid x(\alpha)=\bigcap_{\beta \neq \alpha}-x(\beta) \text { for each } \alpha \in V\right\},
$$

where $x(\alpha)$ denotes the $\alpha$ th coordinate of $x \in B^{V}$, and

$$
\operatorname{MARK}(\hat{B})=\left\{x \in \hat{B} \mid \bigcup_{\alpha \in \operatorname{MARK}} x(\alpha)=1\right\} .
$$

3. For each $m$-ary operation $G \in \sigma$ we define the operation $\hat{G}$ on $B^{V}$ as follows:
(a) For $x_{1}, \ldots, x_{m} \in B^{V}$ and $G \in \sigma \backslash\left\{\mathrm{~J}_{\beta}^{*} \mid \beta \in V\right\}$ we set

$$
\left(\hat{G}\left(x_{1}, \ldots, x_{m}\right)\right)(\alpha)=\bigcup_{G\left(\beta_{1}, \ldots, \beta_{m}\right)=\alpha}\left(\bigcap_{j=1}^{m} x_{j}\left(\beta_{j}\right)\right)
$$

(b) For $x \in B^{V}$ we set

$$
\left(\hat{\mathrm{J}}_{\beta} x\right)(\alpha)=\left\{\begin{aligned}
x(\beta) & \text { if } \alpha=1 \\
-x(\beta) & \text { if } \alpha=0, \\
0 & \text { if } \alpha \notin\{0,1\}
\end{aligned}\right.
$$

4. For each $a \in B$, we define the element $\hat{a} \in B^{V}$ as follows:

$$
\hat{a}(\alpha)=\left\{\begin{aligned}
a & \text { if } \alpha=1 \\
-a & \text { if } \alpha=0 \\
0 & \text { if } \alpha \notin\{0,1\} .
\end{aligned}\right.
$$

5. For $x \in B^{V}$ we shall use the following abbreviation:

$$
[[N V]]_{x}=\bigcap_{\alpha \in V}\left(x(\alpha) \leftrightarrow \bigcap_{\beta \neq \alpha}-x(\beta)\right) .
$$

Proposition 5.2 Let $\langle B, \cap, \cup,-, 0,1\rangle$ be a Boolean algebra. Then for any $x \in B^{V}$ the following three conditions are equivalent:

1. $x \in \hat{B}$,
2. $\bigcup_{\alpha \in V} x(\alpha)=1$, and $x(\alpha) \cap x(\beta)=0$ for $\alpha \neq \beta$.
3. $[[N V]]_{x}=1$.

Proof: The fact that (1) is equivalent to (3) follows from the observation that $a \rightarrow$ $b=1$ if and only if $a \leq b$. Let us prove that (1) and (2) are equivalent. Let (1) be true. Then

$$
\begin{aligned}
\bigcup_{\alpha \in V} x(\alpha) & =x(\alpha) \cup\left(\bigcup_{\alpha \neq \beta} x(\beta)\right) \\
& =\left(-\bigcup_{\beta \neq \alpha} x(\beta)\right) \cup\left(\bigcup_{\beta \neq \alpha} x(\beta)\right)=1 .
\end{aligned}
$$

Moreover, if $\alpha \neq \beta$, then

$$
x(\alpha) \cap x(\beta)=\left(\bigcap_{\beta \neq \alpha}-x(\beta)\right) \cap x(\beta)=0
$$

Now let (2) be true. If $\alpha \neq \beta$, then $x(\alpha) \cap x(\beta)=0$ implies $x(\alpha) \leq-x(\beta)$. Therefore,

$$
x(\alpha) \leq \bigcap_{\beta \neq \alpha}-x(\beta)
$$

On the other hand,

$$
\bigcup_{\alpha \in V} x(\alpha)=1
$$

implies

$$
\bigcap_{\beta \neq \alpha}-x(\beta) \leq x(\alpha) .
$$

In conclusion, $x \in \hat{B}$.
Corollary 5.3 If $a \in B$, then $\hat{a} \in \hat{B}$.
Remark 5.4 $\hat{1} \in \operatorname{mark}(\hat{B})$ and $\hat{0} \notin \operatorname{MARK}(\hat{B})$.
Proposition 5.5 The set $\hat{B}$ is closed under the operations $\{\hat{G} \mid G \in \sigma\}$.
Proof: Let $G \in \sigma \backslash\left\{\mathrm{~J}_{\alpha}^{*} \mid \alpha \in V\right\}$ be an arbitrary $m$-ary operation and $x_{1}, \ldots, x_{m} \in \hat{B}$. Let $A$ be a formula $g\left(p_{1}, \ldots, p_{m}\right)$ of the calculus $L_{n}$, where the propositional connective $g$ corresponds to the operation $G$, and $p_{1}, \ldots, p_{m}$ are different propositional variables of $L_{n}$ (each of them not coinciding with $p_{0}$ ). Let $X$ be a formula $\left((N V)_{A}\right)^{I}$ (see Definition 2.12. The normal formula $X$ is $L_{n}$-derivable, by the Axioms of Definition 2.4. And therefore, by Theorem 3.5. Lemma 3.14 and the Completeness Theorem for classical logic, the formula

$$
\bigwedge_{j=0}^{m}(N V)_{p}^{R} \supset X^{R}
$$

is derivable in the classical propositional calculus. Therefore, for every homomorphism $h: \mathbf{A F}(\mathbf{C}) \rightarrow\langle B, \cap, \cup,-, \rightarrow\rangle$ the image of this formula is equal to 1 . Recalling our stipulation made above, we shall consider a homomorphism $h$ such that $h\left(p_{j_{\alpha}}\right)=x_{j}(\alpha)$ for $j=1, \ldots, m$. Let $x_{0}=\hat{1}$. Then by Corollary 5.3 and Proposition 5.2. we have

$$
h\left(\bigwedge_{j=0}^{m}(N V)_{P_{j}}^{R}\right)=\bigcap_{j=0}^{m}\left([[N V]]_{x_{j}}\right)=1 .
$$

Therefore, $[[N V]]_{\hat{G}\left(x_{1} \ldots, x_{m}\right)}=h\left(X^{R}\right)=1$. By Proposition 5.2. this means that $\hat{G}\left(x_{1}, \ldots, x_{m}\right) \in \hat{B}$. The set $\hat{B}$ is closed under the operations $\left\{\hat{\mathrm{J}}_{\beta} \mid \beta \in V\right\}$, by Corollary 5.3. since $\hat{\mathrm{J}}_{\beta} x=x \hat{(\beta)}$ for $x \in \hat{B}$.

Definition 5.6 We call the algebra $\langle\hat{B},\{\hat{G} \mid G \in \sigma\}\rangle$ the $L_{n}$-version of the Boolean algebra $\langle B, \cap, \cup,-, 0,1\rangle$, and denote it by $B\left(L_{n}\right)$.

## Lemma 5.7

1. The $L_{n}$-version $B\left(L_{n}\right)$ of every Boolean algebra $B$ contains an isomorphic copy of the algebra $\langle V, \sigma\rangle$ of the logic $L_{n}$;
2. If the Boolean algebra $B_{2}$ consists of the two elements 0 and 1, then there exists an isomorphism from the algebra $\langle V, \sigma\rangle$ onto the algebra $B_{2}\left(L_{n}\right)$ such that the set MARK ( $\hat{B}_{2}$ ) is the image of the set MARK.
Proof: We define a (+)-map from $V$ to $B^{V}$ as follows: if $\alpha \in V$, then we set

$$
\alpha^{+}(\beta)= \begin{cases}1 & \text { if } \beta=\alpha \\ 0 & \text { if } \beta \neq \alpha\end{cases}
$$

By Proposition 5.2.2, we have $\left\{\beta^{+} \mid \beta \in V\right\} \subseteq \hat{B}$. Letting $x \in \hat{B}$ and $\operatorname{Rang}(x) \subseteq$ $\{0,1\}$, we also have

$$
\bigcup_{\alpha \in V} x(\alpha)=1,
$$

whence there exists an $\alpha_{0}$ such that $x\left(\alpha_{0}\right)=1$. If $\beta \neq \alpha_{0}$, then (again by Proposition 5.2 L ) we have $x(\beta)=0$. So, $x=\alpha_{0}^{+}$. This shows that $\left\{\beta^{+} \mid \beta \in V\right\}=$ $\{x \in \hat{B} \mid \operatorname{Rang}(x) \subseteq\{0,1\}\}$.

To see that the set $\left\{\beta^{+} \mid \beta \in V\right\}$ is closed under the operations $\{\hat{G} \mid G \in \sigma\}$, it suffices to prove that the results of these operations on the elements $\left\{\beta^{+} \mid \beta \in V\right\}$ are $\{0,1\}$-valued functions. But this follows from the definitions of the operations $\{\hat{G} \mid G \in \sigma\}$, and the fact that the set $\{0,1\}$ is the support of a two-element subalgebra of the Boolean algebra $B$. Thus, the set $\left\{\beta^{+} \mid \beta \in V\right\}$ is the support of some subalgebra of the algebra $B\left(L_{n}\right)$.

It is clear that the $(+)$-map is a one-to-one correspondence between the sets $V$ and $\left\{\beta^{+} \mid \beta \in V\right\}$. Now let us prove that the ( + )-map is a homomorphism of algebras of signature $\sigma$. Let $G\left(\beta_{1}, \ldots, \beta_{m}\right)=\alpha$, where $G \in \sigma \backslash\left\{\mathrm{~J}_{\alpha}^{*} \mid \alpha \in V\right\}$. We shall show that $\hat{G}\left(\beta_{1}^{+}, \ldots, \beta_{m}^{+}\right)=\alpha^{+}$. For this it suffices to prove that $\hat{G}\left(\beta_{1}^{+}, \ldots, \beta_{m}^{+}\right)(\alpha)=1$. In fact, by definition, we have

$$
\left(\hat{G}\left(\beta_{1}^{+}, \ldots, \beta_{m}^{+}\right)\right)(\alpha)=\bigcup_{G\left(\delta_{1}, \ldots, \delta_{m}\right)=\alpha}\left(\bigcap_{j=1}^{m} \beta_{j}^{+}\left(\delta_{j}\right)\right)
$$

Since $G\left(\beta_{1}, \ldots, \beta_{m}\right)=\alpha$ and $\beta_{i}^{+}\left(\beta_{i}\right)=1($ for $i=1, \ldots, m)$, we have $\left(\hat{G}\left(\beta_{1}^{+}, \ldots\right.\right.$, $\left.\beta_{m}^{+}\right)(\alpha)=1$.

Assume that $\mathbf{J}_{\alpha}^{*}(\beta)=1$. Then $\beta=\alpha$ and, therefore, $\hat{\mathrm{J}}_{\alpha}\left(\beta^{+}\right)(1)=\beta^{+}(\alpha)=1$. Thus, $\hat{\mathbf{J}}_{\alpha}\left(\beta^{+}\right)=1^{+}$. Now assume that $\mathbf{J}_{\alpha}^{*}(\beta)=0$. Then $\alpha \neq \beta$ and, by definition, $\hat{\mathbf{J}}_{\alpha}\left(\beta^{+}\right)(0)=-\beta^{+}(\alpha)=-0=1$. Thus, $\hat{\mathbf{J}}_{\alpha}\left(\beta^{+}\right)=0^{+}$.

So we have proved that the (+)-map is an isomorphism from the algebra $\langle V, \sigma\rangle$ onto the subalgebra $\left\langle\left\{\beta^{+} \mid \beta \in V\right\},\{\hat{G} \mid G \in \sigma\}\right\rangle$ of the algebra $B\left(L_{n}\right)$. Moreover, this subalgebra is the $L_{n}$-version of the Boolean subalgebra of the Boolean algebra $B$
that is isomorphic to $B_{2}$. Thus, $\langle V, \sigma\rangle$ is isomorphic to $B_{2}\left(L_{n}\right)$. Using the definition of the set $\operatorname{MARK}(\hat{B})$, it is easy to see that $\alpha \in \operatorname{MARK}$ if and only if $\alpha^{+} \in \operatorname{MARK}\left(\hat{B}_{2}\right)$.

Lemma 5.8 Let $h: \mathbf{A F}\left(L_{n}\right) \rightarrow B\left(L_{n}\right)$ be a homomorphism. If a formula $A \in$ $\mathbf{A F}\left(L_{n}\right)$ is $L_{n}$-valid, then $h(A) \in \operatorname{MARK}(\hat{B})$.
Proof: Let $A$ be $L_{n}$-valid. Assume $\mathbf{P V}(A) \cup\left\{p_{0}\right\} \subseteq \wp$. By Corollary 3.15. the formula

$$
\begin{equation*}
\bigwedge_{p \in \mathscr{\&}}(N V)_{p}^{R} \supset\left((\operatorname{mark} A)^{I}\right)^{R} \tag{2}
\end{equation*}
$$

is a classical tautology.
We set $h_{R}\left(p_{\alpha}\right)=h(p)(\alpha)$, where $\alpha \in V, p \in \mathbf{P V}\left(L_{n}\right)$ and $p_{\alpha} \in \mathbf{P V}(\mathbf{C})$ and then we extend this map to a homomorphism $h_{R}$ of the algebra $\mathbf{A F}(\mathbf{C})$ to the Boolean algebra $B$. Then the homomorphism $h_{R}$ has the value 1 on the formula (2). Moreover,

$$
h_{R}\left(\bigwedge_{p \in \wp_{\mathscr{P}}}(N V)_{p}^{R}\right)=\bigcap_{p \in \wp_{\mathscr{Y}}}[[N V]]_{h(p)}=1,
$$

since $h(p) \in \hat{B}$ for $p \in \wp$. Therefore,

$$
\begin{equation*}
h_{R}\left(\left((\operatorname{mark} A)^{I}\right)^{R}\right)=1 \tag{3}
\end{equation*}
$$

By our notational stipulations in Section 2, together with Definition 2.12.2 and Definition 3.7. we have

$$
\begin{equation*}
h_{R}\left(\left((\operatorname{mark} A)^{I}\right)^{R}\right)=\bigcup_{\alpha \in \text { MARK }} h_{R}\left(\left(\left(\mathrm{~J}_{\alpha} A\right)^{I}\right)^{R}\right) . \tag{4}
\end{equation*}
$$

By induction on the logical depth of the formula $A$, it follows that

$$
\begin{equation*}
h_{R}\left(\left(\left(\mathrm{~J}_{\alpha} A\right)^{I}\right)^{R}\right)=h(A)(\alpha) . \tag{5}
\end{equation*}
$$

$h_{R}$. The inductive step follows from Definitions 2.12.13.7. and 5.1.3.
Identities (3), (4], and 5 imply

$$
\bigcup_{\alpha \in \mathrm{MARK}} h_{R}(A)(\alpha)=1 .
$$

Thus, $h(A) \in \operatorname{MaRK}(\hat{B})$.
Theorem 5.9 A formula A of the language $L_{n}$ is derivable in the calculus $L_{n}$ if and only iffor every Boolean algebra B and every homomorphism $h: \mathbf{A F}\left(L_{n}\right) \rightarrow B\left(L_{n}\right)$ it is the case that $h(A) \in \operatorname{MARK}(\hat{B})$.
Proof: Using Theorems 3.5. 3.16, and Lemma 5.7.2, one argues as in the proof of Lemma 5.8

Definition 5.10 We call the algebra $\left\langle M,\left\{F^{\circ} \mid F \in \sigma\right\}\right\rangle$, where $F^{\circ}$ is an operation with the same number of arguments as $F$, an $L_{n}$-algebra if for any $a, b, c \in M$ and $\alpha, \beta \in V$ the following conditions hold:

1. Axioms of exterior elements (Ex):
(EX1) $\mathbf{J}_{\alpha}^{\circ} a \vee^{\circ} \mathbf{J}_{\alpha}^{\circ} a=\mathrm{J}_{\alpha}^{\circ} a$,
(EX2) $\mathrm{J}_{\alpha}^{\circ} a \vee^{\circ} \mathbf{J}_{\beta}^{\circ} b=\mathrm{J}_{\beta}^{\circ} b \vee^{\circ} \mathrm{J}_{\alpha}^{\circ} a$,
(EX3) $\left(\mathbf{J}_{\alpha}^{\circ} a \vee^{\circ} \mathbf{J}_{\beta}^{\circ} b\right) \vee^{\circ} \mathbf{J}_{\gamma}^{\circ} c=\mathbf{J}_{\alpha}^{\circ} a \vee^{\circ}\left(\mathbf{J}_{\beta}^{\circ} b \vee^{\circ} \mathbf{J}_{\gamma}^{\circ} c\right)$,
(EX4) $\mathrm{J}_{\alpha}^{\circ} a \wedge^{\circ}\left(\mathrm{J}_{\beta}^{\circ} b \vee^{\circ} \mathrm{J}_{\gamma}^{\circ} c\right)=\left(\mathrm{J}_{\alpha}^{\circ} a \wedge^{\circ} \mathrm{J}_{\beta}^{\circ} b\right) \vee^{\circ}\left(\mathrm{J}_{\alpha}^{\circ} a \wedge^{\circ} \mathrm{J}_{\gamma}^{\circ} c\right)$,
(EX5) $\neg^{\circ} \neg^{\circ} \mathrm{J}_{\alpha}^{\circ} a=\mathrm{J}_{\alpha}^{\circ} a$,
(EX6) $\neg^{\circ}\left(\mathbf{J}_{\alpha}^{\circ} a \vee^{\circ} \mathbf{J}_{\beta}^{\circ} b\right)=\neg^{\circ} \mathbf{J}_{\alpha}^{\circ} a \wedge^{\circ} \neg^{\circ} \mathbf{J}_{\beta}^{\circ} b$,
(EX7) $\mathrm{J}_{\alpha}^{\circ} a \vee^{\circ}\left(\mathrm{J}_{\beta}^{\circ} b \wedge^{\circ} \neg^{\circ} \mathrm{J}_{\beta}^{\circ} b\right)=\mathrm{J}_{\alpha}^{\circ} a$,
(EX8) $\mathbf{J}_{\alpha}^{\circ} a \supset^{\circ} \mathbf{J}_{\beta}^{\circ} b=\neg^{\circ} \mathbf{J}_{\alpha}^{\circ} a V^{\circ} \mathbf{J}_{\beta}^{\circ} b$,
2. Axioms of $n$-valuedness ( $n$-Val):
$\left(n-\mathrm{Val}_{\alpha}\right)$

$$
\mathrm{J}_{\alpha}^{\circ} a=\bigwedge_{\beta \neq \alpha}^{\circ} \neg^{\circ} \mathrm{J}_{\beta}^{\mathrm{\circ}} a,
$$

(for each $\alpha \in V$ ), where

$$
\bigwedge_{i \in I}^{\circ} a_{i}= \begin{cases}\mathrm{J}_{1}^{\circ} b \vee^{\circ} \neg^{\circ} \mathrm{J}_{1}^{\circ} b & \text { if } I=\varnothing, \\ \left(a_{i_{1}} \wedge^{\circ} \ldots\left(\ldots \wedge^{\circ} a_{i_{k}}\right) \ldots\right) & \text { if } I=\left\{i_{1}, \ldots, i_{k}\right\} .\end{cases}
$$

3. Connective Axioms (Cn):
(Cn-F)

$$
\mathrm{J}_{\alpha}^{\circ}\left(F^{\circ}\left(a_{1}, \ldots, a_{m}\right)\right)=\bigvee_{F\left(\beta_{1}, \ldots, \beta_{m}\right)=\alpha}^{\circ} \bigwedge_{j=1}^{m} \mathbf{J}_{\beta_{j}}^{\circ} a_{j}
$$

where $F \in \sigma \backslash\left\{\mathrm{~J}_{\alpha}^{*} \mid \alpha \in V\right\}$ and

$$
\bigvee_{i \in I}^{\circ} a_{i}= \begin{cases}\mathbf{J}_{1}^{\circ} b \wedge^{\circ} \neg^{\circ} \mathbf{J}_{1}^{\circ} b & \text { if } I=\varnothing \\ \left(a_{i_{1}} \vee^{\circ} \ldots\left(\ldots \vee^{\circ} a_{i_{k}}\right) \ldots\right) & \text { if } I=\left\{i_{1}, \ldots, i_{k}\right\} .\end{cases}
$$

$\left(\mathrm{Cn} \mathrm{J}_{0}\right) \quad J_{0}^{\circ} J_{\beta}^{\circ} a=\neg^{\circ} \mathrm{J}_{\beta}^{\circ} a$,
$\left(\mathbf{C n ~}_{1}\right) \quad \mathrm{J}_{1}^{\circ} \mathbf{J}_{\beta}^{\circ} a=\mathbf{J}_{\beta}^{\circ} a$,
$\left(\mathbf{C n} \mathrm{J}_{\alpha}\right) \quad \mathrm{J}_{\alpha}^{\circ} \mathrm{J}_{\beta}^{\circ} a=\mathrm{J}_{1}^{\circ} a \wedge^{\circ} \neg^{\circ} \mathrm{J}_{1}^{\circ} a$ for $\alpha \notin\{0,1\}$.
4. Axioms of closure ( C 1 ):
$\left(\mathbf{C} 1^{*}\right) \quad \mathrm{J}_{\alpha}^{\circ} a *^{\circ} \mathbf{J}_{\beta}^{\circ} b=\mathrm{J}_{1}^{\circ}\left(\mathrm{J}_{\alpha}^{\circ} a *^{\circ} \mathbf{J}_{\beta}^{\circ} b\right)$, where $*^{\circ}$ denotes one of the operations $\wedge^{\circ}, \vee^{\circ}$ or $\supset^{\circ}$,
(C1 $\neg) \quad \neg^{\circ} \mathbf{J}_{\alpha}^{\circ} b=\mathrm{J}_{1}^{\circ}\left(\neg^{\circ} \mathrm{J}_{\alpha}^{\circ} b\right)$,
5. Quasi-identity (QI):

$$
\underset{\alpha \in V}{\boldsymbol{\&}}\left(\mathrm{~J}_{\alpha}^{\circ} a=\mathrm{J}_{\alpha}^{\circ} b\right) \Longrightarrow a=b .
$$

Lemma 5.11 Let $^{\vdash_{L_{n}}} X \equiv Y$. Then for every Boolean algebra B and every homomorphism $h: \mathbf{A F}\left(L_{n}\right) \rightarrow B\left(L_{n}\right)$ it is true that $h(X)=h(Y)$.

Proof: Let $\vdash_{L_{n}} X \equiv Y$. Then, by Proposition 2.6 and axioms $\left(\mathbf{C J}_{0}\right),\left(\mathbf{C J}_{1}\right)$, and $\left(\mathbf{C J}_{\alpha}\right)$ of the calculus $L_{n}$, we have $\vdash_{L_{n}} \mathrm{~J}_{\alpha} X \equiv \mathrm{~J}_{\alpha} Y$ for each $\alpha \in V$. Therefore, by Lemma 2.13 and Proposition 2.6. $\vdash L_{n}\left(\mathrm{~J}_{\alpha} X\right)^{I} \equiv\left(\mathrm{~J}_{\alpha} Y\right)^{I}$. Then, by Theorem 3.5 and Lemma 3.14, for each $\alpha \in V$, the formula

$$
\begin{equation*}
\bigwedge_{p \in \mathfrak{\beta}}(N V)_{p}^{R} \supset\left(\left(\left(\mathrm{~J}_{\alpha} X\right)^{I}\right)^{R} \equiv\left(\left(\mathrm{~J}_{\alpha} Y\right)^{I}\right)^{R}\right) \tag{6}
\end{equation*}
$$

will be a classical tautology, where $\left\{p_{0}\right\} \cup \mathbf{P V}(X) \cup \mathbf{P V}(Y) \subseteq \wp$. If $h: \mathbf{A F}\left(L_{n}\right) \rightarrow$ $B\left(L_{n}\right)$ is a homomorphism, then (in a manner following that employed in the proof of Lemma 5.8) it is possible to define the homomorphism $h_{R}: \mathbf{A F}(\mathbf{C}) \rightarrow B$ of these algebras in such way that the following conditions hold:

$$
\begin{array}{r}
h_{R}\left(\bigwedge_{p \in \mathfrak{ß}}(N V)_{p}^{R}\right)=1, \\
h_{R}\left(\left(\left(\mathrm{~J}_{\alpha} X\right)^{I}\right)^{R}\right)=h(X)(\alpha), \\
h_{R}\left(\left(\left(\mathrm{~J}_{\alpha} Y\right)^{I}\right)^{R}\right)=h(Y)(\alpha) . \tag{9}
\end{array}
$$

From identity (7) and the fact that the value of the homomorphism $h_{R}$ on the formula (6) is equal to 1 , it follows that

$$
h_{R}\left(\left(\left(\mathbf{J}_{\alpha} X\right)^{I}\right)^{R} \equiv\left(\left(\mathbf{J}_{\alpha} Y\right)^{I}\right)^{R}\right)=1,
$$

for all $\alpha \in V$. And by identities (8) and it follows that $h(X)=h(Y)$.
Theorem 5.12 For any Boolean algebra B its $L_{n}$-version $B\left(L_{n}\right)$ is an $L_{n}$-algebra.
Proof: Let $a, a_{1}, \ldots, a_{m}, b \in \hat{B}$ and $p, p_{1}, \ldots, p_{m}, q \in \mathbf{P V}\left(L_{n}\right)$, where all these propositional variables are different. We set $h(p)=a, h(q)=b, h\left(p_{i}\right)=a_{i}$ for $i=$ $1, \ldots, m$, and extend this map to an arbitrary homomorphism $h: \mathbf{A F}\left(L_{n}\right) \rightarrow B\left(L_{n}\right)$ of these algebras.

By Proposition 2.6, we have $\vdash_{L_{n}} \neg \neg \mathrm{~J}_{\alpha} p \equiv \mathrm{~J}_{\alpha} p$. Then, by Lemma5.11, we have $h\left(\neg \neg \mathrm{~J}_{\alpha} p\right)=h\left(\mathrm{~J}_{\alpha} p\right)$ and, therefore, $\hat{\neg} \hat{\neg} \hat{\mathrm{J}}_{\alpha} a=\hat{\mathrm{J}}_{\alpha} a$. This means that the axiom (Ex5) of $L_{n}$-algebra holds. The other axioms of the group (Ex) hold for analagous reasons. For the cases of the axioms $(\mathbf{C n}),(\mathbf{C l}),\left(n-\mathrm{Val}_{\alpha}\right)$ we need to appeal to the axioms (Con), $\left(\mathbf{C J}_{\alpha}\right)$, and ( $N V_{\alpha}$ ) of the calculus $L_{n}$, respectively.

Let us now show that the quasi-identity (QI) is true in the algebra $B\left(L_{n}\right)$. Let $\hat{\mathbf{J}}_{\alpha} a=\hat{\mathbf{J}}_{\alpha} b$ and $a \neq b$. In order to obtain a contradiction, suppose that $a(\alpha) \neq b(\alpha)$ for some $\alpha \in V$. Then, by Definition 5.1.3, we have

$$
\left(\hat{\mathbf{J}}_{\alpha} a\right)(1)=a(\alpha) \neq b(\alpha)=\left(\hat{\mathbf{J}}_{\alpha} b\right)(1),
$$

a contradiction.
Definition 5.13 Let $\mathscr{M}=\left\langle M,\left\{F^{\circ} \mid F \in \sigma\right\}\right\rangle$ be an $L_{n}$-algebra. We call the set $\mathbf{E}(M)=\left\{\mathrm{J}_{\alpha}^{\circ} a \mid a \in M, \alpha \in V\right\}$ the set of external elements of the $L_{n}$-algebra $\mathcal{M}$. Moreover, we define the set

$$
\operatorname{MARK}[M]=\left\{a \in M \mid \bigvee_{\alpha \in \text { MARK }}^{\circ} \mathbf{J}_{\alpha}^{\circ} a=\mathrm{J}_{1}^{\circ} a \vee^{\circ} \neg^{\circ} \mathbf{J}_{1}^{\circ} a\right\} .
$$

Theorem 5.14 (First Representation Theorem) Let $\mathcal{M}=\left\langle M,\left\{F^{\circ} \mid F \in \sigma\right\}\right\rangle$ be an $L_{n}$-algebra. Then there exists a monomorphism of $L_{n}$-algebras $g: \mathcal{M} \rightarrow B\left(L_{n}\right)$ for some Boolean algebra B.
Proof: By axioms $(\mathbf{C} 1)$, the set $\mathbf{E}(M)$ is closed under the operations $\wedge^{\circ}, \vee^{\circ}$, $\supset^{\circ}$, and $\neg^{\circ}$. By axioms (Ex), the algebra $B=\left\langle\mathbf{E}(M), \wedge^{\circ}, \vee^{\circ}, \neg^{\circ}\right\rangle$ is a Boolean algebra and $a \supset^{\circ} b=\neg^{\circ} a \vee^{\circ} b$ for every $a, b \in \mathbf{E}(M)$ (see for example Huntington's theorem in Chapter 2 of Birkhoff 8). We define the map $g: M \rightarrow(\mathbf{E}(M))^{V}$ by the rule $g(a)(\alpha)=\mathrm{J}_{\alpha}^{\circ} a$, for every $\alpha \in V$ and $a \in M$. By the axioms ( $n$-Val), we have $g(a) \in(\mathbf{E}(M))$ (see Definition 5.1). By the quasi-identity (QI), the map $g$ is an injection. Moreover, by the axioms $(\mathbf{C n})$, this map $g$ is a homomorphism of $L_{n}$-algebras.

Lemma 5.15 Let $B\left(L_{n}\right)=\langle\hat{B},\{\hat{F} \mid F \in \sigma\}\rangle$ is the $L_{n}$-version of a Boolean algebra B. Then $\operatorname{MarK}(\hat{B})=\operatorname{MARK}[\hat{B}]($ see Definitions 5.1] and 5.13].

Proof: It is easy to see that $\mathbf{E}(\hat{B})=\{\hat{a} \mid a \in B\}$, since for $x \in \hat{B}$ and $\beta \in V$ we have $\hat{\mathrm{J}}_{\beta} x=x \hat{(\beta)}$ and $\hat{a}=\hat{\mathrm{J}}_{1} \hat{a}$ (see Definition 5.1).

We set $\hat{a} \ll \hat{b}$ if and only if $\hat{a} \hat{\wedge} \hat{b}=\hat{a}$. Then $\langle\mathbf{E}(\hat{B}), \ll\rangle$ is a Boolean algebra (see the proof of Theorem 5.14). Let us show that the map $f: B \rightarrow \mathbf{E}(\hat{B})$, defined by the rule $f(a)=\hat{a}$ for all $a \in B$, is an isomorphism of Boolean algebras. Obviously, the map $f$ is a bijection. Thus, it suffices to show that $f$ preserves the partial orders $\leq$ and $\ll$ of our Boolean algebras.

Let $a \leq b$ for $a, b \in B$. Let us consider the following identity:

$$
(\hat{a} \hat{\wedge} \hat{b})(1)=\bigcup_{\alpha \wedge * \beta=1}(\hat{a}(\alpha) \cap \hat{b}(\beta))
$$

It is clear that if $\alpha \notin\{0,1\}$ or $\beta \notin\{0,1\}$, then $\hat{a}(\alpha) \cap \hat{b}(\beta)=0$. Therefore, a summand of the Boolean sum on the right hand side of the above equality is not equal to 0 if and only if $\alpha, \beta \in\{0,1\}$. But $\alpha \wedge^{*} \beta=1$ and, therefore, $\alpha=\beta=1$. Thus,

$$
(\hat{a} \hat{\wedge} \hat{b})(1)=\hat{a}(1) \cap \hat{b}(1)=a \cap b=a .
$$

Therefore, $\hat{a} \hat{\wedge} \hat{b}=\hat{a}$; stated otherwise, $\hat{a} \ll \hat{b}$. Moreover, it is clear that $\hat{a} \ll \hat{b}$ implies $a \leq b$ for every $a, b \in B$. Let us define the map $h: \mathbf{E}(\hat{B}) \rightarrow B$ by the rule $h\left(\hat{\mathbf{J}}_{\alpha} x\right)=$ $h(x \hat{(\alpha)})=x(\alpha)$, for all $\alpha \in V$ and $x \in \hat{B}$. This map $h$ is the inverse map for the isomorphism $f$ and, therefore, $h$ is also an isomorphism of Boolean algebras. Thus, for every $x \in \hat{B}$, it is true that

$$
\widehat{\bigvee}_{\alpha \in \text { MARK }} \hat{\mathbf{J}}_{\alpha} x=\hat{\mathbf{J}}_{1} x \hat{\vee} \hat{\neg} \hat{\mathbf{J}}_{1} x
$$

if and only if

$$
\bigcup_{\alpha \in M A R K} x(\alpha)=1 .
$$

$\operatorname{SomaRK}[\hat{B}]=\operatorname{MARK}(\hat{B})$.
Corollary 5.16 The algebra $\langle V, \sigma\rangle$ of the logic $L_{n}$ is an $L_{n}$-algebra such that $\operatorname{MARK}[V]=$ MARK.

Proof: From Lemma5.7.2 together with Theorem 5.12 and Lemma5.15.
Lemma 5.17 Let $\mathfrak{M}=\left\langle M,\left\{F^{\circ} \mid F \in \sigma\right\}\right\rangle$ be an $L_{n}$-algebra and $h: \mathbf{A F}\left(L_{n}\right) \rightarrow$ $\mathcal{M}$ be a homomorphism. If $A$ is an $L_{n}$-valid formula of the logic $L_{n}$, then $h(A) \in$ MARK[ $M$ ].

Proof: In fact, the algebra $B=\left\langle\mathbf{E}(M), \wedge^{\circ}, \vee^{\circ}, \neg^{\circ}\right\rangle$ is a Boolean algebra, and the map $g: M \rightarrow \mathbf{E}(\hat{M})$, defined for all $a \in M, \alpha \in V$ by the rule $g(a)(\alpha)=\mathrm{J}_{\alpha}^{\circ} a$, is a monomorphism from the algebra $\mathcal{M}$ to the algebra $B\left(L_{n}\right)$ (see the proof of Theorem5.14]. Moreover, it is clear that $a \in \operatorname{MARK}[M]$ if and only if $g(a) \in \operatorname{MARK}(\hat{B})$.

Let us identify the algebra $\mathcal{M}$ with its image $g(\mathcal{M})$ in the algebra $B\left(L_{n}\right)$. Then $h$ will be the homomorphism from the algebra $\mathbf{A F}\left(L_{n}\right)$ to the algebra $B\left(L_{n}\right)$. Therefore, our lemma follows from Lemmas 5.8 and 5.15.

Theorem 5.18 The formula A of the logic $L_{n}$ is $L_{n}$-derivable if and only if for every $L_{n}$-algebra $\mathfrak{M}=\left\langle M,\left\{F^{\circ} \mid F \in \sigma\right\}\right\rangle$ and every homomorphism $h: \mathbf{A F}\left(L_{n}\right) \rightarrow \mathcal{M}$ it is true that $h(A) \in \operatorname{MARK}[M]$.

Proof: Similar to the proof of Theorem 5.9.

Definition 5.19 Let $\mathcal{D}^{I}$ be a Cartesian power of the algebra $\mathcal{D}=\langle D, \tau\rangle$, and $K$ be any set. If $f: K \rightarrow D^{I}$ is a map, then we shall denote by $f_{i}$, where $i \in I$, the map defined by the rule $f_{i}(a)=f(a)(i)$, for all $a \in K$. As usual, we denote by $B_{2}$ the two-element Boolean algebra.

Theorem 5.20 (Second Representation Theorem) Every $L_{n}$-algebra is isomorphically embeddable into a Cartesian power of the algebra $\langle V, \sigma\rangle$ of the logic $L_{n}$.
Proof: Let $\mathcal{M}=\left\langle M,\left\{F^{\circ} \mid F \in \sigma\right\}\right\rangle$ be an $L_{n}$-algebra. By Lemma5.7.2, it is possible to identify the algebra $\langle V, \sigma\rangle$ with the algebra $B_{2}\left(L_{n}\right)$. Now by Theorem 5.14. there exist a Boolean algebra $B$ and a monomorphism of $L_{n}$-algebras $h: \mathcal{M} \rightarrow B\left(L_{n}\right)$. And by the Birkhoff-Stone Theorem (see Birkhoff [8], Chapter 8, Section 8), for some set $I$ there exists a monomorphism $g: B \rightarrow B_{2}^{I}$. Let us prove that there exists a monomorphism $G: \mathcal{M} \rightarrow\left(B_{2}\left(L_{n}\right)\right)^{I}$. In order to define $G$, it suffices to define its projections $G_{i}$ for all $i \in I$. (Note that for every $a \in M, G_{i}(a)$ is a map from $V$ to $\{0,1\}$.) We define $G_{i}$ by the following rule:

$$
\begin{equation*}
G_{i}(a)(\alpha)=g_{i}(h(a)(\alpha)) \tag{10}
\end{equation*}
$$

for $\alpha \in V$ and $a \in M$.
Now let us show that $G_{i}(a) \in \hat{B}_{2}$ for all $a \in M$. It suffices to prove the following identities:

$$
\begin{align*}
\bigcup_{\alpha \in V} G_{i}(a)(\alpha) & =1  \tag{11}\\
\bigcup_{\beta \neq \alpha \in V}\left(G_{i}(a)(\alpha) \cap G_{i}(a)(\beta)\right) & =0 . \tag{12}
\end{align*}
$$

Since $h(M) \subseteq \hat{B}$, we have

$$
\begin{align*}
\bigcup_{\alpha \in V} h(a)(\alpha) & =1 \in B,  \tag{13}\\
\bigcup_{\beta \neq \alpha \in V}(h(a)(\alpha) \cap h(a)(\beta)) & =0 \in B . \tag{14}
\end{align*}
$$

Therefore, we have the two identities

$$
\begin{align*}
\bigcup_{\alpha \in V} g_{i}(h(a)(\alpha)) & =1,  \tag{15}\\
\bigcup_{\beta \neq \alpha \in V} g_{i}(h(a)(\alpha) \cap h(a)(\beta)) & =0 . \tag{16}
\end{align*}
$$

In light of (10), the identities (15) and (16) imply (11) and (12). Now let us show that the map $G_{i}: \mathscr{M} \rightarrow B_{2}\left(L_{n}\right)$ is a homomorphism of $L_{n}$-algebras. In order to prove that

$$
G_{i}\left(F^{\circ}\left(a_{1}, \ldots, a_{r}\right)\right)=\hat{F}\left(G_{i}\left(a_{1}\right), \ldots, G_{i}\left(a_{r}\right)\right),
$$

where $F \in \sigma \backslash\left\{\mathrm{~J}_{\alpha}^{*} \mid \alpha \in V\right\}$ and $a_{1}, \ldots, a_{r} \in M$, it suffices to prove that for every $\alpha \in V$ it is true that

$$
\begin{equation*}
G_{i}\left(F^{\circ}\left(a_{1}, \ldots, a_{r}\right)\right)(\alpha)=\hat{F}\left(G_{i}\left(a_{1}\right), \ldots, G_{i}\left(a_{r}\right)\right)(\alpha) . \tag{17}
\end{equation*}
$$

Let us consider the following chain of identities:

$$
\begin{aligned}
G_{i}\left(F^{\circ}\left(a_{1}, \ldots, a_{r}\right)\right)(\alpha) & =g_{i}\left(h\left(F^{\circ}\left(a_{1}, \ldots, a_{r}\right)\right)(\alpha)\right) \\
& =g_{i}\left(\hat{F}\left(h\left(a_{1}\right), \ldots, h\left(a_{r}\right)\right)(\alpha)\right) \\
& =g_{i}\left(\bigcup_{F\left(\beta_{1}, \ldots, \beta_{r}\right)=\alpha}\left(\bigcap_{j=1}^{r} h\left(a_{j}\right)\left(\beta_{j}\right)\right)\right) \\
& =\bigcup_{F\left(\beta_{1}, \ldots, \beta_{r}\right)=\alpha}\left(\bigcap_{j=1}^{r} g_{i}\left(h\left(a_{j}\right)\left(\beta_{j}\right)\right)\right) \\
& =\bigcup_{F\left(\beta_{1}, \ldots, \beta_{r}\right)=\alpha}\left(\bigcap_{j=1}^{r} G_{i}\left(a_{j}\right)\left(\beta_{j}\right)\right) \\
& =\hat{F}\left(G_{i}\left(a_{1}\right), \ldots, G_{i}\left(a_{r}\right)\right)(\alpha) .
\end{aligned}
$$

The first and the fifth identities are true by (10), the third by Definition 5.1.3, and the sixth by Definition5.1.3. The proof that

$$
\begin{equation*}
\left(G_{i}\left(\mathrm{~J}_{\beta}^{\circ} a\right)\right)(\alpha)=\left(\hat{\mathrm{J}}_{\beta} G_{i}(a)\right)(\alpha) \tag{18}
\end{equation*}
$$

is true for every $\alpha \in V$ and $a \in M$, is similar to the proof of 117 . So we have proved that $G_{i}$ is a homomorphism for every $i \in I$.

Let us define the map $G: \mathcal{M} \rightarrow\left(\hat{B}_{2}\right)^{I}$ by the rule $G(a)(i)=G_{i}(a)$, for all $a \in$ $M$. Then $G: \mathscr{M} \rightarrow\left(B_{2}\left(L_{n}\right)\right)^{I}$ is a homomorphism of $L_{n}$-algebras. Let us show that $G$ is a monomorphism. Indeed, let $a, b \in M$ and $a \neq b$. Then $h(a) \neq h(b)$. Therefore, there exists $\alpha \in V$ such that $h(a)(\alpha) \neq h(b)(\alpha)$. Then $g(h(a)(\alpha)) \neq g(h(b)(\alpha))$. Thus there is an $i \in I$ such that $g_{i}(h(a)(\alpha)) \neq g_{i}(h(b)(\alpha))$. By 10, it follows that $G_{i}(a)(\alpha) \neq G_{i}(b)(\alpha)$. Thus, $G_{i}(a) \neq G_{i}(b)$, whence $G(a) \neq G(b)$.

Corollary 5.21 Every $L_{n}$-algebra is isomorphic to a subdirect product of subalgebras of the algebra $\langle V, \sigma\rangle$ of the logic $L_{n}$.

Corollary 5.22 If an $L_{n}$-algebra $\mathcal{M}$ is subdirectly irreducible (i.e., it cannot be decomposed into a proper product in the quasi-variety of all $L_{n}$-algebras) then $\mathcal{M}$ is isomorphic to a subalgebra of $\langle V, \sigma\rangle$.
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