ROCKY MOUNTAIN
JOURNAL OF MATHEMATICS
Volume 28, Number 2, Summer 1998

RESONANCE FOR QUASILINEAR ELLIPTIC
HIGHER ORDER PARTIAL DIFFERENTIAL EQUATIONS
AT THE FIRST EIGENVALUE

MARTHA CONTRERAS

1. Introduction. In this paper the author presents a resonance
result on the Sobolev space W™P(Q) where Q is a bounded open
connected subset of RN meeting the cone property. We let 1 <
p < oo and Qu be the 2mth order quasilinear differential operator
in generalized divergence form

(1.1) Qu= Y (-1)D*Aa(w,&m(w)),

1<]|a|<m

for v € W™P, where &, = {D% : 0 < |a|] < m}, and we make
standard assumptions on A, such as Carathéodory, uniform ellipticity,
monotonicity, and a growth restriction. We shall study an equation of
the following nature,

(1.2) Qu(z) = g(z,u(z)) + h(x), forue W™P(Q),

where h(z) € LP(Q), p' = p/(p — 1) and g(x,t) : X x R — R is
Carathéodory. Subject to mp > N, we show the existence of a solution
to (1.2) with g having superlinear growth in w but subject to a one-
sided growth condition. Since @ lacks an o = 0 order term, problem
(1.2) is considered at resonance since Qu = Aju is solved by A; = 0 and
u = constant, where \; is defined as the first eigenvalue of Q. Shapiro
[9, p. 365] provides a detailed explanation of this. This result primarily
differs from that of Shapiro [9] in that our one-sided growth assumption
on g is different from his, and since we approached the first eigenvalue
of @ from values bigger than A\; = 0, in order for our results to hold, our
Landesman-Lazer conditions must have reversed inequalities from those
of Shapiro’s theorem [9, p. 365]. Thus the theorem we will establish in
this paper holds for a distinct class of functions that those meeting the
hypothesis of Shapiro’s Theorem 1. Examples meeting our conditions
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on g, but not covered by Shapiro [9] will be provided in the next section.
However, we do point out that Shapiro [9] takes h € (W™P)*  the dual
of W™P_ and that while his superlinear growth condition on g holds
for a general p, its growth is governed by g where if p < Nm~! then
q=pN/(N —mp) and ¢ = q/(q — 1) for p > Nm~! with ¢ > p. Thus
his results, in this sense, are more general.

2. Preliminaries. In this section we introduce the necessary nota-
tion and establish preliminary results in order to prove the theorems
in the following sections. We begin by letting @ ¢ RN, N > 1, be
a bounded open connected set meeting the cone property, i.e., there
exists a finite cone C' such that each point z in €2 is a vertex of a finite
cone C, contained in £ and congruent to C, see [2, p. 11] or [1, p.
66]. Thus, in particular, {2 cannot contain any cusps. The points of the
open set Q will be designated by = (x1,... ,2y) and the elementary
differential operators by D = H;V:1(a/ 0z;)* for an ordered N-tuple
a = (aq,...,ay) of nonnegative integers with the order of the operator
D* being written as |a] = E;\Ll aj. To write nonlinear partial differen-
tial operators in a convenient form, we introduce the vector space R*™
whose elements are &, = {&, : || < m} and divide each &,, into two
Parts &m = (Mmn—1,Cn) Where mp—1 = {ns : [3] < m—1} € Ron—s
is the lower order part of &, and (¢, = {(s : |a] = m} is the
part corresponding to the mth derivatives, i.e., the highest order
terms. For u € W™P(Q), &m(u)(x) = {D%u(x) : |a| < m}. (Note
D00}y — 4.) Furthermore, the semi-linear form of the operator
given by (1.1) is

Q(u,v) = An(z, & (w) D%,
(2.1) 1g§:§m/ﬂ

Yu,v e W™P(Q).

We make the following usual assumptions on the coefficients of Q.

(A1) Each A, : (2x R*™) — R satisfies the Caratheodory conditions,
ie., Ay(x,&,) is measurable for x in 2 for every fixed &, € R*™ and
continuous in &, for almost every fixed x € €.

(A2) There exist constants p with 1 < p < oo, ¢ > 0 and a
nonnegative function h € LP (2) where p’ = p/(p — 1) such that:
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| Ao (z,6m)| < h(z) + c|ém|P~, 1 < |a| < m for almost every = € Q, for
all &, € R°™.

(A3) 5oy (A1 Co) = A1, o)) (G — C4) > O for
almost every x € Q, for all (9,—1,(n) € R™, ( +m # (/, where

Ao(x,&m) = Ao, Nm—1,Cm) With &, = (Mm-1,Cm). This is known
as the monotonicity condition which will be needed when establishing
results for |a] = m.

(A4) There exists a positive constant ¢o > 0 such that

p/2
Z Aa(xagm)ga 2 CO{ Z |£a|2} 9

1<]al<m 1<]a|<m
for almost every x € Q, for all &,, € R*" and p is as given in (A2).
This is known as the uniform ellipticity condition.
Moreover, we make the following assumptions on g(z,t).
(g1) g(z,t) meets the usual Caratheodory conditions.

(g2) g(z,t) grows superlinearly, that is, for all € > 0, there exist a
ge € LV (Q) such that |g(x,t)| < e[t|P~! + g.(x), g-(z) > 0, almost
every x € ), for all t € R, and mp > N.

(g3) g(z,t) meets the following one-sided growth condition, tg(x,t) >
—c(x)|t] — d(z), ¢(z),d(z) > 0 for almost every z € Q, and in L¥ (),
for all t € R.

Before providing examples of functions meeting (g1)—(g3), we state the
main theorem we will establish in this paper.

Theorem 2.1. Let mp > N, and let Q C RN be a bounded domain
with the cone property. Suppose g meets (gl)—(g3), h € L¥, and Qu
is given by (1.1) where Ay (z,&m) satisfies (A1)—(A4) for 1 < |a| < m,
and we set

g—(z) =limsup g(z,t) and g4(x) = ltiminfg(x,t).
— 100

t——oo

Furthermore, suppose the following type of Landesman-Lazer condition
prevails,

(2.2) [o-@ <= [ )< [ gita),
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then (1.2) has a weak solution.

By a weak solution we mean that there exists a u € W™P(Q) such
that,

(2.3) Q(u,v) = / glz,u)v+ | hv, YveW™P(Q),
Q Q

where Q(u,v) is given by (2.1). Examples of functions satisfying the
hypothesis of Theorem 2.1 but not meeting those of Theorem 1 in
Shapiro [9, p. 365], are the following.

Example 2.2. Let N =1, Q = (0,27), and

| sin z|(t?~1/logt) for t > 2,
sinz|(2P71/log2)(t —1) for1<t<2,
oty — | sl log2)E=1) for 1< <
0 for0<t <1,
—g(z, —t) for ¢ < 0.

Also consider

Example 2.3. Let N =1, Q = (0,27), and

|cosx[tP~17% for ¢t > 0 and for
g(z,t) = p>1+¢e where 0 <e <1,
—g(z, —t) for t < 0.

It is straightforward to verify that g(z, ¢) in both illustrations is an odd
(in t) continuous function that meets conditions (gl)—(g3). In partic-
ular, for both of these cases, we have that g_(z) = lim;—,_ g(z,t) =
—oo and g4 () = limy_, g(2,t) = +00. Hence, the Landesman-Lazer
conditions (2.2) are certainly met, but not those conditions of Theo-
rem 1 appearing in Shapiro [9]. He imposes conditions which would
necessitate the existence of h € LP' so that 400 < — Jo h(z) < —o0,
which is absurd. The reversal in the inequalities in the Landesman-
Lazer conditions occurred because, in order to establish his results,
Shapiro [9] required that [, g4 () < — [, h(z) < [, 9-(z). On a final
note, it is an easy matter to verify that our illustrations also do not
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meet his one-sided growth condition which is that g(z,t)t < g(z)|t| for
almost every x € Q and for all ¢ € R, for some ¢(z) > 0 for almost
every x €  and in LP .

For the proof of the theorem, we need the following fact established
in Shapiro [8, pp. 1852-1854]. If 1 < p < oo and 2 is a bounded
open connected set with the cone property, then there exist a sequence
{n}52, in W™P(Q) such that the following properties hold:

{dn}o, is a complete orthonormal system
(CONS) in L?();
1 (x) = 19~
Gp € W™2AW™P forn=1,2,....

(2.4)

Furthermore, from Shapiro [8, pp. 1852-1854] we see that if we let
(2.5) Sy = subspace of W™P(Q) spanned by {¢1, ¢2,... ,d},
then, given v € W"P?(Q), there exists {v;} € S; such that

(2.6) JILH;O lv —vs|lwme = 0.

We next define

n if g(xz,t) > n,
(2.7) 9" (x,t) = { g(z,t) if [g(z,1)] <m,
—n if g(z,t) < —n.

Following the Galerkin method, see Kesavan [4], the theorem is
proved by first showing that a solution, say u s, exists for the following
perturbed problem which is a nonresonance result in the finite dimen-
sional space S;. This proposition will be invoked when establishing
results on WP ().

Proposition 2.4. Let n be a fived positive integer. Under the
hypothesis of Theorem 2.1, we will show that there exists a weak
solution, uy € Sy, of

(28)  Qu-—sen ()l = g"ww) 4 hlx), weS).
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Observe that, for n a fixed large positive integer, ¢"(x,t) is bounded
by n. Consequently, we are not assuming superlinear growth in estab-
lishing Proposition 2.4.

Thus, by a weak solution we mean a uy € S; such that

1
Q(uy,v) — _/ sgn (“J)|UJ|p_1”:/9”(5E7UJ)”+/ h,
nJa Q Q

(2.9)
VYo e Sy,
where
1 if t >0,
sgn(t)=<¢ 0 ift=0,
-1 ift<O.

Proof of Proposition 2.4. To establish the proposition, define for
B=(B{,B4,...,8]) € R’ the following,

J
Fi() = —Q<Zﬂ3’¢j¢1)
j=1
1 d J. d J .
+E/ngn<;6j¢]) >0
J
n J 4
+ [ g (ac’;ﬁj@)«m/th
J
(Fi(B))i=2 = Q(Zﬁj—l%‘, ¢k)
j=1
1 SRS
n/QSgn<;6j¢j) ;ﬂj¢j
J
Y To Vo —
IX (wgﬁ]«m)m | non.

Setting F(8) = (F1(0),. .., Fy(8)), multiplying both sides of (2.10) by
6,;’, summing on k, using the fact that ¢; is a constant, see (2.4), and

p—1

b1

(2.10)

p—1

o
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applying (2.1), we have

@5 =1 [ sgn(iﬁﬁbj) j

j=1

p—1
' ¢j 5{‘151

J

+/g (LZ&"%)ﬂmﬁ/hﬂf%
+Q(Zﬁ @Zﬁ]m)
j=1 =
—%/sgn(Z@f@) S,
Q j=1 j=1

—/529”(1?7;63-’9173')(;;65@)
—/Qh(kz;ﬁ,im).

Note. For the remainder of this paper we will be using the LP-norm
unless otherwise indicated.

(2.11) o

> Bl
k=2

Moreover, since @ is linear on the second variable, see (2.1), apply-
ing Cauchy-Schwarz’s inequality, (A4), the definition of ¢", and the
following equality,

J J J
=3 B/6;+2> Bl =—Blo1+ > Béx,

j=1 k=2 k=2

we obtain

J J
(F(B)-B) = Q(Zﬁ;@,zﬂm)
j=1 k=2

1 J i J
n/ﬂsgn(;ﬂj‘ﬁj> =~

p—1

i
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J
- (—ﬁfqbl +Zﬁ;§¢k)
k=2
J J
—/g"(x,zﬂf¢j)(—ﬂ{¢1+26z¢k)
Q j=1 k=2
J
(2.12) —/Qh(—ﬁi%wz:ﬂ;im)
k=2

(3

1<|al<m

J
D* Zﬁ;}]%

k=2

2}1)/2

J p—1
Zﬂf@f?j
j=1

1 J
_E/szsgn(;ﬂffbj) >
J J
-(—ZﬁjquwZ@im)
j=1 k=2

J J
> Bl > Blon
k=2 k=2

= Il 137 6ol = 1Al 137 1.1
Inequality (2.12) reduces to
2}[)/2

{ =
1<]a|<m

1 J J p—1, J

(2.13) +E/sgn(253]¢j> Zﬁ]‘]cbj (Zﬁ}l%‘)
Q j=1 j=1 j=1

J p—1 J

Sofe| (X ate)

j=1 k=2

J
_%/ngn<;ﬂf¢j> >
J
> Blen
k=2
= (Il + IRl 157 -

Using the fact that fQ(ZZ:Z Blor) - ¢1 = 0, from the generalized
Poincare’s inequality, see [5, p. 32], we have that there exists a positive

— [l

= [Inlly

J
D> B éx

k=2

ww»mz%/

Q

= (Inllp + [1)
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constant ky = K1(2,p) > 0 such that

p

2N p/2
} > Cok‘l/
Q
Letting § = cok1, applying (2.14) to (2.13), and using Holder’s inequal-
ity, we have
p 1 J
VAL
nJo|*%
Jj=1
p—1 J
> Blon
k=2

J
> Bl
h=2

= (Inlly + 1Rl 187 1l

(2.14) cO/Q{ > ‘D“ZJ:@;’%

1<]a|<m k=2

J
> Bilen
k=2

p

(F(B)-0) =6

J
> Blon
k=2

J
> Be;
j=1

Q

2
n

(2.15)

= (Inlly +[11)

By Young’s inequality, see [6], one can show that, for n chosen big
enough since 6 > 0 and p > 1, we have

(2.16)

p—1

4]

LS| P3
+ — > —
n n

J
> B on
k=2

J J J
> 86, > 86, > Bl
Jj=1 Jj=1 k=2

Inequality (2.16) will follow as a consequence of the following claim.

Claim 1. Let 6 >0, p>1 and p’ =p/(p —1). Then there exists an
ng such that for n > ny,
(2.17)

J
> Blon
k=2

p P 3 p—1
>
n

1
5 il
+2n

J
LY
j=1

J
> B¢
j=1

J
> B on
k=2

Proof of Claim 1. For simplicity of notation, let A = || E;-JZQ 37 o5l
and B = || Z;—Ll 37 ;P~"; then BY = | ijl B é;|IP. Substituting
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these values in (2.17) and multiplying both sides by (n/3), we see that
(2.17) prevails if and only if the following holds

n p' BY
2.18 —0AP 4+ — > AB.
219 oA+ B

However, (2.18) holds if and only if the following does

’

BP
6n0 \p , B” S 6 4.
3p p p

/

Setting C' = (6/p)A gives AP = (p’/6)PCP. Thus the claim holds if
and only if

/

/ p
(3>0P+B—, > 0B
6 p

_ 6no

2.19 I, =
(219) o

is true. However, for n chosen large enough, it is the case that

6n6 (p'\' _ 1
2) >
3p’ \ 6 T
Thus, using the above inequality, we see that (2.19) holds if and only
if

cr  Br
I,>—+—>CB.
p P

But this is Young’s inequality, see [6]. Therefore, Claim 1 is established.
Next, with |82 = (8{)?+---+(B7)?, from (2.4) and since mp > N, by
the Rellich-Kondrachov theorem [1, p. 144], we have that ¢; € LP (Q)
for all ¢, thus it follows that

lim ‘
|8l =00

J
> B il = .
j=1

Applying (2.16) to (2.15), since § > 0, n > 0 and p > 1, then
(F(B) - B) — oo as |B| — co. Hence, there exists a p > 0 such that

(2.20) (F(8)-8) >0 for |8 > p.
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However, in order to apply the corollary to Brouwer’s fixed point
theorem, see Kesavan [4, p. 219], we need to show that F;(8) €
C(R’,R) for i = 1,2,...,J. This follows from the definition of each
F;(B), from (A1), (A2), (gl) and since g™ is bounded. Therefore,

Fy(B) € C(R',R) fori=1,2,...,.J.
Thus we have that there exist \,3| < p, B € R’, such that
Fi(3)=0 foralli=1,2,...,J

Set uy = Z;.le 37 ¢; and observe from (2.10) that

1
Q(uy, dr) — E/QSgn(uJMUﬂpilébk :/Qg"(x,w)%ﬂL/Qh(bk,
fork=1,2,...,J.

This gives (2.9), and the proof of Proposition 2.4 is complete. o

3. Nonresonance W"™?(£)). We proceed along with the Galerkin
approximation argument. By invoking Proposition 2.4 for each J, we
will be able to obtain a sequence of solutions, uy, which we will show
to be uniformly bounded independent of J in W™P. Furthermore, this
sequence will have a weak limit which will converge to a solution of
the following proposition. This proposition, that we establish next, is
a nonresonance result in the Sobolev space WP ().

Proposition 3.5. Let n be a fized positive integer. Under the
hypothesis of Proposition 2.4, we will show that there exist w, €
W™P(Q) such that

1 -1, n
(3.1) Q(un,v)——/ﬂsgn(un)\un|p v—/ﬂg (x,un)v—F/ hv,

n Q

for allv e W™P(Q).

Proof of Proposition 3.5. Since n is a fixed positive integer, we invoke
Proposition 2.4. This gives us a sequence {u;}3>, such that vy € S;
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satisfies (2.9) for J = 1,2,... . Before we proceed with the proof, we
show the following needed claim.

Claim 2. The sequence
{Jlugllwmr}5eq is uniformly bounded.
Proof of Claim 2. Suppose the claim is false. Then it suffices to
assume that
(3.2) {Jlugllpr}5ey — 00 as J — oo.

For, if ||uy||» is uniformly bounded, then we are done by the following
argument. Take v = uy in (2.9) and apply (A4) to obtain

p/2
CO/Q{ > |D°‘UJ|2} < Qug,uy)

1<]|a|<m

1
= Llusip + / Gy g Yy + / huy
n Q Q

IN

1
e l” Nl llea I+ 1l s
<k,

for some k > 0 since n is fixed. Next, since p > 1, we see that there
exists a constant § > 0 such that

p/2
CO/Q{ Z |D°‘uJ|2} Zéco/g Z |D%u 5 |P

1<]a|<m 1<|al<m

=dco Y |Dus|?, Vn

1<[al<m

The above two inequalities imply that

Z | D%uy||” <k, for some k > 0.

1<]|a|<m
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But this, together with the assumption that the LP-norm of this
sequence is bounded, gives

lwsllwm.r <k, for some k > 0,

thus, establishing Claim 2. o

We continue under the assumption that (3.2) holds.

For simplicity of notation, we let

J
ﬂ/] = _6.1]¢1 + Zﬁj.](bju

j=2
where
J
(3.3) uy =Y B¢
=1
and

J
b
Ujp = Z B3 ¢j.
i=2

Then, from (3.3), it follows that @y = —uj+2u 2. Thus, taking v = @y
in (2.9), using (3.3) and (2.7), we obtain

_ 1 _
Qurin) = 1 [ sen(wnlusP (s + 2ur)
Q

+/gn($vuJ)ﬂJ+/ hii
Q Q

[P+ 2 [ s entual )
(34) n.Jo n.Jo

+/gn($,UJ)ﬁj+/hﬂJ
Q Q

1 2 _
< =~ lugll? + =[P~ |l
n n

+ lInllpllas |l + Al el
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Next, recall that, by Poincare’s inequality, (A4) and (2.1), we have that
there exists § > 0 such that

(3.5) Quy, i) = 6llugal’.

Applying (3.5) to (3.4), we have

1 2 _ i
(3:6) Sllusall” < =—llusll” + s "~ Hlws2ll + (lnlly + ol ll ]l

Now, since

/

2

<
2]

1]

N ¢
o = lasenl = | [ s

for ujo = uy — B{¢1, then for some k > 0, ||usz|| < kljus||. Conse-
quently, we have that ||| < &'||uy]|, for some k' > 0. Applying this
to (3.6) and moving terms to the lefthand side, we obtain

1 2 _
(37) Sl + sl = =P el

< (llnlly +[[2llp)llas|
< k|lus|, for some &k > 0.

Hence, applying (2.17) to (3.7), we have that

(38)  —usll? < lusall? + S usl? — 2 fusP sl < Fus]
’ 2n - n n el = ’

Thus,

(3.9) lusl] <k, for some k > 0.

However, (3.9) contradicts (3.2). Therefore, Claim 2 is established.
O

Continuing along with the proof of Proposition 3.5, since it is well
known that W™P(Q) is a separable reflexive Banach space, [1, p. 47],
and since mp > N, it consequently follows from the Rellich-Kondrachov
compact embedding theorem for Sobolev spaces [1, p. 144] that there



HIGHER ORDER PARTIAL DIFFERENTIAL EQUATIONS 431

exists a subsequence of {u;} (which, for ease of notation, we take to
be the full sequence), and a function u,,, such that

(3.10) Up € WMP,
(3.11) Jlim | D%uy — D%uyl|, =0, for |a| <m —1;
(3.12) lim / D%uyw = / D%upw

J—oo Jo Q

forallwe L¥ and |o| =m.

(3.13) lim huJ:/hun;
Q Q

J—o0

(3.14) Jlim Dm—1(uy(x)) = Nm_1(uy(x)) for a.e. x € Q,

where nmfl(un(x)) = {Daun(x) : |a| sm— 1}

We next propose to show that there exists a subsequence of {uy, }32,
such that

(3.15) kh_}rréo Cm(ug, (%)) = (o (un(x)) for ae. x €9,

where (p(ug, () = {D%n(z) : |a] = m}. To show (3.15), it
is sufficient to establish the following two facts: (1) there exists a
subsequence {u, }7°, such that

(3.16)  lim Y (Aa(@,Dm-1(us,), Cn ()
la|=m

- Aa(xanmfl(uc]k%é-m(un)))
(D%, () — D%p(z)) =0 forae. z€Q,

where gm(qu) = (nmfl(u‘]k,% Cm(qu))
(2) With {uy, }72, designating the same subsequence as in (3.16),

(3.17)  {|¢m(ug, (%)} ey is pointwise bounded for a.e. x € ).

We shall soon see that both the proof of (3.16) and that of (3.17)
are heavily dependent on the monotonicity assumption (A3). The
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proof that (3.16) and (3.17) imply (3.15) is due to Shapiro [9, p. 372].
However, we include it here for completeness. That is, there exists a
finite constant K (z) such that

|G (ug, (@) < K(z) fork=1,2,....

Thus, to see that (3.16) and (3.17) imply (3.15), let €1 be the subset
for which (3.14), (3.16) and (3.17) all hold simultaneously for {u, }%2 .
Consequently,

(3.18) meas ) = meas ().

Suppose there exists xg € €; for which the equality in (3.15) does
not hold. Hence, by (3.17), there exists a further subsequence
{Cm (uy, (70)) 372, and a ¢, € R¥»~*m-1 with

such that lim;_ o Qm(qul (x0)) = ¢&,. Therefore, from (3.14)

(3.20)
lim Z (Aa(x0777m—1(qul)’Cm(qul))

l—o0
lal=m

- Aa(xa Wm—l(qul )7 Cm(un))
(D%uy,, (z0) — D%un(20))

= Z [Aa(xo,ﬁm—l(un)vc:;z)

la]=m
- Aa(iﬂm nm—l(un), Cm(un))]
G — D%un(z0)].

From (3.19) and (A3) we see that the righthand side of the equality in
(3.20) is strictly positive. Hence, the limit on the lefthand side of the
equality in (3.20) is strictly positive. However, xg is in 1 and, from
the choice of 23 and (3.16), we see that the limit on the lefthand side
of the equality in (3.20) is zero. We have arrived at a contradiction.
Consequently, no such point like z exists in ;. From (3.18), we have
that the Lebesgue measure of {21 is the same as that of 2. We conclude
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that (3.15) does indeed hold once (3.16) and (3.17) are established. To
establish (3.16), we shall show separately that

(3.21)  lim /Q > (Aol mm-1 (), Gnlun))

lal=m
- (D%uy(x) — D%up(z)) =0

and

(3.22) Jh_)n;o/ Z (2, &m(ug))(DYuy(z) — D%up(z)) = 0.
la|=m

The proof that (3.16) follows from (3.21) and (3.22) is again due to
Shapiro [9, p. 373], but we put it here for ease of reading. We observe
from the difference of the above two limits that

(3.23)
Jlim / Z [Aa(.’l,', nmfl(uJ)a Cm(uJ)) - Aa($7 nmfl(U’J% Cm(un))]
eJe lal=m

- [D%uy(x) — D%y ()] = 0.

But, by (A3), the integrand in this last limit is nonnegative for almost
every x € (). Hence, the sequence

{ Z [Aa(xvnm—l(UJ),Cm(W)) - Aa(xanm—l(uJ)va(un))]

loe|=m
9]

- [D%uy(x) — Do‘un(z)]}

converges in L!'-norm to zero, and (3.16) follows immediately from
Rudin [7, p. 70]. We next show that, indeed, (3.21) and (3.22) hold.

Equation (3.21) is also established in Shapiro [9, pp. 373-374], but it
is here for completeness. Observe that
(3.24)

/Q A (@ 1 (1), G (42)) [P0 (&) — DOt ()]

J=1

= ‘/Q[Aa(xﬂflmfl(u‘])a Cm(un)) - Aa(.’II, nmfl(un)a Cm(un))]
. [DOL’U,J — Do‘un]

+/ AO&(:E?nmfl(un),Cm(un))[-DauJ(x) - Daun].
Q
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From u € W™? and (A2), we see that Au (2, Nm_1(tn), Cm(un)) € L'
for |a| = m. Consequently, it follows from (3.12) that the second
integral on the righthand side of the equality in (3.24) converges to
zero as k — oo for |a| = m. Therefore, (3.21) will follow once we show
that

JILH;O [Aa(x, nm—l(uj)a Cm(un)) - Aa(x, nm—l(un)a Cm(un))]
Q

< [D%uy — D%u,] =0

for |a] = m. From (3.10) and Holder’s inequality, we see that this last
limit will follow once we show

(3.25) JILH;O Q[Aa(x,nmil(uk,%g“m(un))
— Ao, Nm—1(un), Cm(un))}p/(p—l) -0

for |a| = m. To see that (3.25) holds, we observe from (3.14) and (A1)
that the integrand in (3.25) converges to zero as J — oo for almost
every z € Q. Also, we see from (3.11) and (A2) that the integrand in
(3.25) is absolutely equi-integrable, i.e., given £ > 0, there exists ¢ such
that meas F < § implies

/E | Aa (2, Mm—1(1wr), Gn(un)) — Ao (@, Dim—1(un), Cm(un))|p/(p71) <e

for |a] = m and J = 1,2,.... Consequently, we conclude from
Egoroff’s theorem [6] that (3.25) holds. But this establishes (3.21).

To establish (3.22), we observe from (A2) and Claim 2 that there
exists a constant ks > 0 such that

/ A (@, Em ()PP < i,
Q

for1<|o|]<m and J=1,2,....

(3.26)

Consequently, we obtain from (3.11) and Holder’s inequality that

}Lm Ao (2, Em(ug))(D%uy(x) — D%up(x)) =0
©.Jo

for 1 <|a|<m-—1.
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Hence, (3.22) will follow once we show

(3.27) hm/ S A bm(w2)) (D% (2) — Dun(x)) = 0.

J—o00
1<|a|<m

To establish (3.27), we first observe from (3.10) and (2.5) that there
exists {Pyu,}3>, with Pju, € S such that

(328) ]hm ||PJ’U,n — ’LLnHWmm =0.
We therefore obtain from (3.26), (3.28) and Hélder’s inequality that

Jlim Ao, Em(ug))(DYPruy () — D%up(z)) =0
for 1 < |a| <m.

Consequently, (3.27) will follow once we show

(3.20)  lim /Q > Aa(@,&m(ug))(Duy(x) — D* Pruy(x)) = 0.

1<|a|<m

To establish (3.29), we invoke (2.9) and obtain that

Q(uy,uy — Pruy) = / 9" (x,uy)(us — Pruy)
Q
(330) + / h(UJ — P]un)
Q
1 -1
+ — [ sgnus|P7 (ug — Pruy).

nJa
Next we observe from h € L', (3.13) and (3.28) that
(3.31) lim h(uy — Pyuy) = 0.

J—oo Jo

Likewise, from Hélder’s inequality, Claim 2, (3.11) and (3.28), we obtain

1
(3.32) — lim / sgn (uy)|ug|P~ ! (uy — Pyuy,) = 0.
n J—oo Jo
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Then, we see from (2.7) and (g2) with ¢ = 1 that

9" (@, us)| < gr(2) + K77

(3.33)
forae. 2 €Q and J=12,...,

where ¢1 € L*" and k is the bound from Claim 2. Therefore,
llg" (x,us)|lp is bounded independent of J. Hence, to show that the
first integral on the righthand side of (3.30) converges to 0 as J goes
to infinity, we rewrite it as

[ tus = Eru) = [ g% us) s )
(3.34)

—|—/Qg"(x,uj)(un—PJun).

From (3.28), we see that limj_,o ||ty — Pyuyl|l, = 0. Hence, from (3.33)
and by Holder’s inequality, we have that

(3.35) Jlim 9" (x,uy)(un — Pruy) = 0.
— 00 O

Similarly, from (3.11), we have that ||u; — u,|| — 0. This, together
with (3.33) and Holder’s inequality, gives that the first integral on the
righthand side of (3.34) also converges to 0. This last fact, coupled
with (3.35), says that (3.34) converges to 0 as J goes to co. The above
fact, in conjunction with (3.30)—(3.32), gives that

(3.36) lim Q(ug,u; — Prun) = 0.
J—o00

Next, from (2.1), we see that Q(uy,u; — Pyu,) is the same as the
integral on the lefthand side of the equality in (3.29). Hence, the limit
in (3.36) equals the limit in (3.29), and (3.29) is established. Conse-
quently, (3.22) prevails, and since (3.22) and (3.21) imply (3.16), equa-
tion (3.16) is also established. The proof that (3.17) holds is a standard
argument done by Shapiro [9, pp. 374-376]. One simply replaces his
uniform ellipticity condition by ours, namely (A4). Therefore, (3.15) is
established.
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It remains to show that Claim 2 and (3.10)—(3.15), along with the
fact that {u;}52, satisfies (2.8), imply that (3.1) holds. To show this,
we let v € U ,S;. Then it follows from (3.11) and (3.14) that

(3.37) klim / sgn (ug )|ug, [P o = / sgn () |un [P~ 0.
Also, from (g2) with e =1,
(3.38) lg" (z,uy)v| < |vgr| + [v[kP~1  for ae. z € Q,

where ¢g; € LP and k is the bound from Claim 2. Thus we see
that |vgi| € L'(2). Hence we conclude from the Lebesgue dominated
convergence theorem, (gl), (3.14) and (3.38), that

(3.39) klim g"(w,u‘]k‘)v:/g”(w,un)v.
—oo /o Q

Next we see from (A2) in conjunction with Claim 2 and Holder’s
inequality that

(3.40) {Aa(xvgm(qu))DaU}zozl

is uniformly equi-integrable for 1 < |a] < m. Also (Al) along with
(3.14) and (3.15) yields

lim Ay (z,&m(ug,)) D% (z) = An(z, Em (un)) D% ()

k—o0

for almost every z € Q and 1 < |a| < m. This fact, along with (3.40),
(2.1) and Egoroff’s theorem, gives limg_,o0 Q(uy,,v) = Q(un,v). From
Proposition 2.4, (3.37), (3.39) and this last limit, we have that

(341) Qupv) — - / s (t)un [P~

n
:/hv+/g”(z,un)v, Yo e U Sy.
@ @ J=1

It is a straightforward density argument to conclude that (3.41) also
holds for all v € W™P(Q). Hence, (3.1) is established, and the proof
of Proposition 3.5 is complete. |
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4. Resonance W™P(Q). In this section we prove Theorem 2.1
which allows for g to grow superlinearly under the restriction that
mp > N.

Proof of Theorem 2.1. Employing the familiar Galerkin approxima-
tion scheme, we first invoke Proposition 3.5 and obtain a sequence
{un}22; such that

(4.1) up, € W™P  gsatisfies (3.1) forn =1,2,....
We claim that
(4.2) {||un||wmr}ory is uniformly bounded.

Suppose claim (4.2) is false. Then, without loss of generality, we can
assume that

(4.3) Hm ||wy||wme = oo.

Next we let 4, be as defined by (3.3) except that we replace J by
n everywhere. Thus, letting v be @, in (3.1), and applying (g2), we
obtain

5 1 s
Qutn, ) = ~ / g0 (1) [ | (i)

nJjo

—I—/ 9" (x, up )y + hiy,
(4.4) o Jin t |,

1 1 R

e L e P e
A+ 11ge L 1|+ 1]l 1]

By the definition of @, and applying arguments similar to those used
between (3.6) and (3.7), we obtain ||d,|| < k||uy||, for some k& > 0.
Therefore, it follows that [|ge|lp|@nll + |2l |dn] < kluall, where
k = k(|lgelly + ||k]ly). Next, using (A4), the fact that Q(u,,a,) =
Q(tn, uy), in conjunction with (4.4), we obtain

9 p/2 k ~
o [ { 2. D“un|} < = llun | + kellun | + Elus |
(4.5) 2 Yical<m

for some k > 0.
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Next, setting

Un

(4.6) Uy, =

b

[un s

and dividing both sides of (4.5) by ||un||}ym.», and since [u,, ||wm.» — 0o
and € > 0 is arbitrary, we have

p/2
(4.7) lim co/{ Z |Davn|2} =0.
T2 L icagm

Thus, since ¢y > 0, we have that

(4.8) lim_ > D =0
" 1<|a\§m
From (4.6), we see that ||v,|lwm.» =1 for n =1,2,.... Hence,
(4.9) [onllyym.» = 1.
Hence, since 1 = [[vp[[yms = [vallh + 31 <jaj<m D vnllh, we infer

from (4.8) that

(4.10) lim [|v, [, = 1.

Clearly, {||vn |}y m.» o2y is a uniformly bounded sequence, thus there
exists a subsequence and a function vy with the following properties:

(4.11) v — vg € WTP(Q),  weakly;
(4.12) lim ||D%,, — D%yll, =0, for|a|<m—1,
n—oo

(4.13) lim D(’vnw = / D%vow

n—oo

forall w e L”  and |a| =
(4.14) lim / hvy, = / hvy, since he L¥.
(4.15) lim D%, (z) = D%vy(x)

n—oo

forae. z€Q and |a/<m-—1.
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Next, from (4.8) and (4.13), and Holder’s inequality, we have
D%pw =0 forw e L]”,7 1< al <m.
Q

Consequently, D%y = 0 almost everywhere in Q for 1 < |a| < m.
Since 2 is a bounded open connected set meeting the cone property,
we conclude that vy = constant almost everywhere in Q. From (4.10)
and (4.12) we obtain that

lvollp = 1.

Hence, this constant is a nonzero either positive or negative quantity.
We shall assume that it is positive. Since a similar argument prevails
for the case when the constant is negative. Let

(4.16) vg=cq4 a.e. T€Q, cq4= (meas Q)fl/”.

Next we invoke (4.1) with v = vy = ¢4 > 0 almost everywhere z € Q to
obtain

1
Q(un,vo)——/sgn(un)|un\p71v0:/g"(x,un)vo—i— hvyg.
nJo Q

Q

From the definition of @, we have that Q(u,,v9) = 0. Therefore,

/g"(az,un)vo—l—/ hvg < 0.
Q Q

Since, by hypothesis, mp > N, we have from the compact embedding
theorems that

(4.18) lim v, =vy uniformly.

Applying (g3) and using (4.18), we have for n > ng that
d(z)

- |un|

9" (x,un) > —c(x)

Therefore, for n > ny and since vy > 0 almost everywhere, the following
holds

9" (@, un)vo > —voc(z) — d(x)m.
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Thus, we can apply Fatou’s lemma to the following quantity,

Jim inf ( /Q (g"(ac,un)vo—l—c(m)vo—l-d(x)v—o)

_/Q (c(at)vo—kd(a:)wv—i)) < —/tho-

Now, since u,, = vp||un||wm.» — +00, we obtain

/ lim inf g™ (z, u,,) +/ lim inf (c(ac)vo + d(ac)v—())
Q Q

~ liminf (c(x)vo—l—d(x)v—()) <— /Q hvo.

n—eo Jo |tn|
However,
liminf g™ (z, u,) > g4 (x).
n—-+o0o
Therefore,

/Qng(a:)vo < —/tho.

But this yields a contradiction to the Landesman-Lazer conditions
(2.2). Hence, we cannot have (4.3) holding. Thus there exists a
constant Kg > 0 such that

(4.19) lunllwme < K¢ forn=1,2,....

As before, there exists a subsequence of {u,} (which for ease of
notation we take to be the full sequence) and a function u such that

(4.20) U, —u € WP weakly;

(4.21) lim || D%, — D%u|, =0, for |a| <m —1;

(4.22) lim [ D%u,w= | D%uw
n—eeJa Q

forallwe L”  and |a| =m.

(4.23) lim /hun:/hu;

(4.24) T 71 (un () = -1 (u(2))
(4.24) for a.e. = €,
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where 7,-1 (un(2)) = {D%u,(2) : || < m —1}.

We next propose to show that there exists a subsequence of {uy, }7°
such that

(4.25) klin;o Cm(Un, (7)) = Gn(u(z)) for ae. z € Q,

where (G (un,(z)) = {D%u(z) : |a] = m}. As in the proof of
Proposition 3.5, once (4.25) is established, it will be an easy matter
to establish Theorem 2.1 from (4.19)—(4.25). However, the proof that
(4.25) holds, is parallel to the proof of (3.15). One simply replaces u s
by up, wy, by un, and u, by u.

To complete the proof of the theorem, we have to show that
(4.19)—(4.25) along with (4.1) gives (2.3). In order to accomplish this,
let v € W™P(w) be given. Then it follows from (4.1), (3.1) and (2.1)
that

@26) Y [ Al gl = 1 [ s,

Q

1<]|a|<m
= / g (X, up, )+ [ ho.
Q Q
From (4.19), we see that ||u,, ||, < Kg for k& = 1,2,.... Hence, it
follows from Holder’s inequality and v € WP that
1
(4.27) lim —/ sgn (Un, ) |[tn, [P~ v = 0.
k—oo N o)

Next, from (g2) with e = 1, we see that
(4.28) 19" (z,un)| < g1(x) + |un P, fork=1,2,...,

where g; € LP". Also we see from Hélder’s inequality that

(p—1)/p 1/p
az) [ |un|p-1|v|<{ / |un|p} { / } ,
E E E

where F is a measurable subset of Q. From Claim 2 and (4.19), we see
that the first integral on the righthand side of the inequality in (4.29) is
uniformly bounded in n. Hence, it follows from (4.28) and (4.29) that

(4.30) {g"(x,un,)v}o2, is absolutely equi-integrable,
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and from (gl), (2.7) and (4.24), we have that

(4.31) lim ¢"(z,un)v(z) = g(z,u)v(z) ae. in Q.

n—oo

Therefore, from (4.30), (4.31) and, by Vitali’s theorem, we have that

k—o0

(4.32) lim g”’“(ac,unk)v:/g(as,u)v.
Q Q

Next, with {u,, }32, the subsequence given in (4.25), we obtain from
(A1), (4.24) and (4.25) that

(4.33) klin;o Ao (@, Em (Un, () D% (x)
= A, (z,&n(u(x)))D%(z), a.e. in

for 1 < |a| < m. Also, we see from (4.19), (A2) and Holder’s inequality
that

(4.34) {Aa (2, Em(un, (2)) D0},

is absolutely equi-integrable for 1 < |a] < m. Hence, it follows from
(4.33), (4.34) and Vitali’s theorem that

@) Jim [ Al @)D = [ Aula.&n(w)D%.

for 1 < |a| < m. From (4.26), (4.27) and (4.35), we obtain that

Z /QAa(x,fm(u))D“v:/Qg(a:,u)v—i— th,

1<]a|<m

Vv e Wme(Q).

But, from (2.1), we see that this last equality is the same as (2.3), and
the proof of Theorem 2.1 is complete. ]
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