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AN ANALYTIC SEMIGROUP SETTING
FOR A CLASS OF VOLTERRA EQUATIONS

PH. CLÉMENT, W. DESCH AND K.W. HOMAN

ABSTRACT. We provide a semigroup setting for the scalar
Volterra integrodifferential equation of convolution type

d

dt

∫ t

−∞
a(t − s)u(s) ds = f(t), t > 0,

u(t) = u0(t), t ≤ 0,

with a completely monotonic kernel a : (0,∞) → R. Using
the analyticity of the semigroup and interpolation methods
we analyze regularity of solutions.

1. Introduction. The aim of this paper is to provide a semigroup
setting for the scalar Volterra integrodifferential equation of convolution
type

(1)
d

dt

∫ t

−∞
a(t− s)u(s) ds = f(t), t > 0,

u(t) = u0(t), t ≤ 0,

where the kernel a : (0,∞) → R is assumed to be completely monotonic
and such that

∫ 1

0
a(t) dt < ∞ and a(0+) = +∞, and where the

functions u0 : (−∞, 0] → R and f : [0,∞) → R are given.

There is a classical way to treat problem (1): Let b : (0,∞) → R be
the function resolvent of the first kind of a, which means that b satisfies

(2)
∫ t

0

a(t− s)b(s) ds = 1, t > 0,

see [9, p. 158]. The function b is completely monotonic and satisfies∫ 1

0
b(t) dt < ∞ and b(0+) = +∞. If u0 is identically zero and if

Received by the editors on December 10, 2001, and in revised form on September
25, 2002.

Copyright c©2002 Rocky Mountain Mathematics Consortium

239
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f is locally integrable, then problem (1) admits a unique solution
u : R → R and

u(t) =


∫ t

0

b (t− s)f(s) ds t > 0,

0, t ≤ 0.

A typical example of the kernel is

a(t) =
t−α

Γ(1− α)
, t > 0,

with 0 < α < 1, in which case the lefthand side of (1) corresponds to
the fractional derivative of order α of u and

b(t) =
tα−1

Γ(α)
, t > 0.

To our knowledge there is no general theory concerning problem (1)
with given initial data u0 defined on (−∞, 0].

In this paper we treat existence and regularity of solutions to (1)
within the framework of analytic semigroups and interpolation spaces.
This sheds a new light on results obtained by more direct methods. In
particular it opens access to a powerful analytic machinery:

There is a well-established theory of stochastic perturbation of ana-
lytic semigroups, as for example in [5], which will be useful when the
forcing term f in (1) is replaced by a stochastic process.

Some concepts, like Kolmogorov equations, depend on a state space
formulation of the underlying process.

We expect that our method can be extended from the scalar case to
more ambitious Hilbert space valued problems.

Frequently, the price for embedding integral or delay equations in a
semigroup framework is some loss of regularity. Our method, as the
example of fractional derivatives shows, yields regularity results which
are close to optimal.

Our approach consists of rewriting (1) as an ordinary differential
equation in an appropriate infinite dimensional Hilbert space, using
the complete monotonicity of the kernel and Bernstein’s theorem. The
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semigroup approach based on the complete monotonicity of the kernel
has been initiated in [8], has been used in the context of viscoelasticity
in [6], and has been generalized to a larger class of kernels in [14].
In contrast to other semigroup approaches for Volterra equations, as
for example in [11, 9], this one leads to a quasi-contractive, analytic
semigroup.

Heuristically the approach can be explained as follows. Let ν be the
unique nonnegative Borel measure on [0,∞) such that

a(t) =
∫

[0,∞)

e−κt ν(dκ), t > 0,

see Bernstein’s theorem [17, p. 161]. We define the functions ψ :
[0,∞)× [0,∞) → R and ψ0 : [0,∞) → R by respectively

(3)
ψ(t, κ) :=

∫ t

−∞
e−κ(t−s)u(s) ds, t ≥ 0, κ ≥ 0,

ψ0(κ) :=
∫ ∞

0

e−κsu0(−s) ds, κ ≥ 0,

where u is the solution to (1). Note that ψ satisfies

(4)
∂

∂t
ψ(t, κ) = u(t)− κψ(t, κ), t > 0, κ ≥ 0,

ψ(0, κ) = ψ0(κ), κ ≥ 0.

Then we have for t > 0

f(t) =
d

dt

∫ t

−∞
a(t− s)u(s) ds

=
d

dt

∫ t

−∞

(∫
[0,∞)

e−κ(t−s) ν(dκ)
)
u(s) ds

=
d

dt

∫
[0,∞)

( ∫ t

−∞
e−κ(t−s)u(s) ds

)
ν(dκ)

=
d

dt

∫
[0,∞)

ψ(t, κ) ν(dκ)

=
∫

[0,∞)

∂

∂t
ψ(t, κ) ν(dκ)

=
∫

[0,∞)

(
u(t)− κψ(t, κ)

)
ν(dκ).
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Hence, ψ satisfies (4) with side-constraint

(5)
∫

[0,∞)

(
u(t)− κψ(t, κ)

)
ν(dκ) = f(t), t > 0.

A novelty with respect to [8] and [6] is that in our situation the solution
u to problem (1) does not belong to the state space of ψ, but it can
be computed from the state space by means of an unbounded linear
functional.

The paper is organized as follows: Section 2 contains some of the
notations used throughout this paper. Section 3 states the main
results. In Section 4 we set up a state space H and a linear operator
A : D(A) ⊆ H → H and prove that A generates an analytic semigroup
on H. Section 5 treats the homogeneous case of (1) when u0 is so
good that the solution to the abstract problem (4) (5) remains in
D(A). Section 6 provides necessary tools from interpolation spaces.
Using these tools we return to the homogeneous case with significantly
weaker assumptions on u0 in Section 7. Section 8 is devoted to the
inhomogeneous case of (1) when u0 is identically zero.

2. Notations. In this paper we write C+ = {λ ∈ C; 
(λ) > 0} and
C+

0 = {λ ∈ C; 
(λ) ≥ 0}.
A function κ �→ ϕ(κ) defined on some domain is denoted by ϕ(κ). In

particular κ denotes the function κ �→ κ.

The function 1 is defined by 1(κ) := 1 for all κ.

The Laplace transform of a function f is denoted by f̂ .

We use the notation C0[0, T ] and Cα
0 [0, T ], where α > 0, for functions

which are continuous respectively α-Hölder continuous on [0, T ], and
which are zero at zero.

3. Statement of the results. Throughout this paper we assume
that the kernel a satisfies the following hypothesis:

Hypothesis 3.1. The kernel a : (0,∞) → R is completely mono-
tonic and such that

∫ 1

0
a(t) dt < ∞ and a(0+) = +∞.
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Definition 3.2. A solution to problem (1) is a function u : R → R
such that

(i) u is Borel measurable;

(ii)
∫ t

−∞ a(t− s)|u(s)| ds < ∞ for t ≥ 0;

(iii) The function v : [0,∞) → R defined by

v(t) :=
∫ t

−∞ a(t− s)u(s) ds for t ≥ 0 is absolutely continuous on

[0, T ] for every T > 0;

(iv) u satisfies (1) almost everywhere.

Proposition 3.3. Problem (1) admits at most one solution.

Proof. Without loss of generality we assume that u0 and f are
identically zero. Let u be a solution to (1). Since v is absolutely
continuous, v(0) = 0, and (d/dt)v(t) = 0 for t ≥ 0, almost everywhere,
we have that v is identically zero. It is a consequence of Titchmarsh’s
theorem, see [18, p. 166], that u(t) = 0 for t ≥ 0 almost everywhere.

The idea of this paper is to rewrite the homogeneous case of (1) with
f identically zero in an abstract setting

(6)
d

dt
ψ(t) = Aψ(t), t > 0,

ψ(0) = ψ0,

Therefore we take an arbitrary constant β > 0 that will be fixed
throughout the paper. We define the complex Hilbert space H by

(7)

H :=
{
ϕ : [0,∞) −→ C (equivalence class) ; ϕ is Borel measurable

and
∫

[0,∞)

|ϕ(κ)|2(κ+ β) ν(dκ) < ∞
}
,

endowed with the inner product

〈ϕ, ψ〉 :=
∫

[0,∞)

ϕ(κ)ψ(κ) (κ+ β) ν(dκ), ϕ, ψ ∈ H.
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We remark that H is independent of β, and that for different βs
the corresponding norms on H are equivalent. We define the linear
functional J : D(J) ⊆ H → C by

(8)

D(J) :=
{
ϕ ∈ H; there exists (a unique) u ∈ C

such that u1− κϕ(κ) ∈ H
}
,

J(ϕ) := u, ϕ ∈ D(J).

We choose the letter u, because later it will appear that u(t) := J(ψ(t))
for t > 0 is the solution to (1) with f identically zero, where ψ(t) is
the solution to (6). Using J we define the linear operator A : D(A) ⊆
H → H by

(9)
D(A) :=

{
ψ ∈ D(J);

∫
[0,∞)

(
J(ψ)− κψ(κ)

)
ν(dκ) = 0

}
,

(Aψ)(κ) := J(ψ)− κψ(κ), ψ ∈ D(A), κ ≥ 0.

Theorem 3.4. The linear operator A : D(A) ⊆ H → H is
the infinitesimal generator of a strongly continuous, positive, analytic
semigroup {S(t)}t≥0 on H satisfying ‖S(t)‖L(H) ≤ e(βt/4) for t ≥ 0.

Hypothesis 3.5. The function u0 : (−∞, 0] → R is such that

(i) u0 is Borel measurable;

(ii) There exist M1 > 0 and ω > 0 such that |u0(t)| ≤ M1e
ωt for

t ≤ 0;

(iii) There exist M2 > 0 and δ > 0 such that |u0(0)− u0(t)| ≤ M2|t|
for −δ ≤ t ≤ 0;

(iv) u0(0) a(+∞) +
∫ ∞
0

( − (d/dt)a(t)
)(

u0(0)− u0(−t)
)
dt = 0.

Remark 3.6. The integral in Hypothesis 3.5 (iv) exists by Hypothesis
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3.5(ii) and (iii). Indeed, using Lemma 4.1 (ix), (iv), and (i), we have∫ ∞

0

∣∣∣∣(− d

dt
a(t)

)(
u0(0)− u0(−t)

)∣∣∣∣ dt
≤ M2

∫ δ

0

t

(
− d

dt
a(t)

)
dt+ 2M1

∫ ∞

δ

− d

dt
a(t) dt

≤ − M2δa(δ)︸ ︷︷ ︸
≥0

+M2

∫ δ

0

a(t) dt− 2M1a(+∞)︸ ︷︷ ︸
≥0

+2M1a(δ) < ∞.

Remark 3.7. Hypothesis 3.5 does not assume any smoothness of u0

except at zero.

Remark 3.8. If u0 satisfies Hypothesis 3.5(i), (ii) and (iii), then

d−

dt

∣∣∣∣
t=0

∫ t

−∞
a(t−s)u(s) ds = u0(0) a(+∞)

+
∫ ∞

0

(
− d

dt
a(t)

)(
u0(0)− u0(−t)

)
dt,

see [3] for a proof. Therefore, Hypothesis 3.5(iv) can be reformulated
as

d−

dt

∣∣∣∣
t=0

∫ t

−∞
a(t− s)u(s) ds = 0.

In addition, it follows from the proof of Lemma 5.1 that ψ0 given by
(3) belongs to D(A) if and only if Hypothesis 3.5(iv) is satisfied.

Theorem 3.9. Let u0 satisfy Hypothesis 3.5. Then problem (1) with
f identically zero admits a unique solution u. Moreover, u is continuous
on [0,∞), real analytic on (0,∞), and

(10) u(t) =
{

J(S(t)ψ0) t > 0,
u0(t), t ≤ 0,

where ψ0 is given by (3).
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Hypothesis 3.10. The kernel a : (0,∞) → R is such that there
exist 0 < η ≤ θ < 1 with

(i)
∫ ∞
1

t−1−2η(1/(â(t))2)
(
â(t) + t(d/dt)â(t)

)
dt < ∞;

(ii)
∫ ∞
1

t2θ−3(1/(â(t))2)
(
â(t) + t(d/dt)â(t)

)
dt < ∞.

Remark 3.11. The following conditions imply that Hypothesis 3.10
holds:

(i)
∫ ∞
1

t−1−2η(1/â(t)) dt < ∞;

(ii)
∫ ∞
1

t2θ−3(1/â(t)) dt < ∞.

Remark 3.12. Hypothesis 3.10(i) is equivalent to the fact that the
restriction J |D(A) may be extended continuously to a linear bounded
functional from the interpolation space DA(η, 2) into C with the same
η as in Hypothesis 3.10, see Proposition 6.5.

Remark 3.13. Hypothesis 3.10(ii) is equivalent to the fact that the
function π ∈ H defined by

(11) π(κ) :=
1

βâ(β)
1

κ+ β
, κ ∈ [0,∞),

belongs to the interpolation space DA(θ, 2) with the same θ as in
Hypothesis 3.10, see Proposition 6.6.

Remark 3.14. Since D(J) = D(A) ⊕ span {π}, see Lemma 8.1,
it follows that if π belongs to DA(θ, 2) for some 0 < θ < 1, then
D(J) ⊆ DA(α, 2) for every 0 < α ≤ θ.

Theorem 3.15. Let u0 satisfy Hypothesis 3.5 (i), (ii) and (iii). Let a
satisfy Hypothesis 3.10. Then problem (1) with f identically zero admits
a unique solution u. Moreover, u belongs to Cθ−η[0,∞), is real analytic
on (0,∞), and is given by (10). If in addition Hypothesis 3.5(iv) holds,
then u belongs to C1−η[0,∞).

Remark 3.16. Let u be the solution to (1) with f identically zero under



SEMIGROUP SETTING FOR VOLTERRA EQUATIONS 247

the conditions stated in Theorem 3.15. Then the following holds:

(S(t)ψ0)(κ) =
∫ ∞

0

e−κsu(t− s) ds, t ≥ 0, κ ≥ 0.

Theorem 3.17. Let a satisfy Hypothesis 3.10 with 0 < η < θ < 1.
Let f belong to Lp[0, T ] for every T > 0 where 1 ≤ p < ∞. Then
problem (1) with u0 identically zero admits a unique solution u and

(12) u(t) =

J

(∫ t

0

(βI −A)S(t− s)f(s)π ds

)
t > 0,

0 t ≤ 0,

where the integral is a Bochner integral in DA(η, 2) and π is given by
(11). Moreover, the following holds:

(i) If p = 1, then u belongs to Lq[0, T ] for every 1 ≤ q <
1

1− (θ − η)
and T > 0;

(ii) If 1 < p < 1/(θ − η), then u belongs to Lq[0, T ] for every

1 ≤ q ≤ p

1− (θ − η)p
and T > 0;

(iii) If p = 1/(θ − η), then u belongs to Lq[0, T ] for every 1 ≤ q < ∞
and T > 0;

(iv) If 1/(θ − η) < p < ∞, then u belongs to C
θ−η−(1/p)
0 [0,∞).

More regularity results for problem (1) can be obtained using the ma-
chinery of analytic semigroups. An example is the following theorem,
for a proof of which we refer to [3].

Theorem 3.18. Let a satisfy Hypothesis 3.10 with 0 < η < θ < 1.
Let f belong to Cγ

0 [0,∞) where 0 < γ < 1 is such that γ �= 1− (θ− η).
Then problem (1) with u0 identically zero admits a unique solution u.
Moreover, u is given by (12) and belongs to Cγ+θ−η

0 [0,∞).

Example 3.19. Let the kernel a : (0,∞) → R be given by

a(t) := e−ωtg1−α(t), t > 0,
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with ω ≥ 0 and 0 < α < 1, where the function gρ : (0,∞) → R with
ρ > 0 is defined by

(13) gρ(t) :=
tρ−1

Γ(ρ)
, t > 0.

By straightforward calculation Hypothesis 3.10(i) holds if and only if
η > (1−α)/2, and Hypothesis 3.10(ii) holds if and only if θ < (1+α)/2.
Since 0 < α < 1 we can choose 0 < η < θ < 1 such that (1 − α)/2 <
η < θ < (1 + α)/2. Let ω = 0 and let f belong to Lp[0, T ] for every
T > 0 where 1 ≤ p < ∞. Since we have that for 0 < ρ < 1∫ t

0

gρ(t− s)g1−ρ(s) ds = 1, t > 0,

it is easy to verify that u : R → R given by

u(t) =


∫ t

0

gα(t− s)f(s) ds t > 0,

0 t ≤ 0,

is the unique solution to (1) with u0 identically zero. Moreover, it
follows from Proposition A.1 that

(i) If p = 1, then u belongs to Lq[0, T ] for every 1 ≤ q < 1/(1− α)

and T > 0;

(ii) If 1 < p < 1/α, then u belongs to Lq[0, T ] for every

1 ≤ q ≤ p/(1− αp) and T > 0;

(iii) If p = (1/α), then u belongs to Lq[0, T ] for every 1 ≤ q < ∞
and T > 0;

(iv) If (1/α) < p < ∞, then u belongs to C
α− 1

p

0 [0,∞).

4. The semigroup setting. We recall that the complex Hilbert
space H, the linear functional J : D(J) ⊆ H → C, and the linear
operator A : D(A) ⊆ H → H are defined by respectively (7), (8) and
(9). The main result of this section is Theorem 3.4. Before we are in
a position to prove this theorem we need some preliminaries. We start
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with listing properties of the kernel a and the measure ν, which we
shall use throughout the paper.

Lemma 4.1.

(i)
∫ T

0

a(t) dt < ∞ for every T > 0;

(ii) (−1)n dn

dtn
a(t) =

∫
[0,∞)

e−κtκn ν(dκ) for t > 0 and n = 0, 1, 2, . . . ;

(iii) (−1)n dn

dtn
a(0+) =

∫
[0,∞)

κn ν(dκ) = +∞ for n = 0, 1, 2, . . . ;

(iv) 0 ≤ lim
t→∞ a(t) < ∞;

(v) lim
t→∞(−1)n dn

dtn
a(t) = 0 for n = 1, 2, . . . ;

(vi) If λ ∈ C\{0} is such that λ=µ+ iω with µ ≥ 0 and ω ∈ R,

then â(λ) =
∫

[0,∞)

1
κ+λ

ν(dκ) =
∫

[0,∞)

κ+ µ− iω

(κ+µ)2 + ω2
ν(dκ) < ∞;

(vii)
∫

[0,T ]

ν(dκ) < ∞ for T > 0;

(viii)
∫

[δ,∞)

(1/κ) ν(dκ) < ∞ for δ > 0;

(ix) lim
t↓0

t a(t) = 0;

(x) lim
t↓0

t2
d

dt
a(t) = 0;

(xi) − d

dλ
â(λ) =

∫
[0,∞)

1
(κ+ λ)2

ν(dκ) for λ > 0;

(xii)
∫

[0,∞)

κ+ c

(κ+ λ)2
ν(dκ) = â(λ) + (λ− c)

d

dλ
â(λ) for λ > 0

and c ∈ R;
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(xiii)
∫

[0,∞)

κ2

(κ+λ)2
1

κ+β
ν(dκ) =

(
1− β2

(λ−β)2

)
â(λ)+

λ2

λ−β

d

dλ
â(λ)

+
β2

(λ− β)2
â(β) for λ > 0;

(xiv) −λ
d

dλ
â(λ) ≤ â(λ) for λ > 0;

(xv) λâ(λ) ≥ câ(c) for λ > c > 0;

(xvi) 0 ≤ â(β)− â(λ) ≤ λ− β

β
â(λ) for λ > β.

Proof. For property (ii) and the first equality in property (iii) we
refer to [13, p. 90]. The second equality in property (iii) follows from

a(t) = a(T ) +
∫ T

t

− d

dt
a(s) ds ≤ a(T )− (T−t)

d

dt
a(t), 0 < t < T,

which implies that if (−d/dt)a(0+) < ∞, then a(0+) < ∞, contradict-
ing the assumption that a(0+) = +∞. Property (v) follows from

a(T ) = a(t) +
∫ T

t

d

dt
a(s) ds ≤ a(t) + (T−t)

d

dt
a(T ), 0 < t < T,

which implies that if limT→∞ −(d/dt)a(T ) > 0, then limT→∞ a(T ) < 0,
contradicting Property (iv). By straightforward calculation it follows
that property (vi) holds for λ ∈ C+. Properties (vii) and (viii) follow
from respectively∫

[0,T ]

ν(dκ) ≤
∫

[0,T ]

T + β

κ+ β
ν(dκ)

≤ (T+β)
∫

[0,∞)

1
κ+β

ν(dκ),
∫

[δ,∞)

1
κ
ν(dκ) ≤ β+δ

δ∫
[δ,∞)

1
κ+ β

ν(dκ) ≤ β + δ

δ

∫
[0,∞)

1
κ+ β

ν(dκ).

For λ ∈ C such that λ = iω with ω �= 0, property (vi) follows from
Lebesgue’s dominated convergence theorem for

lim
µ↓0

∫
[0,∞)

1
κ+ µ+ iω

ν(dκ) =
∫

[0,∞)

1
κ+ iω

ν(dκ),
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using Lemma 4.1(vii) and (viii) and

∫
[0,∞)

1
|κ+ iω| ν(dκ) ≤

∫
[0,1]

1√
κ2 + ω2

ν(dκ) +
∫

[1,∞)

1√
κ2 + ω2

ν(dκ)

≤ 1
|ω|

∫
[0,1]

ν(dκ) +
∫

[1,∞)

1
κ
ν(dκ) < ∞.

Property (ix), and analogously Property (x), follows from

ta(t) =
∫

[0,∞)

te−κt ν(dκ) =
∫

[0,∞)

(κte−κt + βte−κt)
1

κ+ β
ν(dκ)

for t > 0 and Lebesgue’s dominated convergence theorem. Property
(xv) is a consequence of the fact that t �→ t

κ+t is a positive, monoton-
ically increasing function for κ ≥ 0. The properties which have not
been mentioned follow by straightforward calculation.

The next two lemmas give properties of the Hilbert space H. The
first lemma can be proved using the Cauchy-Schwarz inequality and
Lemma 4.1(vi).

Lemma 4.2. The Hilbert space H is continuously embedded in
L1([0,∞), dν) with ‖ϕ‖L1([0,∞),dν) ≤

√
â(β)‖ϕ‖ for ϕ ∈ H.

Lemma 4.3. If ϕ belongs to H, then
κϕ(κ)
κ+ λ

belongs to H

for λ ∈ C+
0 and

∥∥κϕ(κ)
κ+ λ

∥∥ ≤ ‖ϕ‖. If in addition λ �= 0, then

1
κ+ λ

and
ϕ(κ)
κ+ λ

belong to H and
∥∥ ϕ(κ)
κ+ λ

∥∥ ≤ 1
|λ| ‖ϕ‖. Moreover,∥∥ 1

κ+ λ

∥∥ ≤ 2

√

(

â
(β
4
+ iω

))
for λ = µ+ iω with µ ≥ β

4
and ω ∈ R.

Proof. We only prove the last estimate. The rest follows by straight-
forward calculation and Lemma 4.1(xii). Let λ ∈ C+ be such that
λ = µ + iω with µ ≥ (β/4) and ω ∈ R. Then we have using
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Lemma 4.1(vi).∫
[0,∞)

∣∣∣∣ 1
κ+ λ

∣∣∣∣2(κ+ β) ν(dκ) ≤
∫

[0,∞)

κ+ β(
κ+ β

4

)2 + ω2
ν(dκ)

≤ 4
∫

[0,∞)

κ+ (β/4)(
κ+ β

4

)2 + ω2
ν(dκ)

= 4
(
â
(β
4
+ iω

))
.

The following lemma implies that the linear functional J : D(J) ⊆
H → C is well defined. The proof of the lemma is straightforward,
using the assumption that a(0+) = +∞ and Lemma 4(iii).

Lemma 4.4. For every ϕ ∈ H there exists at most one constant
u ∈ C such that u1 − κϕ(κ) belongs to H.

It is a consequence of Lemma 4.2 that the linear operator A : D(A) ⊆
H → H is well-defined. Furthermore, we have the next proposition.

Proposition 4.5. The linear operator A− (β/4)I : D(A) ⊆ H → H
is dissipative in (H, 〈·, ·〉).

Proof. Let ψ belong to D(A). Using the definition of D(A),
Lemma 4.1(vi), and Lemma 4.2, we have


〈Aψ,ψ〉 = 

∫

[0,∞)

(
J(ψ)− κψ(κ)

)
ψ(κ)(κ+ β) ν(dκ)

− J(ψ)
∫

[0,∞)

(
J(ψ)− κψ(κ)

)
ν(dκ)︸ ︷︷ ︸

=0

= 

∫

[0,∞)

(
J(ψ)− κψ(κ)

)(
ψ(κ)(κ+ β)− J(ψ)

)
ν(dκ)

= 

∫

[0,∞)

κ

κ+β

(
J(ψ)−(κ+β)ψ(κ)

)(
ψ(κ)(κ+β)−J(ψ)

)
ν(dκ)

+ β

∫

[0,∞)

J(ψ)ψ(κ) ν(dκ)− β|J(ψ)|2
∫

[0,∞)

1
κ+β

ν(dκ)
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≤ −
∫

[0,∞)

κ

κ+ β

∣∣J(ψ)− (κ+ β)ψ(κ)
∣∣2︸ ︷︷ ︸

≥0

ν(dκ)

+ β
∣∣J(ψ)∣∣ ∫

[0,∞)

|ψ(κ)| ν(dκ)− βâ(β)
∣∣J(ψ)∣∣2

≤ β
√

â(β) |J(ψ)| ‖ψ‖ − βâ(β)|J(ψ)|2

= −β
(√

â(β) |J(ψ)| − ‖ψ‖/2)2︸ ︷︷ ︸
≥0

+
β

4

∥∥ψ∥∥2 ≤ β

4

∥∥ψ∥∥2

This implies that 
〈(
A − (β/4)I

)
ψ, ψ

〉 ≤ 0, which shows the dissipa-
tivity of A− βI/4.

It follows from the next lemma that the linear operator λI − A :
D(A) → H is onto for λ ∈ C+

0 \{0}.

Lemma 4.6. Let λ ∈ C+
0 \{0} and let ϕ belong to H. Let u ∈ C be

given by

(14) u :=
1

λâ(λ)

∫
[0,∞)

κϕ(κ)
κ+ λ

ν(dκ).

Let ψ : [0,∞) → C be defined by

ψ(κ) :=
ϕ(κ) + u

κ+ λ
, κ ∈ [0,∞).

Then u is well-defined, ψ belongs to D(A), J(ψ) = u, and (λI−A)ψ =
ϕ. Moreover, if λ = µ+ iω with µ ≥ (β/4) and ω ∈ R, then

|u| ≤ 2
1
|λ|

1
|â(λ)|

√

 (

â
((β
4
+ iω

)) ‖ϕ‖.
Proof. The constant u is well-defined by Lemmas 4.3 and 4.2.

Since
ϕ(κ)
κ+ λ

and
1

κ+ λ
belong to H by Lemma 4.3, it follows that

ψ belongs to H. Furthermore, using the definition of ψ we have that
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u1−κψ(κ) = λψ−ϕ belongs to H and hence, ψ belongs to D(J) with
J(ψ) = u. By straightforward calculation it follows that ψ belongs to
D(A) and that (λI − A)ψ = ϕ. Finally, if λ = µ + iω with µ ≥ (β/4)
and ω ∈ R, then we have using the Cauchy-Schwarz inequality and
Lemma 4.3,

|u| ≤ 1
|λ|

1
|â(λ)|

∫
[0,∞)

∣∣∣∣ ϕ(κ)
κ+ λ

∣∣∣∣ (κ+ β) ν(dκ)

≤ 1
|λ|

1
|â(λ)|

∥∥∥∥ 1
κ+ λ

∥∥∥∥ ‖ϕ‖

≤ 2
1
|λ|

1
|â(λ)|

√

 (

â
(β
4
+ iω

)) ‖ϕ‖.

The following proposition characterizes the resolvent of A.

Proposition 4.7. If λ ∈ C+
0 \{0}, then the linear operator λI −A :

D(A) → H is bijective and

(λI −A)−1 ϕ =
ϕ(κ) + u

κ+ λ
, ϕ ∈ H,

where u is given by (14). Moreover, J
(
(λI−A)−1ϕ

)
= u. If in addition

λ = µ+ iω with µ ≥ β

4
and ω ∈ R, then 0 ∈ ρ (λI −A) and

‖(λI −A)−1‖L(H) ≤
(
1 + 4


 (
â
(
(β/4) + iω

))
|â(λ)|

)
1
|λ| .

Proof. To show that λI − A : D(A) → H is one-to-one for λ ∈
C+

0 \{0}, let ψ ∈ D(A) be such that (λI − A)ψ = 0. This implies

that ψ =
J(ψ)
κ+ λ

, so that by definition of A, Lemma 4.1(vi), and some

straightforward calculation

0 =
∫

[0,∞)

(
J(ψ)− κψ(κ)

)
ν(dκ) = J(ψ)λâ(λ).
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Therefore, J(ψ) = 0 and hence, ψ = 0.

Since the proposition is a consequence of Lemma 4.6, we only have
to prove that the linear operator (λI − A)−1 : H → H is bounded for

λ = µ + iω with µ ≥ β

4
and ω ∈ R. Let ϕ belong to H and let u ∈ C

be given by (14). Using Lemmas 4.3 and 4.6 we have∥∥(λI −A)−1ϕ
∥∥ ≤

∥∥∥∥ ϕ(κ)
κ+ λ

∥∥∥∥+ |u|
∥∥∥∥ 1
κ+ λ

∥∥∥∥
≤ 1

|λ| ‖ϕ‖+ 2
1
|λ|

1
|â(λ)|

√

 (

â
(
(β/4) + iω

)) ‖ϕ‖

· 2
√

 (

â
(
(β/4) + iω

))
=

(
1 + 4


 (
â
(
(β/4) + iω

))
|â(λ)|

)
1
|λ| ‖ϕ‖.

We are now in a position to prove Theorem 3.4.

Proof. It is a consequence of Proposition 4.5 and Lemma 4.6 that

the linear operator A− β

4
I : D(A) ⊆ H → H is m-dissipative. Since

H is a reflexive space, D(A) is dense in H, see [12, p. 16]. From

the Lumer-Phillips theorem, see [12, p. 14], it follows that A− β

4
I

is the infinitesimal generator of a strongly continuous semigroup of
contractions on H. Now we show that this semigroup is analytic. It is
sufficient to show that there exists K > 0 such that for every ω �= 0,∥∥(

iωI − (
A− β

4
I
))−1∥∥

L(H)
≤ K

|ω| , see [4, p. 123]. Let ω �= 0. By

applying Proposition 4.7 with λ = (β/4) + iω we have∥∥(
iωI − (

A− (β/4)I
))−1∥∥

L(H)

=
∥∥∥∥((

β

4
+ iω

)
I −A

)−1∥∥∥∥
L(H)

≤
(
1 + 4


 (
â
(
(β/4) + iω

))∣∣â((β/4) + iω
)∣∣

)
1∣∣(β/4) + iω

∣∣
≤ (1 + 4 · 1) 1

|ω| =
5
|ω| .
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Finally it follows that A is the infinitesimal generator of a strongly
continuous, analytic semigroup {S(t)}t≥0 on H satisfying ‖S(t)‖L(H) ≤
e(β/4)t for t ≥ 0, see [12, pp. 76, 80]. The positivity of the resolvent
implies the positivity of the semigroup.

The following lemma is a consequence of Lemma 4.6 and will be used
throughout the rest of the paper.

Lemma 4.8. The restriction J |D(A) : D(A) → C is bounded with
respect to the graph norm of A.

Proof. Let ψ belong to D(A). We define the function ϕ ∈ H by
ϕ := (βI −A)ψ. By Lemma 4.6 we have

J(ψ) =
1

βâ(β)

∫
[0,∞)

κψ(κ)
κ+ β

ν(dκ).

Using the Cauchy-Schwarz inequality, Lemma 4.1(vi), and the norm
‖(βI − A) · ‖ on D(A), which is equivalent to the graph norm of A, it
follows that

|J(ψ)| ≤ 1
βâ(β)

( ∫
[0,∞)

κ

(κ+ β)2
ν(dκ)

)1/2( ∫
[0,∞)

|ϕ(κ)|2κ ν(dκ)
)1/2

≤ 1
βâ(β)

√
â(β) ‖ϕ‖

=
1

β
√

â(β)
‖(βI −A)ψ‖.

In Section 6 we need the adjoint operator A∗ of A. The next lemma
gives a characterization of A∗.

Lemma 4.9. The adjoint operator A∗ : D(A∗) ⊆ H → H is given
by

(15)
D(A∗) =

{
σ ∈ D(J);

∫
[0,∞)

(
J(σ)− (κ+ β)σ(κ)

)
ν(dκ) = 0

}
,

(A∗σ)(κ) = J(σ)
κ

κ+ β
− κσ(κ), σ ∈ D(A∗), κ ≥ 0.
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Proof. Let σ ∈ H. By definition of the adjoint operator A∗, σ
belongs to D(A∗) = D(βI − A∗) if there exists τ ∈ H such that
〈(βI −A)ψ, σ〉 = 〈ψ, τ 〉 for all ψ ∈ D(A), or equivalently, such that

(16) 〈ϕ, σ〉 = 〈(βI −A)−1ϕ, τ 〉

for all ϕ ∈ H. Let ϕ ∈ H be arbitrary and let u ∈ C be given by (14).
Using Proposition 4.7, (16) holds if and only if∫

[0,∞)

ϕ(κ)σ(κ) (κ+ β) ν(dκ) =
∫

[0,∞)

(ϕ(κ) + u) τ (κ) ν(dκ)

if and only if∫
[0,∞)

(
σ(κ)− τ (κ)

κ+ β

)
ϕ(κ)(κ+ β) ν(dκ)

=
1

βâ(β)

( ∫
[0,∞)

τ (κ) ν(dκ)
)∫

[0,∞)

κ

(κ+ β)2
ϕ(κ)(κ+ β) ν(dκ)

if and only if〈
ϕ, σ − τ (κ)

κ+ β
− 1

βâ(β)

( ∫
[0,∞)

τ (κ) ν(dκ)
)

κ

(κ+ β)2
〉
= 0.

Since ϕ ∈ H is arbitrary, this holds if and only if

(17) τ = (κ+ β)σ(κ)−K
κ

κ+ β
,

where, using Lemma 4.1(vi), K ∈ C is such that

K =
1

βâ(β)

∫
[0,∞)

τ (κ) ν(dκ)

=
1

βâ(β)

∫
[0,∞)

(
(κ+ β)σ(κ)−K

)
ν(dκ) +K,

or equivalently, where K ∈ C satisfies

(18)
∫

[0,∞)

(
K − (κ+ β)σ(κ)

)
ν(dκ) = 0.
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From (17) and Lemma 4.3 it follows that τ belongs to H if and only
if κσ(κ)−K1 belongs to H. We conclude that σ belongs to D(A∗) if
and only if there exists K ∈ C such that κσ(κ)−K1 belongs to H and
(18) holds, that is, σ belongs to D(J) and satisfies∫

[0,∞)

(
J(σ)− (κ+ β)σ(κ)

)
ν(dκ) = 0.

Finally, (17) implies that (βI −A∗)σ = (κ+ β)σ(κ)− J(σ)
κ

κ+ β
and

hence, (15) holds.

Since the linear operator A − (β/4)I : D(A) ⊆ H → H is m-
dissipative in (H, 〈·, ·〉), it is well-known that the linear operator A∗ −
(β/4)I : D(A∗) → H is m-dissipative in (H, 〈·, ·〉) as well. Furthermore,
since 0 ∈ ρ(λI − A) for λ ∈ C with 
(λ) ≥ (β/4) by Proposition 4.7,
we also have 0 ∈ ρ(λI − A∗) and (λI − A∗)−1 =

(
(λI − A)−1

)∗ for
λ ∈ C with 
(λ) ≥ (β/4). See [12, pp. 38, 41].

The following proposition characterizes the resolvent of A∗.

Proposition 4.10. If λ > 0, then (λI −A∗)−1 : H → H is given by

(λI −A∗)−1 τ =
1

κ+ λ

(
τ + p

κ

κ+ β

)
, τ ∈ H,

where
p =

1
λâ(λ)

∫
[0,∞)

κ+ β

κ+ λ
τ (κ) ν(dκ).

Moreover, J
(
(λI −A∗)−1 τ

)
= p.

Proof. Let λ > 0 and let τ belong to H. Let σ : [0,∞) → C be
defined by

σ(κ) :=
1

κ+ λ

(
τ + p

κ

κ+ β

)
, κ ≥ 0.

Using Lemma 4.3, the constant p is well-defined by the inner product of
1

κ+ λ
and τ (κ). By Lemma 4.3, σ belongs to H. It is a consequence of
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the definition of σ and Lemma 4.3 that p1− κσ(κ) = λσ − τ + p
β

κ+ λ
belongs to H. Hence, σ belongs to D(J) with J(σ) = p. By
straightforward calculation it follows that σ belongs to D(A∗) and
(λI −A∗)σ = τ .

5. The homogeneous case I. The goal of this section is to prove
Theorem 3.9. To this end we consider the homogeneous problem (1)
with f identically zero and u0 satisfying Hypothesis 3.5. We first study
the following homogeneous abstract Cauchy problem in H:

(19)
d

dt
ψ(t) = Aψ(t), t > 0,

ψ(0) = ψ0,

where ψ0 : [0,∞) → R is given by (3). By straightforward calculation
using Hypothesis 3.5(ii) and Lemma 4.1(xii) it follows that ψ0 is well-
defined and belongs to H. Furthermore, we have the next lemma.

Lemma 5.1. The function ψ0 belongs to D(A) and J(ψ0) = u0(0).

Proof. Let u1, u2 : (−∞, 0] → R and ψ1, ψ2 : [0,∞) → R be defined
by respectively u1(t) := u0(0)eωt and u2(t) := u0(t)−u0(0)eωt for t ≤ 0
and

ψj(κ) :=
∫ ∞

0

e−κsuj(−s) ds, κ ≥ 0, j = 1, 2.

It is easily observed that u1 and u2 satisfy Hypothesis 3.5 (i), (ii), and
(iii), and hence, that ψ1 and ψ2 are well-defined. Note that u0 = u1+u2

and ψ0 = ψ1 + ψ2. It follows from straightforward calculation that

ψ1(κ) =
u0(0)
κ+ ω

for κ ≥ 0, so that ψ1 belongs to H by Lemma 4.3, and

ψ1 belongs to D(J) with J(ψ1) = u0(0) using Lemma 4.1(xii). Now
we show that ψ2 belongs to D(J) with J(ψ2) = 0. Since u2 satisfies
Hypothesis 3.5(ii) and (iii), let M ′

1 > 0 and M ′
2 > 0 be such that

|u2(t)| ≤ M ′
1e

ωt for t ≤ 0 and |u2(t)| = |u2(0) − u2(t)| ≤ M ′
2|t| for

−δ ≤ t ≤ 0. This implies that |ψ2(κ)| ≤ M ′
1

κ+ ω
for κ ≥ 0 and hence, by

Lemma 4.3 ψ2 belongs toH. Using Fubini’s theorem and Lemma 4.1(ii)
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we observe that

∫
[0,∞)

|0−κψ2(κ)|2(κ+β) ν(dκ)

=
∫

[0,∞)

|ψ2(κ)|2(κ3+βκ2) ν(dκ)

≤
∫

[0,∞)

( ∫ ∞

0

e−κs|u2(−s)| ds
)( ∫ ∞

0

e−κt|u2(−t)| dt
)
(κ3+βκ2) ν(dκ)

=
∫ ∞

0

∫ ∞

0

|u2(−s)||u2(−t)|
(
− d3

dt3
a(s+t)+β

d2

dt2
a(s+t)

)
ds dt.

We split the last integral into four parts:

∫ ∞

0

∫ ∞

0

=
∫ δ

0

∫ δ

0

+
∫ ∞

δ

∫ ∞

δ

+
∫ δ

0

∫ ∞

δ

+
∫ ∞

δ

∫ δ

0

.

We show that each integral at the righthand side is finite using Fubini’s
theorem, Lemma 4(i), (iv), (v), and (ix), and Hypothesis 3.5 (ii) and
(iii). We start with the first integral:

∫ δ

0

∫ δ

0

|u2(−s)||u2(−t)|
(
− d3

dt3
a(s+ t) + β

d2

dt2
a(s+ t)

)
ds dt

≤ (M ′
2)

2

∫ δ

s=0

s

( ∫ δ

t=0

t

(
− d3

dt3
a(s+ t) + β

d2

dt2
a(s+ t)

)
dt

)
ds

= (M ′
2)

2

∫ δ

s=0

s

(
δ

(
− d2

dt2
a(s+ δ) + β

d

dt
a(s+ δ)︸ ︷︷ ︸

≤0

)

· d

dt
a(s+ δ)− βa(s+ δ)︸ ︷︷ ︸

≤0

− d

dt
a(s) + βa(s)

)
ds

≤ (M ′
2)

2

(
− δa(δ) +

∫ δ

0

a(s) ds+ βδ

∫ δ

0

a(s) ds
)

< ∞.
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The second integral is finite, since∫ ∞

δ

∫ ∞

δ

|u2(−s)| |u2(−t)|
(
− d3

dt3
a(s+ t) + β

d2

dt2
a(s+ t)

)
ds dt

≤ (M ′
1)

2

∫ ∞

s=δ

( ∫ ∞

t=δ

(
− d3

dt3
a(s+ t) + β

d2

dt2
a(s+ t)

)
dt

)
ds

= (M ′
1)

2

(
− βa(+∞)− d

dt
a(2δ) + βa(2δ)

)
< ∞.

Finiteness of the third integral, and analogously of the fourth, follows
from∫ δ

s=0

∫ ∞

t=δ

|u2(−s)| |u2(−t)|
(
− d3

dt3
a(s+ t) + β

d2

dt2
a(s+ t)

)
ds dt

≤ M ′
1M

′
2

∫ δ

s=0

s

(∫ ∞

t=δ

(
− d3

dt3
a(s+ t) + β

d2

dt2
a(s+ t)

)
dt

)
ds

= M ′
1M

′
2

(
δ

(
d

dt
a(2δ)−βa(2δ)︸ ︷︷ ︸

≤0

)
− a(2δ) + a(δ) + βδa(δ)

)
< ∞.

It follows that ψ0 belongs to D(J) and J(ψ0) = J(ψ1)+J(ψ2) = u0(0).
Finally, we show that ψ0 belongs to D(A), using the fact that ν({0}) =
a(+∞), Fubini’s theorem justified by Remark 3.6, Lemma 4.1(ii), and
Hypothesis 3.5(iv):∫

[0,∞)

(
J(ψ0)− κψ0(κ)

)
ν(dκ)

=
∫

[0,∞)

(
1 · u0(0)− κ

∫ ∞

0

e−κs u0(−s) ds
)

ν(dκ)

= u0(0) a(+∞) +
∫

(0,∞)

( ∫ ∞

0

κe−κs
(
u0(0)− u0(−s)

)
ds

)
ν(dκ)

= u0(0) a(+∞) +
∫ ∞

0

(
− d

ds
a(s)

)(
u0(0)− u0(−s)

)
ds = 0.

From semigroup theory we have the next proposition.
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Proposition 5.2. Problem (19) admits a unique strict solution ψ :
[0,∞) → H in the sense that ψ is continuous on [0,∞) with respect to
the graph norm of A, continuously differentiable on [0,∞) with respect
to the norm of H, and satisfies (19). Moreover, ψ is real analytic on
(0,∞) with respect to the graph norm of A and ψ(t) = S(t)ψ0 for t ≥ 0.

Finally we prove Theorem 3.9.

Proof. From Proposition 5.2 and Lemmas 4.8 and 5.1 it is clear that
u given by (10) is continuous on [0,∞) and real analytic on (0,∞),
hence also Borel measurable. Using Hypothesis 3.5(ii), the continuity
of u, and Lemma 4.1(i), we observe that for t > 0∫ t

−∞
a(t− s)|u(s)| ds =

∫ 0

−∞
a(t− s)|u0(s)| ds+

∫ t

0

a(t− s)|u(s)| ds

≤ M1

∫ t

−∞
eωsa(t− s) ds+max

{|u(s)|; 0 ≤ s ≤ t
} ∫ t

0

a(t− s) ds

≤ M1e
ωtâ(ω) + max

{|u(s)|; 0 ≤ s ≤ t
} ∫ t

0

a(s) ds < ∞.

This implies that u satisfies Definition 3.2(ii). To show that u satisfies
Definition 3.2(iii) and (iv) we observe that for t ≥ 0

(20)
∫ t

−∞
a(t− s)u(s) ds =

∫ t

−∞

( ∫
[0,∞)

e−κ(t−s) ν(dκ)
)
u(s) ds.

Definition 3.2(ii) implies that we can apply Fubini’s theorem to the
righthand side of (20) to obtain for t ≥ 0

(21)
∫ t

−∞

( ∫
[0,∞)

e−κ(t−s) ν(dκ)
)
u(s) ds

=
∫

[0,∞)

( ∫ t

−∞
e−κ(t−s)u(s) ds

)
ν(dκ).

We define ψ(t) := S(t)ψ0 for t ≥ 0 where ψ0 is given by (3). Since
ψ(t) is an element of H, (ψ(t))(κ) is defined only up to equality almost
everywhere, for every t ≥ 0. For further computation we need a Borel
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set N ⊆ [0,∞) of measure zero and a version ψ(t, κ) of (ψ(t))(κ) that
is differentiable and satisfies

(22)
∂

∂t
ψ(t, κ) = J(ψ(t))− κψ(t, κ), t > 0, κ ∈ [0,∞)\N,

ψ(0, κ) = ψ0(κ), κ ∈ [0,∞)\N.

Since the semigroup {S(t)}t≥0 is analytic, it can be proved, see [15, p.
72] and [7], that there exist a function ψ : [0,∞) × [0,∞) → R and a
Borel set N ⊆ [0,∞) of measure zero such that for κ ∈ [0,∞)\N the
function t �→ ψ(t, κ) is continuous on [0,∞), analytic on (0,∞), and
ψ(t, κ) = (ψ(t))(κ) for t ≥ 0. Moreover,(22) holds and hence, we have
using (10)

ψ(t, κ) = e−κtψ0(κ) +
∫ t

0

e−κ(t−s)J(ψ(s)) ds

=
∫ t

−∞
e−κ(t−s)u(s) ds, t ≥ 0,

as well as

ψ(t, κ) = ψ0(κ) +
∫ t

0

(
J(ψ(s))− κψ(s, κ)

)
ds, t ≥ 0.

Therefore we have for t ≥ 0

(23)∫
[0,∞)

( ∫ t

−∞
e−κ(t−s)u(s) ds

)
ν(dκ) =

∫
[0,∞)

ψ(t, κ) ν(dκ)

=
∫

[0,∞)

ψ0(κ) ν(dκ)+
∫

[0,∞)

( ∫ t

0

(J(ψ(s))−κψ(s, κ)) ds
)

ν(dκ).

To show that we can apply Fubini’s theorem in (23) it is sufficient to
show that the function s �→ ∫

[0,∞)

(
J(ψ(s))−κψ(s, κ)

)
ν(dκ) is bounded

on [0, t] for every t ≥ 0. Using Lemma 4.2 and the fact that ψ is
continuous on [0,∞) with respect to the graph norm of A, denoted by
‖ · ‖A, this follows from∫

[0,∞)

|J(ψ(s))− κψ(s, κ)| ν(dκ) =
∫

[0,∞)

|(Aψ(s))(κ)| ν(dκ)

≤
√

â(β) ‖ψ(s)‖A ≤
√

â(β) max
{‖ψ(s)‖A; 0 ≤ s ≤ t

}
.
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Thus we have for t ≥ 0

(24)∫
[0,∞)

ψ0(κ) ν(dκ)+
∫

[0,∞)

( ∫ t

0

(
J(ψ(s))−κψ(s, κ)

)
ds

)
ν(dκ)

=
∫

[0,∞)

ψ0(κ) ν(dκ)+
∫ t

0

( ∫
[0,∞)

(
J(ψ(s))−κ(ψ(s))(κ)

)
ν(dκ)

)
ds.

Combining (20), (21), (23), and (24), and recalling that ψ(s) belongs
to D(A) for s ≥ 0 it follows that∫ t

−∞
a(t− s)u(s) ds =

∫
[0,∞)

ψ0(κ) ν(dκ), t ≥ 0.

This shows that u satisfies Definition 3.2(iii) and (iv), since the function
v is constant.

Extrapolation and interpolation spaces. The main results of
this section are Propositions 6.5 and 6.6. Before we are in a position
to state the former we need some preliminaries.

The extrapolation space H−1 generated by A is defined as the com-
pletion ofH with respect to the norm ‖·‖−1 defined by ‖ϕ‖−1 := ‖(βI−
A)−1ϕ‖ for ϕ ∈ H. The semigroup {S(t)}t≥0 extends continuously to a
strongly continuous, positive, analytic semigroup {S−1(t)}t≥0 on H−1.
Moreover, there exists a unique continuous extension A−1 : D(A−1) =
H ⊆ H−1 → H−1 of A such that A−1 is the infinitesimal generator of
{S−1(t)}t≥0. See [2, pp. 18 20] and [1, p. 262].

The following lemma concerns the dual space (H−1)′ of the extrapo-
lation space H−1. For a proof we refer to [1, p. 270].

Lemma 6.1. (H−1)′ = D(A∗) and the corresponding norms are
equivalent.

Now we introduce interpolation spaces, which are useful tools to
handle questions of regularity. See [1, 10]. The real interpolation
space (H,D(A))α,2 with 0 < α < 1 is denoted by DA(α, 2), see [10,
p. 46].
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The next corollary concerns the dual space (H−1, H)′η,2 of the inter-
polation space (H−1, H)η,2 with 0 < η < 1. For a proof we refer to [16,
pp. 25, 69] and Lemma 6.1.

Corollary 6.2. If 0 < η < 1, then

(H−1, H)′η,2 = DA∗(1− η, 2) = DβI−A∗(1− η, 2)

and the corresponding norms are equivalent.

Definition 6.3. The function ξ : [0,∞) → R is defined by

ξ(κ) :=
κ

(κ+ β)2
, κ ∈ [0,∞).

Note that ξ belongs to H as a consequence of Lemma 4.3.

Proposition 6.4. If 0 < η < 1, then ξ belongs to DβI−A∗(1 − η, 2)
if and only if Hypothesis 3.10(i) holds.

Proof. Let 0 < η < 1. By definition of the interpolation space
DβI−A∗(1− η, 2), see [10, p. 47], ξ belongs to DβI−A∗(1− η, 2) if

(25)
∫ ∞

c

t2(1−η)−1
∥∥(βI −A∗)

(
tI − (βI −A∗)

)−1
ξ
∥∥2

dt < ∞

for c > 0 sufficiently large. This holds if and only if∫ ∞

c

t1−2η ‖(βI −A∗)(tI −A∗)−1ξ‖2 dt < ∞.

Using Proposition 4.10 with p ∈ C such that

p =
1

tâ(t)

∫
[0,∞)

κ+ β

κ+ t
ξ(κ) ν(dκ)

=
1

tâ(t)

∫
[0,∞)

κ+ β

κ+ t

κ

(κ+ β)2
ν(dκ)

=
1

tâ(t)

∫
[0,∞)

1
t− β

(
t

κ+ t
− β

κ+ β

)
ν(dκ)

=
1

t− β

(
1− βâ(β)

tâ(t)

)
,
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it follows by straightforward calculation that for t > 0

(βI −A∗)(tI −A∗)−1ξ = ξ − (t− β)(tI −A∗)−1ξ

= ξ − (t− β)
1

κ+ t

(
ξ + p

κ

κ+ β

)
=

βâ(β)
tâ(t)

κ

(κ+ β)(κ+ t)
.

Hence, using Lemma 4.1(xiii) we have that for t > 0

(26)

‖(βI −A∗)(tI −A∗)−1ξ‖2

= β2(â(β))2
(
â(t) + t(d/d)â(t)

t2(â(t))2
+ β

(d/d)â(t)
t(t− β)(â(t))2

+ β2 â(β)− â(t)
t2(â(t))2(t− β)2

)
.

By Lemma 4.1(xvi), (xv), and (xiv), and by the fact that

(27)
1
t
≤ 1

t− β
≤ c

c− β

1
t

for t > c whenever c > β, we observe that for c > β∫ ∞

c

t1−2η â(β)− â(t)
t2(â(t))2(t− β)2

dt ≤ 1
β

1
c− β

1
â(c)

∫ ∞

c

t−1−2η dt < ∞

and ∫ ∞

c

t1−2η −(d/dt)â(t)
t(t− β)(â(t))2

dt ≤ 1
c− β

1
â(c)

∫ ∞

c

t−1−2η dt < ∞.

Combined with (26) this implies that (25) holds if and only if∫ ∞

c

t−1−2η â(t) + t(d/dt)â(t)
(â(t))2

dt < ∞

with c > β, which is equivalent to Hypothesis 3.10(i).

Proposition 6.5. Let 0 < η < 1. The restriction J |D(A) may be
extended continuously to a linear bounded functional from DA(η, 2) into
C if and only if Hypothesis 3.10(i) holds.
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Proof. By Proposition 6.4 it is sufficient to prove that J |D(A) may
be extended continuously to a linear bounded functional from DA(η, 2)
into C if and only if ξ belongs to DβI−A∗(1 − η, 2). We shall use
the fact that J |DA

= J ◦ (βI − A)−1 ◦ (βI − A). We first prove
the ‘if’ part of the proposition. Let us assume that ξ belongs to
DβI−A∗(1 − η, 2). Corollary 6.2 implies that there exists a linear
bounded functional T ∈ (H−1, H)′η,2 such that T (ϕ) = 〈ϕ, ξ〉 for ϕ ∈ H.
Using Proposition 4.7 we therefore have for ϕ ∈ H

∣∣(J ◦ (βI −A)−1
)
(ϕ)

∣∣ = ∣∣∣∣ 1
βâ(β)

∫
[0,∞)

κϕ(κ)
κ+ β

ν(dκ)
∣∣∣∣

=
1

βâ(β)
|〈ϕ, ξ〉| = 1

βâ(β)
|T (ϕ)|

≤ 1
βâ(β)

‖T‖(H−1,H)′η,2
‖ϕ‖(H−1,H)η,2 .

Hence, J ◦ (βI − A)−1 : (H, ‖ · ‖(H−1,H)η,2) → C is a linear bounded
functional. As H is dense in (H−1, H)η,2, see [10, p. 23], there
exists a continuous extension of J ◦ (βI − A)−1 that we denote by
E : (H−1, H)η,2 → C. The linear operator βI − A : D(A) → H is
bounded, whereD(A) is equipped with the graph norm of A. Moreover,
the linear operator βI−A−1 : H → H−1 is bounded, see [1, pp. 262, 2].
Furthermore, we have the continuous embeddings D(A) ↪→ H ↪→ H−1,
see [1, pp. 256, 262]. It is a consequence of interpolation theory that
βI − A−1 : DA(η, 2) → (H−1, H)η,2 is a linear bounded operator, see
[10, p. 19]. Therefore E◦(βI−A−1) : DA(η, 2) → C is a linear bounded
functional and for ψ ∈ D(A) we have(

E ◦ (βI −A−1)
)
(ψ) = E

(
(βI −A)ψ

)
=

(
J ◦ (βI −A)−1

)(
(βI −A)ψ

)
= J(ψ).

This shows that E ◦ (βI − A−1)|DA(η,2) is a continuous extension of
J |D(A).

We now prove the ‘only if’ part of the proposition. Let us assume
that J |D(A) extends continuously to a linear bounded functional from
DA(η, 2) into C. For our convenience we denote this extension by
J : DA(η, 2) → C. Since the linear operators (βI − A)−1 : H → D(A)
and (βI − A−1)−1 : H−1 → H are bounded, see Proposition 4.7
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respectively [1, pp. 262, 2], and the embeddings H ↪→ (H−1, H)η,2 ↪→
H−1 are continuous, see [10, p. 16], we have that (βI − A−1)−1 :
(H−1, H)η,2 → DA(η, 2) is a linear bounded operator, see [10, p. 19].
Hence, J ◦ (βI − A−1)−1 : (H−1, H)η,2 → C is a linear bounded
functional. Using Proposition 4.7 we therefore have for ϕ ∈ H

|〈ϕ, ξ〉| =
∣∣∣∣∣
∫

[0,∞)

κϕ(κ)
κ+ β

ν(dκ)

∣∣∣∣∣
= βâ(β)

∣∣(J ◦ (βI −A−1)−1
)
(ϕ)

∣∣
≤ βâ(β)

∥∥J ◦ (βI −A−1)−1
∥∥

(H−1,H)′η,2
‖ϕ‖(H−1,H)η,2 .

This shows that ϕ �→ 〈ϕ, ξ〉 is a linear bounded functional on
(H, ‖ · ‖(H−1,H)η,2). As H is dense in (H−1, H)η,2, this functional ex-
tends continuously to a linear bounded functional T ∈ (H−1, H)′η,2 that
satisfies T (ϕ) = 〈ϕ, ξ〉 for ϕ ∈ H. It is a result of Corollary 6.2 that ξ
belongs to DβI−A∗(1− η, 2).

Proposition 6.6. Let 0 < θ < 1. The function π ∈ H given by (11)
belongs to DA(θ, 2) if and only if Hypothesis 3.10(ii) holds.

Proof. It is sufficient to prove Remark 3.13 for the function
π̃ := (1/κ+ β). Let 0 < θ < 1. By definition of the interpolation
space DA(θ, 2), see [10, p. 49], π̃ belongs to DA(θ, 2) if

(28)
∫ ∞

c

t2θ−1 ‖A(tI −A)−1π̃‖2 dt < ∞

for c > 0 sufficiently large. Using Proposition 4.7 with u ∈ C such that

u =
1

tâ(t)

∫
[0,∞)

κπ̃(κ)
κ+ t

ν(dκ)

=
1

tâ(t)

∫
[0,∞)

κ

κ+ t

1
κ+ β

ν(dκ)

=
1

tâ(t)

∫
[0,∞)

1
t− β

(
t

κ+ t
− β

κ+ β

)
ν(dκ)

=
1

t(t− β)â(t)
(tâ(t)− βâ(β)),
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we have for t > 0

A(tI −A)−1π̃ = − π̃ + t(tI −A)−1π̃ = − π̃ + t
π̃(κ) + u

κ+ t

= ut
1

κ+ t
− κ

κ+ t
π̃(κ).

Hence, by straightforward calculation using 4.1(xii) and (xiii) we have
for t > 0

(29)

‖A(tI−A)−1π̃‖2

= β2(â(β))2
(
− 1

â(β)
1

(t−β)2
+

â(t)+t(d/dt)â(t)
(t−β)2(â(t))2

−β
(d/dt)â(t)

(t−β)2(â(t))2

)
.

By (27) and Lemma 4.1(xiv) and (xv) we observe that for c > β∫ ∞

c

t2θ−1 1
(t− β)2

dt ≤
(

c

c− β

)2 ∫ ∞

c

t2θ−3 dt < ∞

and∫ ∞

c

t2θ−1 −(d/dt)â(t)
(t− β)2(â(t))2

dt ≤
(

c

c− β

)2 ∫ ∞

c

t2θ−3 1
tâ(t)

dt

≤
(

c

c− β

)2 1
câ(c)

∫ ∞

c

t2θ−3 dt < ∞.

Combined with (29) this implies that (28) holds if and only if∫ ∞

c

t2θ−1 â(t) + t(d/dt)â(t)
(t− β)2(â(t))2

dt < ∞

with c > β, which is equivalent to Hypothesis 3.10(ii).

Note that Propositions 6.5 and 6.6 imply Remarks 3.12 and 3.13,
respectively. It is easily observed that Remark 3.11 follows by using
Lemma 4.1(xiv).

7. The homogeneous case II. With the results of Section 6 we
are now in a position to prove Theorem 3.15.
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Proof. Let the functions u1, u2 : (−∞, 0] → R and ψ1, ψ2 : [0,∞) →
R be defined by respectively u1(t) := u0(t) − γeβt and u2(t) := γeβt

for t ≤ 0 and

ψj(κ) :=
∫ ∞

0

e−κsuj(−s) ds, κ ≥ 0, j = 1, 2,

where

γ :=
u0(0) a(+∞)

βâ(β)
+

1
βâ(β)

∫ ∞

0

(
− d

dt
a(t)

)(
u0(0)− u0(−t)

)
dt.

Note that u0 = u1 + u2 and ψ0 = ψ1 + ψ2. It is easily seen
that u1 and u2 satisfy Hypothesis 3.5(i), (ii) and (iii). Furthermore,
it follows from straightforward calculation using the definition of γ
and Lemma 4.1(iv) and (ix) that u1 also satisfies Hypothesis 3.5(iv).
Therefore Theorem 3.9 implies that the function ũ1 : R → R defined
by

ũ1(t) :=
{

J(S(t)ψ1) t > 0,
u1(t) t ≤ 0,

is the unique solution to (1) with f identically zero and u0 replaced
by u1, and ũ1 is continuous on [0,∞) and real analytic on (0,∞).
Since ψ1 belongs to D(A), which can be proved in the same way
as Lemma 5.1. Proposition A.2(ii) implies that t �→ S(t)ψ1 belongs
to C1−η([0,∞);DA(η, 2)). As J : DA(η, 2) → C is continuous by
Remark 3.12, this implies that ũ1 belongs to C1−η[0,∞).

Recalling that the function b : (0,∞) → R is the integral resolvent
of the first kind of a, see (2), and extending u2 to u2 : R → R by
u2(t) := γeβt for t ∈ R, it follows from Proposition B.1 that the
function ũ2 : R → R defined by

ũ2(t) :=


u2(t)− βâ(β)

∫ t

0

b(t− s)u2(s) ds t > 0,

u2(t) t ≤ 0,

is the unique solution to (1) with f identically zero and u0 replaced by
u2. We shall prove that ũ2(t) = J(S(t)ψ2) for t > 0. Note that the
righthand side is well-defined, since

ψ2(κ) = γ

∫ ∞

0

e−κse−βs ds = γ
1

κ+ β
= βâ(β)γπ(κ), κ ≥ 0,
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where π ∈ H is given by (11). By semigroup theory we have
(sI − A)−1 =

∫ ∞
0

e−stS(t) dt for s > β/4, see [10, p. 40]. Moreover,∫ ∞
0

e−stS(t)π dt exists as a Bochner integral in DA(η, 2) for s > β/4,
since π belongs to DA(θ, 2) by Remark 3.13 and ‖S(t)‖L(DA(η,2)) ≤
e(β/4)t for t > 0 by interpolation theory. Using the continuity of
J : DA(η, 2) → C, Proposition 4.7, and the fact that the Laplace
transform of a convolution is the product of the individual Laplace

transforms, in particular â(s)b̂(s) = 1/s and û2(s) = γ
1

s− β
for s > 0,

we have for s > β∫ ∞

0

e−stJ(S(t)ψ2) dt

= βâ(β)γ
∫ ∞

0

e−stJ(S(t)π) dt

= βâ(β)γ J
(
(sI −A)−1π

)
= βâ(β)γ

1
sâ(s)

∫
[0,∞)

κπ(κ)
κ+ s

ν(dκ)

= γ
1

sâ(s)

∫
[0,∞)

κ

(κ+ s)(κ+ β)
ν(dκ)

= γ
1

sâ(s)
1

s− β

(
sâ(s)− βâ(β)

)
= û2(s)

(
1− βâ(β)b̂(s)

)
=

∫ ∞

0

e−st

(
u2(t)− βâ(β)

∫ t

0

b(t− σ)u2(σ) dσ
)

dt

=
∫ ∞

0

e−stũ2(t) dt.

This shows that the Laplace transforms of ũ2 and t �→ J(S(t)ψ2) are
equal on (β,∞). It is a consequence of the inversion theorem for
Laplace transforms that ũ2(t) = J(S(t)ψ2) for t > 0. As π, and thus
ψ2, belongs to DA(θ, 2) with DA(θ, 2) embedded in DA(η, 2), see [10,
p. 16], and as J : DA(η, 2) → C is continuous, it is clear that ũ2

is real analytic on (0,∞). Moreover, ũ2 belongs to Cθ−η[0,∞) as a
consequence of Proposition A.2(iii).

It follows that the function u : R → R defined by u := ũ2 + ũ2 is
the unique solution to (1) with f identically zero, and u belongs to
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Cθ−η[0,∞), is real analytic on (0,∞), and satisfies (10).

Finally we prove the equality in Remark 3.16.

Proof. By semigroup theory we have (sI−A)−1 =
∫ ∞
0

e−stS(t) dt for
s > (β/4), see [10, p. 40]. Using Proposition 4.7 and the continuity of
J : DA(η, 2) → C by Remark 3.12, we have for s > (β/4) and κ ≥ 0∫ ∞

0

e−st(S(t)ψ0)(κ) dt =
(
(sI −A)−1ψ0

)
(κ) =

ψ0(κ) + p

κ+ s
,

where p ∈ C satisfies

p = J
(
(sI −A)−1ψ0

)
=

∫ ∞

0

e−stJ(S(t)ψ0) dt = û(s).

As the Laplace transform of a convolution is the product of the
individual Laplace transforms, it follows that for s > β/4 and κ ≥ 0∫ ∞

0

e−st(S(t)ψ0)(κ) dt

=
ψ0(κ)
κ+ s

+
û(s)
κ+ s

=
∫ ∞

0

e−st

(
e−κtψ0(κ) +

∫ t

0

e−κ(t−σ)u(σ) dσ
)

dt

=
∫ ∞

0

e−st

(
e−κt

∫ ∞

0

e−κσu0(−σ) dσ +
∫ t

0

e−κ(t−σ)u(σ) dσ
)

dt

=
∫ ∞

0

e−st

( ∫ ∞

0

e−κσu(t− σ) dσ
)

dt.

The remark is a consequence of the inversion theorem for Laplace
transforms.

8. The inhomogeneous case. The goal of this section is to prove
Theorem 3.17. To this end we consider the inhomogeneous problem
(1) with u0 identically zero and f locally integrable. Analogous to
Section 5 we first want to consider (4), with ψ0 identically zero, as
an abstract Cauchy problem in an appropriate space. Therefore we
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define the linear operator Ã : D(J) → H by Ãψ := J(ψ)1− κψ(κ) for
ψ ∈ D(J) and the linear functional I : D(J) → C by

I(ψ) :=
∫

[0,∞)

(
J(ψ)− κψ(κ)

)
ν(dκ), ψ ∈ D(J).

Note that Ã|D(A) = A, that I is well-defined by Lemma 4.2, and that
if ψ belongs to D(J), then ψ belongs to D(A) if and only if I(ψ) = 0.
Recalling that π is given by (11) the next lemma is easily seen.

Lemma 8.1. The function π belongs to D(J), J(π) =
1

βâ(β)
,

Ãπ = βπ and I(π) = 1. Moreover, if ψ ∈ D(J), then ψ − I(ψ)π
belongs to D(A).

Heuristically the semigroup approach continues as follows. Since for
t > 0, ψ(t, ·) satisfies (5) with u(t) = J(ψ(t, ·)), that is, I(ψ(t, ·)) = f(t)
where f is not identically zero, ψ(t, ·) does not belong to D(A). Using
Lemma 8.1 we rewrite (4) into

d

dt
ψ(t, ·) = Ãψ(t, ·) = A

(
ψ(t, ·)− f(t)π

)
+ f(t)Ãπ

= A−1

(
ψ(t, ·)− f(t)π

)
+ βf(t)π

= A−1ψ(t, ·) + f(t)(βI −A−1)π

for t > 0 and ψ(0, ·) = 0. In view of the semigroup setting we therefore
study the following inhomogeneous abstract Cauchy problem in H−1:

(30)
d

dt
ψ(t) = A−1ψ(t) + f(t)(βI −A−1)π, t > 0,

ψ(0) = 0.

From semigroup theory we have the next proposition.

Proposition 8.2. Problem (30) admits a unique mild solution ψ :
[0,∞) → H−1 in the sense that ψ(t) =

∫ t

0
S−1(t−s)f(s)(βI−A−1)π ds

for t > 0 where the integral is a Bochner integral in H−1. Moreover,
ψ is continuous on [0,∞) with respect to the norm of H−1 and ψ(t) =
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(βI−A−1)
∫ t

0
S(t−s)f(s)π ds for t > 0 where the integral is a Bochner

integral in H.

The following proposition gives conditions under which the mild
solution to (30) has values in DA(η, 2) with 0 < η < 1.

Proposition 8.3. Let a satisfy Hypothesis 3.10 with 0 < η < θ < 1.
Let f belong to Lp[0, T ] for every T > 0 where 1 ≤ p < ∞. Then the
mild solution ψ to (30) is given by ψ(t) =

∫ t

0
(βI−A)S(t−s)f(s)π ds for

t > 0 where the integral is a Bochner integral in DA(η, 2). Moreover,
the following holds:

(i) If p = 1, then ψ belongs to Lq([0, T ];DA(η, 2)) for every

1 ≤ q <
1

1− (θ−η)
and T > 0;

(ii) If 1 < p <
1

θ−η
, then ψ belongs to Lq([0, T ];DA(η, 2)) for every

1 ≤ q ≤ p

1− (θ−η)p
and T > 0;

(iii) If p =
1

θ−η
, then ψ belongs to Lq([0, T ];DA(η, 2)) for every

1 ≤ q < ∞ and T > 0;

(iv) If
1

θ−η
< p < ∞, then ψ belongs to C

θ−η−(1/p)
0 ([0, T ];DA(η, 2))

for every T > 0.

Proof. Properties (i) (iv) follow by applying Proposition A.2(iv) (vii).
We only have to prove that

∫ t

0
(βI − A)S(t − s)f(s)π ds exists as a

Bochner integral in DA(η, 2) for 0 < t ≤ T whenever
1

θ−η
< p < ∞.

Note that π belongs to DA(θ, 2) by Remark 3.13 and that DA(θ, 2) is

embedded in DA(η, 2). Let T > 0 and
1

θ−η
< p < ∞. Let 1 < p′ < ∞

be such that
1
p
+

1
p′

= 1; hence, (−1+θ−η)p′ > −1. Combining semi-
group and interpolation theory it follows that there exists C > 0 such
that ‖(βI−A)S(t)‖L(DA(θ,2),DA(η,2)) ≤ Ct−1+θ−η for 0 < t ≤ T , see
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[10, p. 51]. Using the Hölder inequality we have for 0 < t ≤ T∫ t

0

‖(βI −A)S(t− s)f(s)π‖DA(η,2) ds

≤ C‖π‖DA(θ,2)

∫ t

0

(t− s)−1+θ−η |f(s)| ds

≤ C‖π‖DA(θ,2)

( ∫ t

0

s(−1+θ−η)p′
ds

)1/p′( ∫ t

0

|f(s)|p ds

)1/p

< ∞.

The next two lemmas concern the Laplace transform of the mild
solution ψ to (30).

Lemma 8.4. Let a satisfy Hypothesis 3.10 with 0 < η < θ < 1.
Let f belong to Lp[0, T ] for every T > 0 where 1 ≤ p < ∞. Then the
Laplace transform ψ̂ : (β,∞) → DA(η, 2) of the mild solution ψ to (30)
is well-defined and

ψ̂(s) = f̂(s)(sI −A−1)−1(βI −A−1)π, s > β.

Proof. To prove that ψ̂ is well-defined on (β,∞) we show that∫ ∞
0

e−stψ(t) dt exists as a Bochner integral in DA(η, 2) for s > β.
Combining semigroup and interpolation theory it follows that there
exists C > 0 such that

‖(βI −A)S(t)‖L(DA(θ,2), DA(η,2)) ≤ Ceβtt−1+θ−η, t > 0,

see [10, p. 51]. Using that the function t �→ eβttα with α > −1 has
Laplace transform s �→ (Γ(α+ 1)/(s− β)α+1) on (β,∞) and that the
Laplace transform of a convolution is the product of the individual
Laplace transforms, we find that for s > β∫ ∞

0

‖e−stψ(t)‖DA(η,2) dt

≤
∫ ∞

0

e−st

( ∫ t

0

‖(βI −A)S(t− σ)f(σ)π‖DA(η,2) dσ

)
dt

≤ C‖π‖DA(θ,2)

∫ ∞

0

e−st

( ∫ t

0

eβ(t−σ)(t− σ)−1+θ−η|f(σ)| dσ
)

dt

= C‖π‖DA(θ,2)
Γ(θ − η)
(s− β)θ−η

|̂f |(s) < ∞.
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By semigroup theory we have (sI − A−1)−1 =
∫ ∞
0

e−stS−1(t) dt for
s > (β/4), see [10, p. 40]. Using Fubini’s theorem by the above, we
therefore have for s > β

ψ̂(s) =
∫ ∞

0

e−st

( ∫ t

0

(βI −A)S(t− σ)f(σ)π dσ

)
dt

=
∫ ∞

0

e−sσf(σ)
(∫ ∞

σ

e−s(t−σ)(βI −A)S(t− σ)π dt

)
dσ

=
(∫ ∞

0

e−sσf(σ) dσ
)( ∫ ∞

0

e−st(βI −A)S(t)π dt

)
= f̂(s)

∫ ∞

0

e−stS−1(t)(βI −A−1)π dt

= f̂(s)(sI −A−1)−1(βI −A−1)π.

Lemma 8.5. Let a satisfy Hypothesis 3.10 with 0 < η < θ < 1.
Let f belong to Lp[0, T ] for every T > 0 where 1 ≤ p < ∞. Then
J(ψ̂(s)) =

1
sâ(s)

f̂(s) for s > β.

Proof. Let s > β. Let πn ∈ D(A) be defined by πn := n(nI −
A)−1π for n = 1, 2, . . . . It is a consequence of semigroup and in-
terpolation theory that limn→∞ ‖πn − π‖DAθ,2) = 0, which implies
limn→∞ ‖(βI −A)πn − (βI −A−1)π‖(H−1,H)θ,2 = 0 and hence,

lim
n→∞ ‖(sI−A)−1(βI−A)πn − (sI−A−1)−1(βI−A−1)π‖DA(θ,2) = 0.

As DA(θ, 2) is continuously embedded in DA(η, 2), see [10, p. 16], this
implies that

lim
n→∞ ‖(sI−A)−1(βI−A)πn − (sI−A−1)−1(βI−A−1)π‖DA(η,2) = 0.

Since J : DA(η, 2) → C is continuous by Remark 3.12, it follows that

(31) lim
n→∞J

(
(sI−A)−1(βI−A)πn

)
= J

(
(sI−A−1)−1(βI−A−1)π

)
.
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To calculate the lefthand side of (31) we observe that Proposition 4.7

implies that πn(κ) = n
π(κ) + pn

κ+ n
for κ ≥ 0 and n = 1, 2, . . . with

pn =
1

nâ(n)

∫
[0,∞)

κπ(κ)
κ+ n

ν(dκ) =
1

n− β

(
1

βâ(β)
− 1

nâ(n)

)
.

By Proposition 4.7 and straightforward calculation it follows that

J
(
(sI−A)−1(βI −A)πn

)
=

1
sâ(s)

∫
[0,∞)

κ

κ+ s
(βI −A)πn(κ) ν(dκ)

=
1

sâ(s)

∫
[0,∞)

κ

κ+ s

(
nπ(κ) + (β − n)n

π(κ) + pn

κ+ n

)
ν(dκ)

=
1

sâ(s)
1

â(n)

∫
[0,∞)

κ

κ+ s

1
κ+ n

ν(dκ)

=
1

sâ(s)
n

n− s
− 1

â(n)
1

n− s
.

It is a consequence of Lebesgue’s dominated convergence theorem that
limn→∞ â(n) = 0. Furthermore, the monotone convergence theorem
combined with Lemma 4.1(iii) implies that limn→∞ nâ(n) = +∞.
Therefore limn→∞(n− s)â(n) = +∞ and hence,

lim
n→∞ J

(
(sI −A)−1(βI −A)πn

)
= lim

n→∞
1

sâ(s)
n

n− s
− 1

â(n)
1

n− s

=
1

sâ(s)
.

Combined with (31) this shows that J
(
(sI − A−1)−1(βI − A−1)π

)
=

1
sâ(s)

. Using Lemma 8.4 this proves that

J(ψ̂(s)) = f̂(s)J
(
(sI −A−1)−1(βI −A−1)π

)
=

1
sâ(s)

f̂(s).

Now we are in a position to prove Theorem 3.17.
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Proof. From Proposition 8.3 and the continuity of J : DA(η, 2) → C
by Remark 3.12 it is clear that u given by (12) satisfies the regularity
properties stated in the theorem and hence, u is Borel measurable.
Moreover, u satisfies Definition 3.2(ii) by the fact that u(t) = 0 for
t ≤ 0, that u belongs to L1[0, T ] for every T > 0, and that a is
continuous, see [9, p. 38]. To show that u satisfies Definition 3.2(iii) and
(iv) we calculate the function v. Since J : DA(η, 2) → C is continuous
and

∫ ∞
0

e−stψ(t) dt exists for s > β in DA(η, 2) by Lemma 8.4, we have
for s > β using Lemma 8.5

û(s) =
∫ ∞

0

e−stJ(ψ(t)) dt = J(ψ̂(s)) =
1

sâ(s)
f̂(s),

that is, â(s)û(s) = (1/s)f̂(s). As the function t �→ ∫ t

0
f(s)ds has

Laplace transform s �→ 1/sf̂(s) and the Laplace transform of a convo-
lution is the product of the individual Laplace transforms, the inversion
theorem for Laplace transforms implies that v(t) =

∫ t

0
a(t−s)u(s) ds =∫ t

0
f(s) ds for t > 0. It follows that u satisfies Definition 3.2(iii) and

(iv).
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Appendix

A. For f, g : (0,∞) → R we let f ∗ g : (0,∞) → R denote the
function (f ∗ g)(t) :=

∫ t

0
f(t − s)g(s) ds for t > 0. Recall that the

function gρ : (0,∞) → R with ρ > 0 is given by (13).

For a proof of each of the following two propositions we refer to [3].

Proposition A.1. Let 0 < ρ < 1 and 1 ≤ p < ∞. Let f belong to
Lp[0, T ] for some T > 0. Then the following holds:

(i) If p = 1, then gρ ∗ f belongs to Lq[0, T ] for every 1 ≤ q <
1

1−ρ
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and there exists c > 0 depending on ρ and q such that

(32) ‖gρ ∗ f‖Lq [0,T ] ≤ c‖f‖Lp[0,T ];

(ii) If 1 < p <
1
ρ
, then gρ ∗ fbelongs to Lq[0, T ] for every 1 ≤ q ≤

p

1−ρp
and there exists c > 0 depending on ρ, p, and q such that

(32) holds;

(iii) If p =
1
ρ
, then gρ ∗ f belongs to Lq[0, T ] for every 1 ≤ q < ∞

and there exists c > 0 depending on ρ and q such that (32) holds;

(iv) If
1
ρ

< p < ∞, then gρ ∗ f belongs to C
ρ− 1

p

0 [0, T ] and

there exists c > 0 depending on ρ and p such that

‖gρ ∗ f‖L∞[0,T ] + T ρ− 1
p [gρ ∗ f ]ρ− 1

p
≤ cT ρ− 1

p ‖f‖Lp[0,T ],

where

[gρ ∗ f ]ρ− 1
p
:= sup

{
|(gρ ∗ f)(t)− (gρ ∗ f)(s)|

(t− s)ρ−
1
p

; 0 ≤ s < t ≤ T

}
.

Proposition A.2. Let (X, 〈·, ·〉) be a real or complex Banach space.
Let A : D(A) ⊆ X → X be a linear operator that is the infinitesimal
generator of an analytic semigroup {S(t)}t≥0. Let 1 ≤ p < ∞,
0 < α < 1, 1 ≤ r ≤ ∞, and let f belong to Lp([0, T ];DA(α, r)) for
every T > 0. Then the following holds:

(i) If x belongs to DA(α, r), then t �→ S(t)x belongs to Cα([0, T ];X)

for every T > 0;

(ii) If x belongs to D(A), then t �→ S(t)x belongs to C1−α ([0, T ];

DA(α, r)) for every T > 0;

(iii) Let 0 < γ ≤ α. If x belongs to DA(α, r), then t �→ S(t)x belongs

to Cα−γ([0, T ];DA(γ, r)) for every T > 0;
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(iv) Let 0 < γ < α. If p = 1, then t �→ ∫ t

0
AS(t−s)f(s) ds belongs to

Lq([0, T ];DA(γ, r)) for every 1 ≤ q <
1

1− (α− γ)
and T > 0;

(v) Let 0 < γ < α. If 1 < p <
1

α− γ
, then t �→ ∫ t

0
AS(t− s)f(s) ds

belongs to Lq([0, T ];DA(γ, r)) for every 1 ≤ q ≤ p

1−(α−γ)p
and

T > 0;

(vi) Let 0 < γ < α. If p =
1

α− γ
, then t �→ ∫ t

0
AS(t− s)f(s) ds

belongs to Lq([0, T ]; DA(γ, r)) for every 1 ≤ q < ∞ and T > 0;

(vii) Let 0 < γ < α. If
1

α− γ
< p < ∞, then t �→ ∫ t

0
AS(t− s)f(s) ds

belongs to C
α−γ− 1

p

0 ([0, T ];DA(γ, r)) for every T > 0.

B. For a proof of the next proposition we refer to [3].

Proposition B.1. Let u0 : R → R be given by u0(t) := γeβt for
t ∈ R where γ ∈ R. Then problem (1) with f identically zero admits a
unique solution and

u(t) =

u0(t)− βâ(β)
∫ t

0

b (t− s)u0(s) ds t > 0,

u0(t) t ≤ 0,

where b : (0,∞) → R is the integral resolvent of the first kind of a, see
(2).
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