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ON THE ESSENTIAL NORM OF THE DOUBLE
LAYER POTENTIAL ON POLYHEDRAL
DOMAINS AND THE STABILITY
OF THE COLLOCATION METHOD

OLAF HANSEN

ABSTRACT. In this article we study the double layer
operator on a polyhedral domain D in R3. We construct
weighted norms for a class of nonconvex cones, such that
the double layer operator has a norm smaller than 1/2 with
respect to this weighted norm. Applied to the rectangular
example of Kral and Wendland, our method reproduces their
weight function. For certain domains we are able to extend
this local weighted norm to the whole boundary S of D in such
a way that the double layer operator has an essential norm
smaller than 1/2 on S. This allows us to prove stability for the
collocation method with piecewise polynomial trial functions
of arbitrary degree if we introduce some modification near the
vertices and if the grid respects the weighted norm in some
given sense.

1. Introduction. In this paper we consider polyhedral domains
D c R3 with boundary S = 0D. In the space C(S) we study the
equation

(1.1) (%I—W)u = f, [€C(9),

where the double layer operator W is defined by

(1.2) (Wu)(z) = Wu(x) + (% - d(:v)) u(z), xes,

with

B volume (B, (z) N D)
(1.3) dlz) = I = me (B,(2))
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and

L [ n(y) (y—2)

(1.4) Wu)(@) = o | o= g

u(y) dy,
see [1], [11], [12], [13]. For the following we denote the kernel of the
above integral operator by k

1 n(y) - (y —=z) 3
1.5 k(z,y) = ——————= yeS, zeR y}.
(15) k) = \ i)
The kernel k is well defined if y does not lie on an edge. If y lies on an
edge, we define k(x,y) = 0, x € S. Equation (1.1) is well studied, and
it is used, for example, in applications for the solution of the Dirichlet
problem, see [2], [4],

(1.6) { Av(z) =0 z €D,

v(z) = f(x) z€S8.

Despite the fact that (1.1) has been studied for a long time, some
properties of the operator W are still not clear for the case of polyhedral
domains. Rathsfeld proved in his article [14, Theorem 0.1, Corollary
0.2] that the spectral radius in the space of continuous functions is
smaller than 1/2 on polyhedral domains, and he proved the invertibility
of equation (1.1). Further results on the invertibility can be found in [9],
[10]. Here we will prove that the essential norm, see (1.7), of the double
layer operator is smaller than 1/2 on certain polyhedral domains, see
Theorem 3.1 for a precise description. This result is not included in
the above mentioned articles, and this result is particularly useful for
the proof of the stability of the collocation method, see Section 4.

One of the important results in the above-cited papers which is
important for second kind integral equations like (1.1) is the Fredholm
property of these operators. In the case of nonsmooth boundaries S,
the operator W is not compact, and so it is not clear if the Fredholm
alternative holds for equation (1.1). A sufficient condition would be

(1.7)
[Wlle(syess := inf{|[W = Tllc(sy | T € L(C(S),C(S)), T compact},
(1.8.) <

N =
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FIGURE 1. An example of a domain D with HWHC(SI),%S > 0.5.

But Kral and Wendland [12] have shown that, even in the case of
the simple domain D1, with boundary S; (see Figure 1), the condition
(1.8) is not fulfilled.

To study this it is sufficient to consider the operator W only locally
around P. For this localized consideration we introduce the infinite
cone Kp

(1.9) Kp = {P+ Az —P)|zeB.(P)NS, \>0},

¢ > 0 sufficiently small. We will always assume that P = 0 holds and
define the spherical polygon vp by

(110) vp = Kp N Bl(O)

To substitute for the lack of (1.7)—(1.8), Krél and Wendland introduced
a weighted norm on C(S7) which is compatible with the usual supremum
norm. If w € L*°(S) denotes a function with 0 < ¢ < w(z) < C, z € S,
almost everywhere, the norm

(1.11) ulleqs)w = sup {“(x” ’z e S}
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is equivalent to [|-|¢(sy, and the set of compact operators does not
change.

How does the weight function of Kral and Wendland look near the
vertex P, respectively on the cone Kp? In their situation we have
the picture given in Figure 2. The spherical polygon v = U?Zlfyj
is partitioned according to the above picture and the cone Kp is
partitioned in a similar way

(1.12) Kp=|JK;

(1.13)

{Az|A>0, z €~}

5
j=1
5
j=1
The weight function of Kral and Wendland is constant on every Kj,

1 ze K4UKs5,
(1.14) w(z) = ~0.783612 z¢€ K;UKsj3,
~0.261204, z € Ko.

This weight function is found by some combinatoric estimates and the
solution of a quadratic equation. The result is

(1.15) IWllerxp)w < 0.478553.

~

This result proves (1.8) and can also be used as a starting point for
the stability analysis of the collocation method. This connection to
the stability of the collocation method makes the study of the essential
norm of the operator W especially interesting.

In Section 2 we use the above ideas as a starting point for finding
suitable weights for a larger class of spherical cones. Given a cone
K, the generating spherical polygon yp and a partition P(yp) =
{71, ,v} of vp, we will construct a matrix M = M (P(yp)) € R™™.
The maximal eigenvalue « is always positive, and if this eigenvalue is
smaller than 1/2, we can construct a weight function w such that

HWHC(K,,),QU < a.

We are also able to show that this weight function is unique for this
partition in a particular sense. This result already gives the invertibility
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Y4

FIGURE 2. The spherical polygon v and its partition.

of the operator 1/2I —W on suitable cones, see Definition 2.3. But if we
want to estimate the essential norm of the double layer operator on S
we have to glue together the local weighted norms. The corresponding
sufficient condition (2.18) is given in Definition 2.3.

The above condition enables us in Section 3 to construct a weighted
norm on S such that the essential norm of the double layer operator
W on S is smaller than 1/2 with respect to this norm. The splitting
of the operator W = W, + K., where W, has a norm smaller than
1/2 and a compact operator K., is so explicit that we can use this
splitting in Section 4 to prove the stability of the collocation method.
Here we allow an arbitrary degree for the trial functions, but we must
use some ¢* modification, see [5], near the vertices (it will be called
e* modification) to guarantee the stability. The triangulations we
consider have to respect the weighted norm in some sense, see (4.13),
but otherwise they can be chosen arbitrarily.

2. On polyhedral cones and their corresponding matrices.
In this section we consider an arbitrary infinite polygonal cone K,
the spherical polygon v = K N B;1(0) and a given partition P(y) =
{71,..., 7} of v, where every ~;, 7 = 1(1)n should lie in a plane.
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Connected to the partition of 7 is a partition K = U}_, K}, according
to equation (1.13). We are looking for a weight function w : K — R,

(2.1) w(x) =w; >0, z€Kj,
such that

— 1
(2.2) Willesy,w < 3

First we consider a sector A(pg) C R?, ¢g € (0,7), defined by

cos(¢p)
(2.3) Apo) = (| sin(p) | = o] <o, r=>0
0

For z € R™ \ A(pg) we define

(2.4) Wg g (x) = /A( )|k:(ac,y)|dy, r € R\ A(po),

the integral of the absolute value of the kernel of the double-layer
potential. A scaling argument gives

x
(25) Weale) = We (77 ).
and therefore it is enough to consider
(2.6) WE,eo : S\ A(pg) — R.
Here we recall the fact that Wg ,, is nothing other than the integral
of the absolute value of the double layer potential with constant layer
function for the sector A(pg). This also implies that Wg ,, () is equal

to the normalized solid angle of A(pg) seen from x. So it is natural to
extend Wg, o, to S% by

1
(2.7) Wg g (x) = 3 zesS?n A(po),
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FIGURE 3. The contour of Wg 1.9 on ST 2 [0,7/2] x [0,27] .

because the (normalized) solid angle approaches 1/2 if one comes closer
and closer to the sector A(pg), see also [13]. Then Wg,,, is continuous
(jump relation of the double layer potential) in

52 \ {(COS(@O)a - Sin(@O)v O)T’ (COS(QOO)v Sin(@O)’ O)T}

The value of Wg ., is equal to

1 [wo/2 |cos(6)]
2. 0.0) =1
@) Wonlo) =g [ e

which follows by an easy calculation. Here we used the coordi-
nates (0,) € [0,7] x [0,27) for S? given by (6,¢) — (sin() cos(p),
sin(6) sin(¢p), cos(9))T. Using these coordinates we get, for exam-
ple, Figures 3 and 4 of Wg ,,. The contour lines are for constant

WE,#JO (9, ()0)

For every j € {1,... ,n} we denote by R; a rotation which maps K
bijectively onto A(yp;), ¢; € (0,7); here we recall the fact that the
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FIGURE 4. The contour of Wg 4.0 on ST 2[0,7/2] x [0, 2n] .

vertex of K is at zero. The matrix M = M(P(v)) := (m;)i j=1(1)n 18
defined by

(29)  mi; = sup{We,e, () |z € R;K; \ A(pj)}, i# ]
' w 0, otherwise.

All entries of M (if possible we suppress the dependence on the
partition) outside the diagonal are greater than zero, and the theorem
of Perron and Frobenius proves the existence of a one-dimensional
subspace (&) in R™, such that

Q:(wla"'vwn)v wi>07
(2.10) and
M& = p(M)d, p(w) >0

In the following we will always assume that the weight function w is
defined by (2.1), wj, j = 1(1)n, given by (2.9), (2.10) and max{w; |j =
1(1)n} =1.
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Lemma 2.1. Given a cone K with a partition K = U}_,K;
corresponding to the partition P(vy) = {v1,... .} of the spherical
polygon v, we get

(2.11) Wlegr)w < p(M(P())),
where the weight function w on K is given by (2.1), (2.9) and (2.10).

Proof. Let u € L=(K), ||lullp~(k),w <1 and 2 € K;. We can assume
x & Kj, 1 # j. Then we have

IA

(W) ()| Z/ (e, )| [u(y)| dy

J=1,i#j

ij/ k(z,y)|dy

Jj=1,i#j

ij/ k(R;x,y)| dy

Jj=1,i#j

IN

= > o [ MRl
j=1,i#j Ap;)

(2.9) n

Sy
J=1,i#j

(2.10)

3T,

p(M)w;.
Note, k(x,y) =0 for =,y € K. mi

Remark. After reading the proof of Lemma 2.1, one immediately asks
if there are other vectors ¥ = (vy,...,v,)", v; > 0, i = 1(1)n, such
that

My < av, a€(0,p(M)).

This would imply that we can reduce the essential norm of W by
choosing the v; instead of the w; as our weight function. But here
we have the result of Woodbury [15, Theorem 1] which states that if
M is positive, 7 > 0, A € R and

MU < AP,
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then we get A > p(M). This shows that the choice of the eigenvector
& is optimal in this sense.

First we take a look at the example of Kral and Wendland in our
context. We denote by K the corresponding cone. The partition of
vYxw is then given by

yew = {71,%2,73}, Y1 = MmUY, e = Ye, 3 = a4 Uns,

see Figure 2. We remark here that this partition does not fit into our
general scheme (2.9), but it is easy to extend our scheme to this special
partition, but now we get a nonzero diagonal element, because 73 does
not lie in a plane. The matrix Mgy is given by

0 0  0.375
Mew = | 0 0 0.125 |,
0.250 0.125 0.250

the spectral radius is given by p(Mgw) &~ 0.478553 and the corre-
sponding eigenvector iy corresponds exactly to the weights in equa-
tion (1.14). So our method works after a slight extension to nonplane
partitions. But the question is if one can find suitable partitions for a
larger class of cones. We propose the following.

Given a cone K with a starting partition of plane sectors Kj, j =
1(1)n, we define a partition P¥(y) by dividing each ~;, j = 1(1)n,
into N equal plane sectors 'yjlj/l, I = 1(1)N. Correspondingly we have
K =Uj_, Uf\;l K ]Nl We will also denote the corresponding matrix with
an upper index N.

In addition to the Kral-Wendland example with 5 starting partitions
(see Figure 2), we consider the nonconvex cone K4 with a spherical
polygon 74 defined by the corners (0°,0°), (90°,0°), (80°,45°) and
(90°,90°) on the unit sphere. The spherical polygon evidently has a
partition with 4 plane sections. Now we can calculate with a program
the matrices MYy, respectively MY, for a sequence of N values, and
as soon as we get p(MPE,;,) < 0.5, respectively p(M%Y) < 0.5, we can
stop; then we know that there exists a suitable weight function such
that (2.2) is fulfilled. We get the results shown in Figure 5.

These results show that by our very simple strategy we find that
both cones have a weight function for which the essential norm of W
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0.51 T T T T T

Spectral radius for cone A ¢

Spectral radius for the cone of Kral & Wendland +
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0.495 o 4
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0.455 ! ! L : :

FIGURE 5. The spectral radii for different values of N and the two cones
KKW and KA.

is smaller than 0.5. In their paper [12] Krdl and Wendland consider
a further rectangular cone; here also our method works and we find
suitable weights. The cone K4 is only ‘a little bit’ nonconvex. What
happens if one considers more nonconvex cones? We denote by Kp the
cone whose spherical polygon is given by the corners (0°,0°), (90°,0°),
(45°,45°) and (90°,90°) on the unit sphere; see Figure 6. Here we find
no suitable weight function with fewer than 100 partitions of each of
the faces of Kp, indicated in Figure 7.

The above considerations naturally lead to the question of whether
a function w € L>(y), 0 < ¢ < w(z) < C, x € ~, exists almost
everywhere, and a A € (0,1/2), such that

(2.12) Aw(z) < /K|k;(x,y)|w(y) dy, x€n.

We remark that w actually only depends on the norm of z. Then the
operator norm of W with respect to ||-||¢(k),.w Would be smaller than
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B

FIGURE 6. The cone Kg.
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FIGURE 7. The spectral radii for MY, with different N values below 100.
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1/2. Now we take a look at the operator on the righthand side of
equation (2.12). We introduce the following notations = rq, ¢ € 7,
r > 0.

(2.13) /K e, ) looly) dy

> |n(p) - (rg — sp)|
= / / |7‘q e sw(p)dsdp

> n(p) - (rq —sp)|s
N ww(p)/o (r2 —27°8(p,qq) )3/2d5dp

1o fw) (< )= s
i), | =20/ ) + (/77 7 P

1 > In(p) - (¢ —7p)|
= : W(p)/o (1 —27(p, q) + 72)3/2 Tdr dp

n(p)-p=0 > T
)1 . dr d
lw(p)ln(p) (I|/O (1—27’(p,q)+72)3/2 T dq

Il
/—\)P‘H
S~
—_—

- 3
3
=2

=3

)

S

With this integral operator with positive kernel V on ~ we can
reformulate (2.12) in the following way. Does a positive function
w € L*(vy) and a constant A € (0,1/2) exist such that

(2.14) (Vw)(z) < dw(z), z€n.
The theorem of Woodbury suggests that A < p(V) is impossible, but
this is not clear. If V' would be a compact operator the theorem of

Krein and Rutman would imply the existence of a positive function w
such that

(2.15) Vw = p(V)w,

but the next lemma shows that the operator is not compact.

Lemma 2.2. Let v C S? be a spherical polygon and V be defined by
(2.13). The operator V is locally around each vertex & of 7y, isomorphic
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to a Mellin convolution operator L., on a finite interval with kernel

_ |sin(a)] x
 2m 1+ 2cos(a)r + 22’

(2.16) lo(z)
where « € (—m, ) is the angle of v at €.

Proof. Let & € y be a vertex of v. We can assume that & = (0,0,1)7
and that we have a parametrization 8 of v such that 3|_s, s,], d0 > 0,

is given by
— cos(«) sin(T)
B(r) = | - sin(ozz sin(r) |, 7€ [—do,0],

cos(t
sin(7)
B(r) = 0 , 1 €10,00].
cos(T)
For 7 € [—d, 0], w € L*([—d0, do]), (Vw)(7) is given by
(Vw)(r)
1 % |sin(a)| sin(—7)w(v)

= Ir )y T (= cos(a) sin(r) sm(v) + cos(r) cos(v))

_ lsin@)] [
= — T/o (2sin(7/2) cos(7/2) w(v))
. (2 cos(7/2)?sin(v/2)? + 2sin(7/2)? cos(v/2)?
+ 4 cos(«) sin(7/2) cos(7/2) sin(v/2) cos(u/2)> - dv
_ sin(a)|
4

. /50 tan(7/2) w(v) dv
o tan(v/2)2+ tan(r/2)2+ 2 cos(a) tan(v/2) tan(7/2) cos(v/2)?

Define the operator

T: L%®([—80,80]) — L(|—tan(do/2), tan(do/2)]),
(Tw) (i) = w(2arctan (1)),
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and the substitution

p = tan(v/2),
see [7]. So we get
B |sm ) [0 tan(7/2)w(2arctan (u))
(Vw)(r) = / w? + 2 cos(a)p tan(r/2) 4 tan(r/2)? dp

and therefore

sin(a %o K
IVw)x) = - | ZET ! /0 w2 + 2 cos(a)uk + K2 (Tw)(r) dp

[

This finally implies

_ 0 L
Vi =71 “) T,
|[—0.50] (La 0 )
where we have identified L>([—a, a]) & L*([0,a])?, a > 0. o

Because the Mellin convolution

lo(2) = /000 lo(z)z*  de

_ 1sin(az)
2 sin(7z)

exists for Re (z) € (—1,1), we know that L, is a bounded operator on
L?([0,d0]), p € [1, 00], and because the function I, is positive we get

~ (1
|Lallzr < la <—)
p

But L, is not a compact operator. For L>° we get the result

1 ¢ 1
L o < —— < =,
Iallie < 590 < 3
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see [6] for these properties of the Mellin convolution operator. But this
does not imply ||V|| . (4) < 1/2, which would be a hint that a function
w with (2.14) exists. Only the local parts of V around each corner fulfill
this condition, but the remaining compact parts are not controlled.

Now we see that the above method does not always work, but if
we are able to find a partition such that the spectral radius of the
corresponding matrix is smaller than 1/2, we can calculate a suitable
weight function w which fulfills [|[W||¢(s),w < 1/2. This leads us to the
following definition.

Definition 2.3. Given a polyhedral domain D C R3 with boundary
S,

N
(2.17) S = U S;, S; triangles,
j=1

and n vertices V;, j = 1(1)n. We will say that D fulfills the condition
(F) if we find for every vertex V; a partition P(v;) = {’yzm i =
1(1)m;} of the corresponding spherical polygon +; such that the matrix

M(P(v;)) has a spectral radius smaller than 1/2. We denote by wl(j),
i = 1(1)m;, the weights around vertex V; and by Ki(j), i=1(1)m;, we
denote the plane sectors around vertex V;, where the weight function
has the value ng ) I Kl-(j ) and Ki@l are two sectors with a common
edge and if 3 is the angle which is enclosed by these sectors (the smaller

one) then we assume

1 3 11 1

i Wiy

Remark. The reason for the assumption (2.18) will become clear
in the proof of Lemma 3.1. This assumption is sufficient for the
construction of a global weighted norm on S, such that the essential
norm of the double layer operator is smaller than 1/2 on C(S). If (2.18)
is true, we can glue together the weighted norms of different vertices.
Actually condition (2.18) is too strong, see Lemma 3.1. The factor
(1 — B/7m)/2 in formula (2.18) is the maximal normalized solid angle
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under which a point on K i(j ) sees K i(i)l, and this is symmetric between
i and i+ 1. We would like to mention that (2.18) is fulfilled in the Krél
and Wendland example and for the cone K 4. For every convex cone we

can choose the weight function w(xz) = 1, and (2.18) is automatically
fulfilled.

3. The essential norm of the double layer potential. In this
section we construct a weighted norm for C(.S) for polyhedral domains
which fulfill condition (F), such that the essential norm of the double
layer operator with respect to this norm is smaller than 1/2. Here we
denote the weight function on S by €2 in contrast to the weight function
w on the local cones. In the next section the following theorem will be
the basis for the study of the stability of the collocation method. First
we define a splitting of the operator W in a noncompact part W, and
a compact part C..

(3.1) (Wa)(a) i= (5 - o) Jute) + (W) o)

2
where
(3.2) (W) () = /S Xe(llz — ) Bz, v) uly) dy,
and

1, t<e,

(33) = {

0, t>e.
The compact operator C. is defined by
(3.4) C, :=W-W,,

see, i.e., [12]. Now we can formulate the main result of this section.

Theorem 3.1. Let the polyhedral domain D fulfill condition (F).
There exists a weight function Q : S — (0,00), Q has only finite many
values, and an €9 > 0 such that

— 1
(3.5) Wellesy,o < 3
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fore € (0,¢0).

Proof. First we recall that the norm |[|ull¢c(s)q for a continuous
function u is defined by

. |u(z)|
lullecsy,o = U o)

Denote by €1 > 0 a constant with
Boe, (Vi) N Bae, (Vy) = 9, i # ],

so that the vertices are separated. For each cone Kj, corresponding to
the vertex V;, we have a partition

and weights wij) € (0,1], i = 1(1)m;. Each Ki(j) is a plane sector, and
we can assume (by further partition) that all Ki(] ) who have an edge
with S in common have the same opening angle o > 0.

Now we define ) for x € S.
a.z € B, (V;)N Ki(j). Then we define

Qz) = ng ),
If x is on the boundary of two Ki(j ), we can assign one of the two
weights.

b. If x is not in an &; neighborhood of any vertex, but has a
distance smaller than sin(a)e; from an edge e, then we assign the value
corresponding to Figure 8.

c. If z is not in an ; neighborhood of one of the vertices and has a
bigger distance than sin(a)e; from any edge, we define

Qx) = 1.

Now we define ¢g := sin(a)e;. For € € (0,g9) and u € C(S) with
lullc(s),e < 1 we will now show

(3.6) |(Weu)(2)] < ——=-
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FIGURE 8. €Q(z) near the edge connecting V; and V;.

If x € S has a distance bigger than ¢y from any edge we get
(Wou)(z) = 0,

which proves (3.6). If B.(z) C B.,(V:), i € {1,... ,n}, we get (3.6)
by the construction of our weights in Lemma 2.1. Now let z have a
distance smaller than g¢ from an edge e and denote by S; and Sy the
two triangles which are adjacent to e. By 8 we again denote the angle
enclosed by S; and S;, see Definition 2.3. We assume that the two
vertices at the ends of e are V; and V5. Then it becomes clear that it
is enough to estimate (W.u)(x) near the point P of Figure 9.

In order to get (3.6) we must have

(1) 2
1o By (uh w1
2 (D ™ 2 2 2’

(1) 2
11@jxﬁﬁﬂg<1
1 b
2 w§+>1 T 2 2 2
(1) 2)
1o (e w1
2 @ T 2 2 2’
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S1
Vl w;l) w,(CZ) Vg
1 2
“’5+)1 \ wl(c+)1
P

FIGURE 9. The weights along the edge e.

(1)
O DRV AT ST SA R
2 ,,2 T 2 2 2’

W1

Because of condition (F) we get

(€] (1) 2
1 (1 ~ @) max{ wi)wi) w? w,ijl} 1

1) D’ (2 2) :
2 T wj(+)1 w§ ) w/E:+)1 I(c 2

We further have the condition (2.18) which, together with ng) <1, for
all ¢, j proves (3.6). O

The above theorem together with the compactness of C. implies
that the essential norm of W in the weighted space (C(S), [||lc(s).e) is
smaller than 1/2. Because the weighted norm and the usual maximum
norm are equivalent, we also get
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Corollary 3.2. The above theorem implies that the operator
1
2

is a Fredholm operator in C(S).

-Ww

4. The stability of the collocation method. In this section
we will investigate the stability of the collocation method for equation
(1.1). Before we define exactly the collocation method, we need one
more technical lemma which will be important for the stability proof.

Lemma 4.1. Let € € (0,0], u € L>=(S), piecewise continuous, and
define o
f(z) == Weu)(z), xz€S8.

If £ denotes the union of all edges of S and
Es = {x e S|dist (z,&) €0,0)},

it follows that f is Lipschitz continuous on S\ & for every 6 > 0, and
the Lipschitz constant L = L(||u||L(s),d,€) depends only on the norm
of u, 0 and ¢,

[ullze=(s)

L S CL(E) 5

Proof. Because
T) = E k (|l — d

it is enough to prove the assumption only for € S, j € {1,... ,n},
and

f(a) = / Kz, y) Xe(lz — ) uly) dy.

If S; and S; have a positive distance, we get f € C*(S;). So we can
assume that S; and S; are adjacent and that

Si C {(z1,22,23) |23 = 0}

Sj C {(I1,$2,l‘3) |{E3 > O}
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and their common edge is, for example, a subset of {(0,z2,0) | z2 > 0}.
If x € Sj, x3 > €, we get

(Weu)(z) = 0,

so f is a C* function. If we denote by X; the characteristic function of
S;, we get for z3 € (0, €]

flz) = k(z,y) (X-Xiu) (y) dy
S@)

- [ ey,
B(x)
where now X;u is again a piecewise continuous function and

B(z) = {(y1,42,0) | (w1 — y1)* + (w2 + 2)* < &* — a3}

This representation already implies the continuity of f(-) for z3 > 0,
where we consider f(-) also as a function in {(z1,x2,23) |23 > 0}. We
denote by

c(z,-): [0,2n] — R3,

a parametrization of the boundary of B(x) given by

o= (1) + o (2).

One can compute that for v € R3?, the directional derivative
(0f/ov)(x), x3 € (0,¢€), is given by

af, . Ok
@ = [ G @

2 dc(x + Tv,0)
+/0 k(x, c(xz, s)) v(c(x, s)) det (W

) do.
7=0

Remembering
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we see that the second integral is a smooth function near 3 = 0 and
only the first integral has to be considered near x5 = 0. We have (if
n(y) = (0707 _1)T7 Yy S Sz)

)

Oy r \ [z —yl? I —yl®
We estimate the first integral by (assume [|v| = 1)

ok
z,y)v(y)| dy
/Bm & () ()\
< ||| o /°°/2” 1
-~ 47_[_ o o (1‘§+T2)3/2
|[v1|r|cos(p)| + |va|r|sin(p)| + |vs|xs
+ 3x3< @2+ e rdpdr

Cope [Tk e L

- o @ (U (/)2 T af (L4 (r/a5)?)%2
1 r/x3
S s B
a3 (L+ (rfas))77

lv|l s / s 52 5
=3 d
vs Jo (48292 (xs2p2 (115252 "
1
< vl ©

' dist (z, 5;)

where the constant C; also depends on the angle between S; and Sj,
but we only have finite many triangles and angles in S. So we get
that f(-) is continuous in 3 > 0, constant to zero in z3 > ¢, and f
is differentiable in x5 € (0,¢) with the bound for the gradient given in
the last inequality. This proves our lemma. u]

Now we define a collocation method for the solution of (1.1) with
piecewise continuous trial functions. We assume that we have a
sequence of grids G, j € N,

Gy ={ay,..., a0y,
kj
(4.1) s =JaY,
i=1

AD A AD — o, gk
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Define further

(4.2) dj; = diam (AY)), 4, := max{d;,}.
The G; may be, for example, some graded grids in order to get high
convergence rates, but we will not assume any special properties besides

Jj—oo

For the reference triangle Ager := {(z,y) € R?|0 < z,y; x+y < 1} we
consider two different collocation projectors for continuous functions f
on ARCf

(4.4) (Fof) (x) :

11
f (ga §>a S ARef7

and

(4.5) (PLf) () = Z Cijriah, T € Aper
1,j20,i+j<r

such that

(4.6) (Pof) (&ij) = f(&ij), 0<i,j;i+j<r &, € Aper.

So the second interpolation formula has f, = (r+1)(r+2)/2 coefficients,
degree r, and we get

7)) = flle@aren < P11 sup [1f(2) = f(»)ll;

T,YEARef

see [2, Lemma 5.1.1], and it is clear that the &; ; could not be chosen
arbitrarily. We can also find a Lagrange basis for the interpolation

(4.8) (Pf)(@) = > fl&) (@)
4,j20,14j<r
For the triangulation we will further assume some regularity; this means

if

(4.9) T Ages 25 AW

K3
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are the parameterizations of the triangles Agj ) then

(4.10) dj |[Ti(j)]_1\| < Cr, Vi,j, Cr a constant.

Now we introduce a parameter €* to define the trial space for the
collocation method. First we split the triangles in G:

(411) Gj = Gj70 (E*) U Gj71 (E*)
where
d.
. Gia(e®), if —L—— < e
(4.12) AP e § G G AT g

Gjo(e), otherwise.

The last assumption on our triangulation is
(4.13) Q\A@ = const, VAEj) € Gjpo.

This last assumption can be achieved by starting with a triangulation
G1 which already respects the condition (4.13) and by further refine-
ment. The trial space for the collocation method is given by

(4.14)
I, () := {XAgj) li € Gjo(e")}

U X0 b (T ) [i € Gy (%), 0 < hls k+1 <7},

where X s denotes the characteristic function of a set M. The definition
of IT;(*) looks very complicated but it just means the following: Given
a sequence of triangulations (G;);en, a number r € Ny and a positive
number £*, we use piecewise constant interpolation functions on all
triangles of G; which are relatively close to the edges, see (4.12), and
polynomials of maximal degree r on all other triangles. The collocation
points are defined by

. *\ oL (j) 1 1 ’i . *
(4.15) bile) = {[Ti ]<3’ 3>‘ € Ciole )}
UA{[T) (&r0) i € G (e¥), 0 < ks k+1<7),
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and the interpolation projector

R e

(Pjeru)(z) = u(z), Vaed;c"), uel(S)

See [3] for the extension of the interpolation projector to L>°(S). The
collocation method is given by: Find u; € span (II;)(¢*) such that

(4.17) (%I—W) uj(z) = f(z), Vze ;).

After all these definitions we can formulate our stability result.

Theorem 4.2. Let D C R3 be a polyhedral domain with boundary S
which fulfills condition (F). Given a sequence G;, j € N, of triangula-
tions of S with (4.3), (4.10) and (4.13) and the interpolation projectors
Py and Py. Then there is an €, such that for all e* € (0,2%] and

sufficiently large j we get
> cs||ullLe=(s).0;

1
Pj.- (— I— W)u
2 Loo(8),Q

Vu € span (IL;(€%)).

(4.18) ’

Proof. Choosing € > 0 sufficiently small, we know that there exists a
function 2 : S — R, such that

_ 1
WellLe(s)yo < q < 3
0<co < Q) < Ca.

The operator 1/2 — W is invertible, see [14], and the operator C. is
compact. By [8] we also know that we have to show (4.18) only for
I/2 — W and then (4.18) follows for sufficiently large j. Now choose
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an ¢* > 0 and consider the interpolation error on a triangle in G, 1(¢*)
[Pj.ee (Wew))(z) — (Weu)(x)]
= [P o [TV] )] (@) = (Wew) o [T ) @)

(4;) P W T(J’) -1 (W T(j) -1
< Al Sup (Weu) o [T37]7 ") () = (Wew) o [T377]7)(y)
z,Y Ref
< Al sup [(Weu)(z) — (Weu)(y)|
w,yeA,E])
Lemma 4.1 dj,i

< |Py|| ||u||pe CL(e) ——2~—
[Py [l )dist(AE”,e)

(4.12)

< Pl Cr Cr(e) e flullpe.

Define ¢’ := (1/2+ q)/2 < 1/2. Then we get for z € Agj) € G;1 and
[ull Lo (s),0 =1

[P Wew)l@)] [P (Wew)](2) = (Weu) (2)|+[(Weu) (@)]

Q(x) Q(x)
Theorem 3.1 || P;
< ”C—lncTcL(g)cQs*Jrq
Q

<

if e* € (0,2"), if 2 > 0 is sufficiently small. If 2 € Al(-j) C Gj0, with
collocation point £ we get

[P Wew)](@)] _ |(Wew)(€)]
Q) Q(¢)
< q <.

But the last two inequalities show

u(2)/2 = [P (Wew)(@)| _ 1 J

sup > = -
zeS Q({E) 2

u € span (I1;(€")), [Jullz=qo = 1.

This proves our theorem and the stability of the collocation method.
O
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Remark. Tt is clear that the modification of the collocation method
near the edges can be omitted if the collocation projector has norm
1. This means that the panel method, see [14], is stable without any
modification.
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