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1. Introduction. Until recently there was little need for mathematics 
in radiology. Films were examined individually, and by eye, and mathe­
matics had little to offer to the procedure. The picture changed radically 
in the late 1960's with a breakthrough in radiology called Computed 
Tomography [10] in which the attenuation in the x-ray beam is measured 
in an extremely sensitive quantitative way, and the information from many 
x-rays from different sources is assembled and analysed on a computer. 
In this new situation mathematics can make significant practical contri­
butions concerning the nature of the total information conveyed by x-
rays from many sources, the extent to which this information determines 
the object x-rayed, suitable methods for using the information to build 
a detailed reconstruction of the object, etc. 

Mathematically, the divergent beam x-ray transform, or radiograph, 
of a function/on Rn from a source point a is the function ^ /de f ined by 

/»CO 

(1.1) ®aA0) = J o A* + m dt for e e S»-*. 

Physically, / is the density function of the object x-rayed, so that @af(0) 
is the total mass of the object along the half line with origin a and direc­
tion d. In practice this number is determined by measuring the attenuation 
in the x-ray beam along the half line. The basic problem from either the 
practical or the mathematical point of view, is the extraction of informa­
tion about the unknown function / from knowledge about certain of the 
radiographs @af, a e A. Throughout the article it is assumed that / is 
integrable and that /vanishes outside a bounded open set Q with closure 
Q and closed convex hull 0. 
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In practice, the dimension n is of course 3. In Computed Tomography, 
however, as the name implies, attention is confined to plane cross sec­
tions so that n = 2. Thus, in practice the relevant dimensions are n = 2 
and n = 3 ; and there is a radical difference between the two. From a given 
source point a it is usually feasible to x-ray full 2 dimensional cross sec­
tions of the 3 dimensional object, but out of the question to x-ray the full 
3 dimensional object itself. In the 3 dimensional case the beam is "coned 
down" to the region of interest. For each source point a e A, there is cho­
sen a cone Ca with vertex «, and the attenuation is measured only along 
half lines in Ca. If 

(1.2) Sa = (Ca -a){] 5 - 1 

is the corresponding set of directions, then the measured x-ray data con­
sist of the numbers 

(1.3) ^ a AS) for as A and e e Sa. 

The set 

(1.4) Qn = U (Q fi Q), 

consisting of the points in Q on at least one half line along which the at­
tenuation is measured, is called the measured region. Outside the measured 
region alterations in the density function produce no change in the x-ray 
data. Even within the measured region, the effects of having only partial 
information are rather peculiar. 

The practical necessity for dealing with 3 dimensional objects directly, 
rather than a succession of 2 dimensional cross sections, and hence with 
the 3 dimensionally divergent x-ray beam, comes from the need for ex­
tremely fast x-ray scan times in the reconstruction of moving objects. A 
problem of major current interest for example, is the 3 dimensional re­
construction of the beating heart. With a human patient the x-ray data 
must be collected during the fraction of a second in which the heart move­
ment is insignificant, and this is impracticable with a succession of 2 
dimensionally divergent beams. At the present time a very sophisticated 
machine called the Dynamic Spatial Reconstructor is being built at the 
Mayo Clinic for the study of the functional dynamics of the heart, lungs, 
and circulation by means of 3 dimensional reconstructions from 3 dimen­
sionally divergent x-ray beams [17], [22]. 

The general subject of this article is the extraction of information about 
the unknown function/from the line integrals Q)a f(6) foraeA and 0 e Sa. 

Section 2 summarizes the definitions and properties of some standard 
transforms that are needed : the Fourier transform, the Riesz potential, 
the Riesz singular integral operator, the operator A of Calderón, the 
Radon transform, and the parallel beam x-ray transform. 
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Section 3 contains elementary basic properties of the divergent beam 
x-ray transform. 

Section 4 establishes relations between the divergent beam x-ray trans­
form and the Radon transform, which in some situations can be used to 
reduce // dimensional questions to 1 dimensional questions. 

Section 5 contains the two main uniqueness theorems, corresponding 
to the cases where full information is available from each source a e A, 
i.e., Sa = Sn~l\ and where only partial information is available, i.e., Sa a 
S""1. In the first case uniqueness holds when A is any infinite set outside 
Q. In the second uniqueness holds when A is an infinite set satisfying ad­
ditional conditions which seem rather curious, but which are shown to 
be more or less necessary, and which are entirely feasible in practice. A 
high degree of non-uniqueness is shown to obtain whenever A is a finite 
set. 

Section 6 contains a short discussion of the practical role of the uni­
queness theorems. 

Section 7 gives a constructive procedure for approximating the unknown 
function/by the use of its measured x-ray data (1.3). 

One of the principles of Computed Tomography has been that each 
point of the measured region Qm be seen from numerous sources. Section 
8 gives a description of the measured regions for which this is possible, 
showing that they are very restricted. 

Section 9 gives examples of x-ray setups that may be of use in practice. 

2. Some standard transforms. In the course of the discussion various 
standard transforms will be used. The definitions and some properties 
are summarized below. The references are [2, 7, 14, 18, 19, 20, 21]. 

a) The Fourier transform is defined by 

(2.1) /(f) = (2ic)-»'* f e-^>f(x) dx. 

b) The Riesz potential &la is defined by 

(2.2) PJ«f{x) = Ra*f(x) = §f(y)Ra(x - y) dy9 where 

K W C(n, a) |X | ' U a ' C ( ' a) r((n - a)12) ' 

With the indicated choice of the constant C(n, a) the Fourier transform of 
Ra is 

(2.3) Ra® = (2ff)-»'2|£h, hence ( ^ / H O = |f |-«/(Q. 

Note that therefore @a = (@l)a. 

c) The Riesz transform Jf ; is defined by 
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(2.4) jTjf(x) = Hj*f{x) = §f(y)Hi(x - y) dy, where 

In this case the convolution integral is singular, and is taken as a Cauchy 
principal value. If« > 1, then 

(2.5) Hj = -(dldxJRi 

so that by (2.3) 

(2.6) Htf) = -{2z)--n / f y | f | - i , hence 

which also holds in dimension 1. 
d) The operator A is defined by 

(2.7) A = £(dldxj)jfj. 
7=1 

According to (2.6) 

(2.8) (4/r(ö = |f |/(f). 
It follows from (2.3) that 

(2.9) A = O^1)"1 = A2&1 = - A@\ 

where 

(2.10) à^ZQIdxtf 

is the usual Laplace operator. 
e) The Radon transform @e is defined by 

(2.11) @df{t) = f f(x)dxfor 6 e S«~\ t e IP. 
J Oc, 0>=* 

If p is a function of 1 variable, then 

(2.12) T &df(t)p(t) dt = f f(x)p«x, e» dx, 
J -co J #» 

as can be seen simply by writing out <%df. With p(t) = tm, it follows that 
the function 

/»CO 

(2.13) pjß) = #«/ ( / ) ' " * 
J —CO 

is a homogeneous polynomial of degree m. (This is the consistency condi-
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tion of Helgason [7] and Ludwig [14] which characterizes the range of the 
Radon transform.) With p(t) = e~iTt, (2.12) becomes the formula for the 
Fourier transform of <%ef\ 

(2.14) W H O = (2ar)<*-i>'2/fr0). 

Apart from constants the polynomials pm{d) in (2.13) are the Taylor 
coefficients in the expansion of f(z6) in powers of r. For the validity of 
these formulas it is assumed that fe Lj, i.e., that / is integrable with 
bounded support, 

f ) The parallel beam x-ray transform 0>d is defined by 

(2.15) &>J(x) = f(x + tO) dt for 0 e S«~\ x e 0X. 
J —CO 

In this case d is the direction of the parallel x-ray beam and the point x 
in the orthogonal subspace 01 can be thought of as a point on the film. 
Thus, while the formula is almost identical to that defining the divergent 
beam x-ray transform, the variables play quite different roles. The relation 
between the two is: 

(2.16) &,Km = ®jm + ®af( - o), 

where Ee is the orthogonal projection in R" on d1. 
If p is a function of 1 variable, then 

(2.17) f {?,flx)p«x, &)dx=[ f(x)p«x, O) äx for f e 6\ 

as can be seen simply by writing out 0>ef. With p(t) = tw, it follows that 
the polynomials 

PmAO = £ ± &oKx) <x, f >« dx9 f e d\ 

must fit together to determine a polynomial on Rn. (This is the consistency 
condition of [20] which effectively characterizes the range of the parallel 
beam x-ray transform.) With p(t) = e~ü, (2.17) becomes the formula for 
the Fourier transform of &>ef: 

(2.18) G ^ / T ( ö = (^)1 / 2 /(f) for f e OK 

Again, for the validity of these formulas it is assumed that fe L\. Both 
the parallel beam x-ray transform and the Radon transform are discussed 
in considerable detail in [19, 20]. 

3. Basic properties. The divergent beam x-ray transform, or radio­
graph, of the function/from the source a is defined by 

/•oo 

(3.1) 9jm = f(a + tO) dt for 6 e S"~K 
Jo 
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Although the transform can be defined more generally, it is assumed 
throughout the article t h a t / e L\(Q), i.e., tha t / i s integrable and vanishes 
outside £?, where Q is a bounded open subset of Rn with diameter ô, closure 
Ö, and closed convex hull Q. 

Most of the basic properties of the divergent beam x-ray transform 
result from a simple formula expressing the scalar product of Q)af with a 
function h on 5W_1 as the convolution of/with the positively homogeneous 
extension of h( — 6) of degree 1 — n. 

THEOREM 3.2. If h is a measurable function on Sn~l and H(x) — 
\x\l~nh{-xl\x\), then 

(3.3) f ®af{d)h(d)dd = f f(x)H{a- x)dx=f*H(a). 

The formula holds if both f and h are non-negative, or if either side is finite 
when both fand h are replaced by their absolute values. 

PROOF. We have 

f @af(d)h(d)dd = f f°7(tf + td)H(-td)tn^dt, 
Js«-i Js"-iJo 

which is the right side of (3.3) in polar coordinates with origin at a. The 
calculation is justified automatically by Fubini if both / and h are non-
negative, then a posteriori if either side is finite when / and h are replaced 
by absolute values. 

THEOREM 3.4. Iff e LJ(Û), then for almost every source a, @af(0) is defined 
by an absolutely convergent integral for almost all 6, and @afe L^S"-1). 
Iff e Ll(Q), then for almost every source a, @afe L2(5W_1). 

PROOF. Taking h = l/C(n, 1) in (3.3), and assuming initially t h a t / i s 
non-negative, we obtain from (2.2) 

(3.5) T(~TA ®af(0)dd = RfM = &f(a). 

If \a\ ^ r, the kernel Ri can be replaced by the kernel K which is equal to 
Ri for \y\ tè r 4- ö and is 0 otherwise without affecting the convolution 
on the right of (3.5). Since Kis integrable, K*f is finite almost everywhere. 
Consequently, R\*f is finite almost everywhere on \a\ ^ r, and since this 
holds for every r, R\*f is finite almost everywhere. This proves the first 
assertion in the theorem. 

I f / e Ll(Q), we apply that has been proved to | / |2 , noting first that 

(3.6) K/(0)|2 è ô@a\f\\d). 

This and (3.5) give 
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(3.7) J s n i \9M\W è ÔC(n, 1) RflflKa), 

so the proof is complete by what has been done for L1 functions. 
Formulas (3.5) and (2.9) contain the inversion formula for the divergent 

beam x-ray transform: 

(3.8) f= y A\ ®J{ß)dO = 7=Xr;a&\ ®JWdO, 
C(/2, 1) Js»-i C(«, 1) Js«-i 

the second of which has also been observed by L. Shepp (oral communi­
cation). 

When account is taken of the relationship (2.16) between the divergent 
and parallel beam transforms, the inversion formula for the latter results: 

(3.9) f=2cè,T)AL-^Ma)dd-
REMARK 3.10. In formula (3.8) the operators A, J , and <%x act on func­

tions of the source a. Thus the formula requires the knowledge of Q)af 
for every point a G Rn. However, it is obvious that @af(d) = 0 if the half 
line with initial point a and direction d misses Q, and also that Q)afiß) + 
®af(-0) = @bf(fi) + ^bf(-O) if this half line contains b. Consequently, 
it is enough to know @af for all points a on a sphere which surrounds Q, 
and with these all other ^ a / c a n be expressed simply. 

REMARK 3.11. Account being taken of Remark 3.10, formulas (3.8) 
and (3.9) contain in principle (i.e., apart from specific numerical imple­
mentations) the divergent and parallel beam "convolution inversion for­
mulas" in current use in the Computed Tomography scanners for the 
reconstruction of 2 dimensional cross sections of the body [13], [16]. 

For source points a outside Ö, Theorem 3.4 becomes considerably 
stronger. 

THEOREM 3.12. For fixed a outside Q, Q)a is a bounded linear map from 
L\{Q) to L>{Sn~l) satisfying 

(3.13) K/Itfcs"-!) S d(a, 0 ) 1 - | | / | |L i ( ö ) 

where d(a, Û) is the distance from a to Q. Moreover, for fixed f e Ll(Q), 
the map a -* $)afis continuous from Rn — Q to Ll(Sn~l). 

PROOF. Since C(n, l)Rx = M1-", the inequality (3.13) follows im­
mediately from (3.5). The continuity of the map a -> @afis obvious for 
continuous/, and from this it follows for general/G L\(Q) because of the 
uniformity of the bound in (3.13). 

THEOREM 3.14. For fixed a outside Ö, Q)a is a bounded linear map from 
L2

0(0) to Iß(S"-i) satisfying 

file:///9M/W
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(3.15) |Mlkcs ->> ^ 8 dip, Qy-« | | / | | |2 ( 0 ) . 

Moreover, for fixed fe L%Q), the map a -> Q)af is continuous from Rn — Q 
to L\S»-1). 

PROOF. Since C(n, l)Ri = |x|1_w, the inequality (3.15) follows imme­
diately from (3.7), and the rest of the proof is the same as the last one. 

COROLLARY 3.16. Under the conditions of the theorem the adjoint of Q)a 

is given by 

(3.17) ®th(x) = \x - a\l~nh((x - a)/\x - a\) for xeQ. 

PROOF. This is obvious from (3.3). 
For later use we record a minor extension of Theorem 3.2. For this 

purpose we define 

/»oo 

(3.18) 2*f(0) = J tkf(a + td) dtfor 0 e S«-i. 

THEOREM 3.19. If h is a measurable function on Sn~l and H{x) = 
\x\k+1-nh(-xl\x\), then 

(3.20) f 2k
ttf{0W)M=\ f(x)H(a-x)dx=f*H(a). 

The formula holds if both f and h are non-negative, or if either side is finite 
when both fand h are replaced by their absolute values. 

PROOF. The proof is the same as the proof of Theorem 3.2. 

4. Relations with the Radon transform. The first useful relationship 
between the divergent beam x-ray transform and the Radon transform 
arises from formulas (3.3) and (2.12) upon taking h{6) = |<0, 0>|1-* and 
p(t) = |<#, <f>y — t\l~n with (j>e Sn~l fixed, as will be explained presently, 
so that the integrals converge. Assuming convergence of the integrals, the 
cited formulas give 

Jsn_t ®.M\<e, 4>y\1-" dd = J^/WK« - *, 0)!1-" dx 
/•oo 

= ^f(t)\(a,<f>y-t\i-»dt. 
J —oo 

The functions h and p have rather bad singularities, and the point rf> must 
be restricted so that these singularities do not produce divergent integrals. 

The support function of the convex set Q is defined by 

(4.1) ||f||â = sup <*,£>. 

If t > libilo, then ^ / ( 0 = 0, for in this case the plane <x, çi> = / misses 
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Q. Thus, if <<z, <f>} > ||0||o, then the integral on the right above is abso­
lutely convergent. Under the same condition, @af(0) vanishes on a neigh­
borhood of the set where <0, </>} ^ 0, so that the integral on the left is also 
absolutely convergent. 

THEOREM 4.2. Iff e L\{Q) and (a, $} > \\<f>\\o, then 

(4.3) j s w i ®aj{0)\<0, <f>>\1-" dO = J ^ &tf(t) «a, cf>} -1)^ dt 

= ° %f{t){{a,<i>y-ty-»dt. 
J-"-*'fi 

COROLLARY 4.4. If {a, <f>} > max (||ÇJ||Ô> || _^||ô)> then 

(4.5) f ©fl/(0)|<0, ç5->l1—" </0 = L (m + " - 2)<a, W-~»pJ.4>), 

w/zere /?m is the polynomial in (2.13). 
PROOF. In the right hand integral in (4.3) we expand «a, ^ > — t)l~n in a 

power series and integrate term by term. 
A second useful relationship with the Radon transform arises on ap­

plying Parseval's equality to the right side of (3.3). The result is 

(4.6) f @aA<Wß)dO=[ e««&MÛ(&dÇ. 

Applying the same thing to /?( — #), adding the two together, and expressing 
the result in polar coordinates, we get 

f (®af(6) + ®J{-d))h{6)dd 
Js»-i 

= f r **<*.«> |rM/(T0)A(0) dx dd. 
J S « - 1 J -oo 

THEOREM 4.7. Iff is of class Q(Q), s > (n - 2)/2, h e L^S»-1), H(x) = 
Ix^hi-x/M), anda^Q, then 

(4.8) f {ßaf(ß) + ®0K-0))K0) dd 

= (2TT)(2-")/2 f A*-* &ef«a, d})H(6) dd. 

PROOF. By (2.8) and (2.14), the right hand side in the last formula above 
is equal to the right hand side of (4.8), provided the separation of the in­
tegrals in the polar coordinate representation is justified. It is easily seen 
that this separation is justified if/belongs to the Sobolev space ^fs

0(Q) 
with s > (n - 2)/2, therefore, in particular, iff e Q(Q) with s > (n — 2)/2 
[21]. 
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5. Uniqueness theorems. The first of the two main uniqueness theorems 
is as follows. 

THEOREM 5.1. Letfe L\{Q), and let A be any infinite set of sources bounded 
away from Q. If@af — Ofor each a e A, thenf = 0. 

NOTE. According to Theorem 3.12, @afis defined almost everywhere on 
S"'1. The hypothesis that Q)af = 0 means that &af= 0 almost everywhere 
on Sn~l. Similarly, the conclusion t h a t / = 0 means t h a t / = 0 almost 
everywhere on Rn. 

PROOF. If A is bounded away from Q, then clearly there is a ball B •=> Q 
such that an infinite subset of A is bounded away from B. Replacing A by 
such a subset, we can assume that A itself is bounded away from B. Since 
the theorem is invariant under translation and dilation, we can assume 
that B is the unit ball in Rn, i.e., the ball with center 0 and radius 1. Thus 
we can assume that Q = B(0, 1) and that \a\ > 1 + 2e for each a e A. 
Note, for the purpose of applying Corollary 4.4, that now \\^>\\Q = |^| = 1. 

If 0O is an accumulation point of the set {a/\a\ : a e A}, then the condi­
tion, (A, <f>} > 1 + e holds for ^ in some fixed neighborhood U of 0O on 
Sw_1 and an infinite number of points a e A. Discarding the remaining 
points of A we have 

(5.2) <a, <f>y > 1 + e for a e A andcj) G U, 

where U is an open subset of 5W-1. Thus formula (4.5) holds for every 
aeA and every <f> e U. It is clear that for almost every $ e U the set of 
values s = <a, 0> is an infinite set. Consequently, for such a <j>, (4.5) shows 
that the function 

z(m + "~2)s1-n-'npm(<i>) 
m=o \ m / 

has infinitely many zeros s = <«, 0> > 1 -f e, which is possible only if 
each coefficient is 0, i.e., each pm(<fi) = 0. Thus each pm vanishes almost 
everywhere on U9 and hence vanishes identically, since pm is a homogene­
ous polynomial. From this and (2.13) it follows that 0l9f = 0 for every 0, 
and then from (2.14) tha t / = 0. 

In practice, a full 3 dimensionally divergent x-ray beam is rarely meas­
ured, and indeed in medical procedures it is never measured. Instead, the 
beam is "coned down" to the region of interest. For each source point 
a G A there is chosen a cone Ca with vertex at a, and the attenuation is 
measured only along half lines in Ca. If 
(5.3) Sa = (Ca - a) fi S»"1 

is the corresponding set of directions, then the measured x-ray data 
consist of the numbers 



X-RAY TRANSFORM 263 

(5.4) ®J{ß) for a e A and 0 e Sa. 

The set 

(5.5) Qm = ( u c.) n o = U (ca n Q) 

consisting of those points in Q on at least one half line along which the 
attenuation is measured is called the measured region. Outside of Qm 

alterations in the density function produce no change in the x-ray data. 
Theorem 5.1 treats the case in which A is any infinite set outside Q and 

the measured region Qm is all of Q. The next theorem treats the case in 
which A is a dense subset of a suitable rectifiable arc and Ca = a + C, 
where C is a fixed open cone with vertex 0. 

THEOREM 5.6. Let f e L\(Q). Let C be an open cone with vertex 0. Let 
Ä, the closure of A, be a rectifiable arc outside Q such that for each half line 
S in C there is a point ae Ä for which a 4- / misses Q. If the measured 
x-ray data @af(ß\ aeA and 0 e Sa = C f] Sn~K are 0, then f = 0 on the 
measured region Qm = {A -f C) f| Q = (Ä + C) fi Q-

Before turning to the proof we give an example to clarify the somewhat 
peculiar situation which obtains in regard to uniqueness. Figure 1 below 
simulates a 2 dimensional cross section of the chest Q with the heart Q0 

being the region of medical interest. The large circle is Q, the smaller one 
û0- If the source set A is the arc ab, then the measured region Qm is the 
region shaded by the rays coming from points on ab. In this case, although 
the measured region Qm contains the region of interest O0, the density 
function / on Q0 is not uniquely determined by the measured x-ray data. 
Indeed, iff is + 1 between the upper pair of horizontal lines, — 1 between 
the lower pair (the two pairs being equally spaced), and 0 elsewhere on 
Qm, then clearly its x-ray data are 0. On the other hand, if A is the arc ac, 
then the hypotheses in the theorem are satisfied, and the density function 
is uniquely determined by the measured x-ray data on the measured re­
gion, which is now the entire shaded region. 

Other examples are given in section 9. 

PROOF OF THE THEOREM. Recall that 

/»oo 

(5.7) ®hJ(ß) = J t*f{a + tff) dtfor d e S»'K 

According to Theorem 3.19, if H is positively homogeneous of degree 
k + 1 - n and of class C1 on R" - {0}, then 

(5.8) f @kJ(W(d)dO=i f(x)H(x-a)dx 
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Figure 1 

and 

(5.9) f 9k
a-

lf{d)dHldxj{d)dd = f f(x)dH/dxj(x - a) dx. 

First we note that if <3k
af = 0 on S = C f] Sn~x for a e A, then the same is 

true for ae Â. Indeed, the right hand integral in (5.8) is a continuous 
function of a, while if//vanishes outside C, then the left side is 0 for a e A. 
Therefore, the two are 0 for a G Ä. Since this is true for every H vanishing 
outside C, the assertion follows. 

The following statement, which will be proved by induction on k, will 
establish the theorem; the case k = 0 being taken care of by the hypothesis 
in the theorem and the remark above: 

(5.10) ^ * / = 0 o « 5 = C n S*-1 for aeÄ. 

Let a(s), 0 ^ s ^ L, be the parameterization of the rectifiable arc Ä 
by arc length, so that a(s) is absolutely continuous and \a'(s)\ = 1 a.e. 
Let H be positively homogeneous of degree k + 1 — n, of class C1 on 
Rn - {0}, and set 

(5.11) oc{s) = f i nwAO)H(0)dO. 

By formula (5.8) 
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a (s) = - j ] a'Âs) f f(x)dHldxj(x - a(s)) dx. 

Therefore, by (5.9) 

(5.12) ec'{s) = - S * » f ®ka7s)f(d)dHldxj(d) d0. 

Note for future reference that, without any hypothesis of vanishing, if 
a(s) is defined by (5.11), then a'(s) is given by (5.12). 

Now suppose inductively that (5.10) holds for k — 1, and let H vanish 
outside C. Then dH/dxj vanishes outside C also and we have a'(s) = 0 
for almost every s. Let 0O be an arbitrary point of S = C f| Sw_1, and 
choose 5*0 so that the half line a(s0) + td0 misses Q. Then choose a neighbor­
hood U of #o in S so that the half line a(s0) + 70 misses Q for every 0 e £/. 
Let Si be arbitrary, and let H vanish outside the open cone generated by 
U. Since a'(s) = 0, we have a(si) = a(sQ) = 0. Since H is arbitrary, it 
follows that for the arbitrary a = a(si), (5.10) holds with S replaced by U. 
Since this is true for some neighborhood U of an arbitrary do, (5.10) itself 
holds, and the inductive proof is complete. 

With a finite number of sources there is always a high degree of non-
uniqueness. In the parallel beam case (where the parallel beam directions 
correspond to the divergent beam sources) the following has been shown 
[19]: For any given directions Ou •••, 0M, any given compact set K cz Q, 
and any given function f0 which is C°° on Ü, there is a function f e Co°(û) 
such that f = fo on K and ^0f = 0 for j — 1, ..., M. Something similar 
must be true in the divergent beam case also. At present we have a weaker 
result, which nevertheless establishes a high degree of non-uniqueness. 

THEOREM 5.13. Let sources aÌ9 ..., aM outside Q be given. For any function 
u e C0

œ(0), set 

(5.14) g(0, t) = | J] (/ - <fly, 0»"-1} (d™/dt>»)@eu(t) with 

m = M(n — 1). 

There is a unique function fe C^(Q) with &df(t) = s(0, t), and for this f 

(5.15) ®aif =0forj= 1, ..., M. 

If the support of u lies in a given convex set, then the support off also lies 
in this set ([7], [14], [19]), so the addition of such functions u with supports 
in small disjoint convex sets provides a large supply of functions with zero 
radiographs from the given sources. 

PROOF. The necessary and sufficient conditions of Helgason [7] and 
Ludwig [14] in order that g(0, t) = âtef{t) for some/e C0°°(ö) are: 

a) g e C- andg(d, t) = Ofor t > \\0\\o. 
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b)g(-6, -t) = g(d,t). 
c) The function 

Pm(0) = J" t»»g(d, t) dt 

is a homogeneous polynomial of degree m. 

With the definition of g in (5.14) these conditions are easily verified, so that 
g(0, t) = @ef(t) for some /e C0°°(û). 

With the above definition of g it is also easily verified that 

A^ &ef«aj9 0» = A*~* g(d, <ay, 0 » = 0 for all 6 e S»~h 

Therefore, according to Theorem 4.7, 9ajf{d) + @ajf(-d) = 0 for alio. 
However, since aj lies outside Ô, one of the two summands is automatically 
0 for any given 0, as the corresponding half line misses Q, so the other is 
0 too. 

6. The practical role of uniqueness theorems. The ultimate practical 
objective of a study of the x-ray transform is to provide the means for the 
reconstruction of an unknown density function / o n a region of interest 
from the measured x-ray data taken from a finite number of sources. The 
Non-uniqueness Theorem 5.13 shows that this objective cannot be 
achieved exactly, even in theory. However, the Uniqueness Theorems 5.1 
and 5.6, since they require only a countably infinite set of sources, show 
that if the unknown function / cannot be reconstructed exactly, at least 
arbitrarily good approximations can be. This will now be discussed. 

Let A be a set of sources outside Q. As in the last section, for each source 
a, let Ca be the chosen cone of measured half lines, and let 

(6.1) Sa = (Ca - a) fi Sn-i 

be the corresponding set of directions. In this section and the next it suffices 
that Ca be measurable with positive measure, but in sections 5 and 8 it is 
assumed that Ca is open. 

The set 

(6.2) NA = {ueL&Q): @au(6) = Ofor aeA and 6 e Sa} 

is the null space, in the Hilbert space Ll(Q), of the measured x-rays, and 
/ + NA consists of all functions h in this Hilbert space with the same 
measured x-rays as / . According to Theorem 3.14, NA is a closed subspace 
of Ll(Q), and therefore/ + NA is a closed plane. Let PA be the orthogonal 
projection operator in Ll(Q) on the plane/ + NA. The following is a trans­
lation of a standard theorem in Hilbert space. 

THEOREM 6.3. If {Ak} is an increasing sequence of sources with union A, 
then for each g e Ll(0), 
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(6.4) PAkg -+PAginL&Q). 

In the next section a constructive method is given for approximating 
PAkg whenever Ak is a finite set outside Q. According to the above theorem, 
this provides a constructive method for approximating PAg whenever A 
is a countable set outside Q. 

Consider first the case where A is any countably infinite set outside Q 
and Sa = Sn~l. Theorem 5.1 says that in this case NA = {0}, so that 
/ -f NA = {/}. Consequently, 

(6.5) PAg = f for every g e L2
0(Q), 

and we have a constructive method for approximating the unknown / on 
Qm = Ö, starting with any g e Ll(Q). 

Consider next the case where A is a countably infinite set dense in a 
rectifiable arc satisfying the hypotheses of Theorem 5.6 with respect to the 
cone C, and Sa = C f] 5W_1. Theorem 5.6 says that in this case 

^ = { « 6 L&Q): u = 0 on Qm = (A + C) f] Q}, 

hence that 

/ + NA = {heL&Q): h = f on Qm = (A + C) f| Û}. 

Consequently, 

(6.6) PAg = / on Qm for every g e L&Q\ 

and we have a constructive method for approximating the unknown / on 
the measured region Qm, starting with any g e Ll(û). 

On the other hand, the infinite sequence {PAkg} certainly cannot be 
computed. Some fixed PAk must be used. In practice, partly on theoretical 
and partly on empirical grounds, a reasonable choice for k can be deter­
mined. Nevertheless, no matter how large k is, the non-uniqueness theorem 
shows that PAkg can differ dramatically from the desired / . The practical 
meaning of the non-uniqueness theorem is that a priori information must 
be brought into play in order that the function in / + NAk chosen by the 
method be a good approximation t o / . This fact has become more widely 
recognized recently, and some examples of the use of a priori information 
in practice can be found in [8], [11], [19], but much remains to be done. 

7. The Kacmarz method. The purpose of this section is to give a con­
structive method for approximating the orthogonal projection PA on the 
p lane/ 4- NA when A = {al5 ..., aM) is a finite set of sources outside Q. 
There are two steps. The first is a constructive method for approximating 
PA by means of the projections Pa. corresponding to the individual sources. 
The second is an explicit formula for the individual projections Pa.. The 
notations are those of sections 5 and 6. 
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The approximation of PA by means of the Pa is taken care of by a 
theorem in abstract Hilbert space. 

THEOREM 7.1. Let Nu •••, NM be closed planes in a Hilbert space 2/F with 
nonempty intersection N0. Let Pj be the orthogonal projection on Nj, and 
let Q be the product PM ••• Pv Then 

i) For every g e Jf7, Qkg -» P0g in 34? as k -> oo. 
ii) Ifaj is the angle between the plane Nj and the intersection of the follow­

ing ones, then 

(7.2) ||ß*g - P0g\\* £ c*\\g - P0g\\z, 
M-l 

where c ^ I — Y[ sin2**/. 

Part i) is a result of Halperin [5], and an elegant proof can also be found 
in Amemiya and Ando [1]. 

Part ii) is proved in [19]. In the 2 dimensional parallel beam case with 
equally spaced x-ray directions, the angles aj have been computed ex­
plicitly, and it has been shown that when the error predicted by (7.2) is 
computed in a rather sophisticated way, this error is consistent with that 
which shows up in practice [6]. In the present divergent beam case nothing 
is known yet about the angles ccj. 

To derive the formula for an individual projection Pa9 we set 

Ut>0:a + tdeQ} if0eSa 

{ empty set ij 0 fSa 

(7.4) ju(a, 0) = f J1"" dt. 

THEOREM 7.5. If h e LQ(Q), then the orthogonal projection of h on the 
subspace N^ orthogonal to Na is the function hx defined by 

n*\ u< j . ,m M<t,0)t1-» ifteQa>d 

(7.6) hx(a + W) = \ where 

(7.7) c(a, d) = ®ah(d)lfi(a, 6). 

PROOF. We show first that hx is square integrable, in which case 
h\ e Ll(Q), for clearly hi vanishes outside Q. By the Cauchy-Schwarz in­
equality 

/»CO 

(7.8) \2ah{6)\2 è fia, 0) \ \h{a + td)\2 f~^ dt, 
J 0 

from which it follows that 
/»CO 

\hi(a + td)\2 f "-1 g (t*-»lf4a, ff)) I \h{a + td)\2 t»~l dt, 
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and integration with respect to t and 0 shows that hx is square integrable. 
Now, any function hx e Ll(Q) of the form (7.6) must lie in N£, as s 

plain when the inner product with an arbitrary ueNa is computed in 
polar coordinates centered at a. On the other hand, it is also plain that 
@ah = gahl9 i.e., that h - hxe Na, if c(a, 0) is defined by (7.7). 

COROLLARY 7.9. N£ consists of the functions hx eLl(Q) of the form (7.6). 

THEOREM 7.10. The orthogonal projection Pa onf + Na is given by 

lg(a+tfì + 9-M-*gff) ifteQae 
(7.11) Pag(a + t0) = \ 'w~V(a> 0) 

PROOF. If g' is the function on the right in (7.11), it follows from The­
orem 7.5 that g — g' is the orthogonal projection of g — f on N%, and 
from this it follows that g' is the orthogonal projection of g onf + Na. 

REMARK 7.12. For reasons explained below, the combination of the 
explicit projection formula (7.11) with the iterative procedure of Theorem 
7.1 is called the Kacmarz method. As an approximation to the unknown 
function / , it produces the orthogonal projection of an arbitrary initial 
guess g G Ll(Q) on the plane of functions with the same measured x-ray 
data as / . It would seem that a priori information about / might be in­
troduced into the initial guess g so that, despite the non-uniqueness 
theorem, the projection of g would necessarily be a good approximation 
to / . Normally, however, characteristics of /which can be detected and 
introduced into the guess g are also detected very quickly by the method, 
so that at best an iteration or two is saved, while the quality of the recon­
struction remains the same. So far no one has found a basis for choosing a 
better guess than g = 0, in which case the Kacmarz method yields the 
function with minimum L2 norm among all functions with the same meas­
ured x-ray data. 

In the parallel beam case a fixed x-ray direction 0 plays the role of the 
fixed divergent beam source. If N'e is the null space of ^ a n d P'e is the 
orthogonal projection on the plane / -h N'e, then the analog of formula 
(7.11)is 

(7.13) Peg(a + tO) = g(a + tO) + ^\Q^\~\Qf^} for a + t0eQ. 

The combination of this formula with the iterative procedure in Theorem 
7.1 is called the Kacmarz procedure for the parallel beam transform. 
Again, it produces the orthogonal projection of an arbitrary initial guess 
on the plane of functions with the same measured x-ray data as the un­
known function/. 

In numerical implementations of the Kacmarz method, in order to 
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combat the effects of the non-uniqueness theorems and of noise in the 
data, a priori information is often incorporated into the procedure. 
Usually this takes the form of periodic projection of the current guess on 
a closed convex set to which it is known a priori that the unknown func­
tion/belongs, e.g. the set h e Ll(Q) satisfying 0 S h(x) ^ b. The theoreti­
cal justification of the validity of periodic projections on closed convex 
sets is given by a theorem of Brègman [3]: If in Theorem 7.1, the Nj are 
closed convex sets, then for every g e 34?, Qkg converges weakly to a point in 
N0. The conclusion here is of course much weaker than that of Theorem 
7.1. Not only is the convergence weak instead of strong, but nothing is 
known about the limit point, except that it is lies in N0 — and even in the 
Hilbert space B? simple examples show that the limit point depends upon 
the order in which the Nj are used. The incorporation of a priori informa­
tion, both of this kind and of others, into the reconstruction method seems 
to be a practical necessity, and it remains a problem on which much is yet 
to be done [8], [11], [19]. 

REMARK 7.14. Consider a system of M linear equations in TV unknowns 

(7.15) Lj(u) = <f#, cj> = vy, j = 1, ..., M. 

If / is a solution, Nj is the null space of Lh and Pj is the orthogonal pro­
jection o n / + Nj, then [12] 

(7.16) Pjg = g + (̂  j ^ p ) cr 

S. Kacmarz seems to have been the first to use this projection formula in 
combination with the iterative procedure of Theorem 7.1 (the convergence 
being trivial in this finite dimensional case) in the solution of such systems 
of equations. The solution produced is the orthogonal projection of the 
arbitrary initial guess on the plane of solutions. 

The first appearance of the Kacmarz method in x-ray work, or at least 
its first practical appearance, was in the original EMI scanner of G. N. 
Hounsfield [10]. The scanner used a parallel beam and used the formula 
(7.13), but probably Hounsfield had in mind a physical or geometrical 
interpretation of the formula, rather than the interpretation as a projection 
in Hilbert space. Indeed, with a and d fixed, (7.13) simply calls for correc­
tion of the guess g by the addition of a constant c(a, 0) along the line 
a + td, the constant c(a, d) being chosen so that the integral along this 
line gives the measured value. This version of the Kacmarz method for 
use with parallel beam x-rays was also discovered independently by 
Gordon, Bender, and Herman [4]. 

The divergent beam Kacmarz method can be given a similar, but much 
less intuitive, physical or geometric interpretation. With a and 0 fixed 
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(7.11) calls for correction of the guess g by the addition of the function 
c(a, 0)tl~n along the half line a + td9 the constant c(a, 6) being chosen so 
that the integral along this half line gives the measured value. The role of 
the weight factor tl~n can be seen by by imagining the correction that 
would be called for by the presence of a small region of high density. The 
correction is made throughout the cone generated by the region and the 
source. Even though the region is small, if the source is close, then the 
cone is large. The factor t1~n tempers the correction in the region where 
it is not wanted. 

REMARK 7.17. Recently there has been interest in the development of a 
3 dimensional analog of the 2 dimensional convolution method of recon­
struction. The true analog is given by the inversion formula (3.8), but it 
requires sources distributed uniformly around a sphere. This is impractical 
in most 3 dimensional problems, and what is desired is a non-iterative 
method making use of sources on an arc. Such a method is contained 
implicitly in the proof of the Uniqueness Theorem 5.6, for the formulas 
(5.11) and (5.12) allow the computation of all the moments of the function 
f(a + tO) from the measured x-ray data. Whether these formulas can be 
implemented in a practical way, however, we have no idea. Even in dimen­
sion 2 there is no known analog of the divergent beam convolution method 
which allows either a) the sources to be confined to any arc substantially 
smaller than a full circle surrounding the object; or b) the x-ray directions 
to be confined to a proper subset of the circle — both of which are allowed 
in the procedure of Theorem 5.6. 

8. Regions measured from multiple sources. The purpose of this section 
is to describe the measured regions in which each point is seen from multi­
ple sources. The discussion is confined to dimension 3, although the 2 
dimensional case is also covered by Theorem 8.5. For technical reasons the 
measured cones Ca are assumed to be open, and the source set A is as­
sumed to lie outside Ö. 

Since the measured region Qm is the union of the sets Ca f] £?, it follows 
that 

(8.1) Ca f] Ü cz Qm for each a e A. 

If all of Qm is seen from the source a, i.e. if Ca => öm, then (8.1) becomes 

(8.2) Ca fl Û = Qm if all of Qm is seen from a. 

Most of our proofs simply involve an examination of the consequences 
of (8.1) and (8.2) as they bear on the set 

(8.3) Q' = dQm fi Q, 
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which is the part of the boundary of Qm lying in Q. From (8.2) it follows 
that 

(8.4) dCa fi 0 = Q' if all ofQm is seen from a, 

simply because Ca and Q are open sets. 
If % is a plane and S is a subset of iz, we write dnS for the boundary of 

S relative to %, i.e., the closure of S (which automatically is contained in 
TC) minus the relative interior. 

THEOREM 8.5. If each point ofQm is seen from the same two sources a and 
b, and TC is any plane containing a and b, then the set dz(0m f| TC) fi 0 lies 
on the line ab. 

PROOF. From (8.2) it follows that 

(8.6) (c f fn^)nö = ö,n *, 
and from this it follows that 

(8.7) dx(ca f]7z)f]0 = dÂOm n % ) n Q, 
simply because Ca {] TC and Q Ç] TC are relatively open subsets of TC. Now, 
let p be any point in dn(Qm f] TC) f] Q. The half line ap meets Û in a union 
of disjoint open segments. Let a be the one containing p. By (8.7), 
p e dK(Ca Q n), hence ap c d%{Ca f| TC), hence, by (8.7) again, a c 
djßm fi n) fi 0. The same argument, using the source b instead of a, 
shows that the sector bo cz dz{Cb H n), and hence, by (8.7) again, that 

(8.8) ba r\0 ^ dK(Qm fi n). 

If p is not on the line ab, then the sector bo is a 2 dimensional sector in the 
plane TT, and the set bo [\ Q \s&2 dimensional neighborhood of p in the 
plane %, and formula (8.8) asserts that there are no points of Qm fi TU 
close to the boundary point p. This is a contradiction, and the theorem is 
proved. 

THEOREM 8.9. Suppose that each point of Qm is seen from the same two 
sources a and b, and that the line ab does not meet D. Any subset ofQ' which 
is both connected and locally connected must lie on a plane through a and b. 

PROOF. Let r be a subset of Q' which is both connected and locally con­
nected, and let %§ be any plane through a and b which intersects T7. It 
will be shown that %Q fi f is open in T7. Since TCQ fi r is also closed in r, 
it will follow that TZQ Ç\ r = r, and hence that T7 a 7zr0-

Let po be any point of 7C0 f] T7, choose r0 so that the ball B(p0, rQ) is 
contained in Q, and let U be a neighborhood of p0 contained in B(p0, r0/2) 
such that U f) r is connected. It will be shown that U f] J1 °= ô> which 
will show that TT0 fi Z7^ op e n in r. 
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Suppose there is a point px e U p T which is not on %$, and let %x be 
the plane abp\. If % is any plane through ab "between" TCQ and %x (i.e., 
separating /?0 and px), then # must contain points of U f] r, for otherwise 
TT would separate U f] T. Let /^ be such a point, and let Ö^ be the segment 

<** = aP* H £(/>o, ' o ) » ^ e f / n / ' f U c B(p09 r0/2). 

Since pÄ G Ö', it follows from (8.4) that p% G 3Cfl, hence that ap% a dCa, 
and, from (8.4) again, that o% c Q'. Now, in the same way, it follows that 
the sector ba% c= dCb, and hence that 

baK P B(po, r0) <= 0' . 

This is a contradiction, for, as % runs through all planes "between" %§ 
and tfi, the sets ban p #(/?o, ro) AU a n open set in i?!3, while the boundary 
Ö' cannot contain an open set. Thus, U p T7 cz 7zr0, and the proof is com­
plete. 

THEOREM 8.10. If each point of Qm is seen from the same three non-col-
linear sources a, b, and c, then 

a) 0' is contained in the plane abc. 
b) If H is either of the open half spaces determined by the plane abc, 

then Qm f] H is a union of connected components of Q p H. In particular, 
Qm p H = Q P H when the latter is connected. 

COROLLARY 8.11. / / each point of Qm is seen from the same four non-
coplanar sources, then Qm is a union of connected components of Q. In 
particular, Qm = Q when the latter is connected. 

PROOF. Let/? G Q', and assume, contrary to a), that/7 is not in the plane 
abc. As in the proofs of Theorems 8.5 and 8.9, we see that U = ba P Q 
is a 2 dimensional neighborhood of/? in the plane abp which is contained 
in Q'. Hence, by (8.4), the cone cU is contained in dCc, and, again by (8.4), 
the open set cU P Q is contained in Q'. This is a contradiction, so part a) 
of the theorem is proved. Part a) shows that Qm [\ H is both open and 
closed in Q P H, which proves part b). 

In the case of the four non-coplanar sources of the corollary, part a) 
shows that Q' must be contained in each of the four planes determined by 
the faces of the corresponding tetrahedron. Since these planes have no 
common point, Q' must be empty, so Qm must be both open and closed in 
Q, which proves the corollary. 

Until now we have been considering the case where each point of Qm 

is seen from the same two, three, or four sources, and have seen that the 
limitations on Qm are severe. Now we take up the case where each point is 
seen by two, three, or four sources, but not necessarily the same ones. In 
practical cases the limitations are equally severe. 
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DEFINITION 8.12. We say that Qr has a tangent plane at the point p e Q' 
if there is a neighborhood U of p such that • 

(8.13) Qmf)U={xeU: F(x) > 0}, 

where F is continuous on U and differentiable at p and \/F(p) ^ 0. The 
tangent plane is then the plane 

(8.14) 7Zp=p + ^F(p)\ 

We say that Q' is smooth at p if F can be taken of class C1 on U. We 
write Q't for the set of points where the tangent plane exists and Q's for the 
set of smooth points. 

It is clear that Q's <= Q't c Q' and that Q's is an open subset of Q'. 
If p G Q\ and if the coordinates in Rn are chosen so that/? = 0 and so 

that the tangent plane np is the plane xn = 0, then according to the implicit 
function theorem, U, 3, and e can be chosen so that 

(8.15) Qm fi U = {x: \x'\ < Ö andf(x') < xn < e}, 

where x = (x\ xn) a n d / i s continuous for \xf\ < ô and differentiable at 
0 with/(0) = 0 and v/(0) = 0. If p e Q'Si then/is C1 on \x'\ < Ö. 

LEMMA 8.16. Ifp G Q\ f) Ca9 then a G KP. 

PROOF. As in the earlier proofs, the half line ap meets Q in a union of 
disjoint open segments, and we take a to be the one containing/?. Since a 
lies in Ca, it follows from (8.1) that a lies in Qm. It is easily seen from (8.15) 
that this forces a to lie in the tangent plane KP, and hence the whole line 
ap to lie in %p. 

Henceforth it is assumed that the number of sources infinite. 

LEMMA 8.17. Suppose that the set A of sources is finite. If each point of 
Qm is seen from at least k sources, then for each point p G Q' there are at least 
k sources a for which p G Ca. 

The proof is obvious. 

THEOREM 8.18. (COLLINEAR SOURCES). Suppose that each point of Qm is 
seen from at least two among a finite number of sources on a line / which 
does not meet Q. Then each connected component of Q's lies in a plane con­
taining /. 

PROOF. Notice first that according to Lemmas 8.16 and 8.17 every tan­
gent plane to Q's must contain the line /. Let Tbc a component of Q's, and let 
% be the tangent plane at any point. The set % f| T is non-empty and 
closed in T9 and we shall show that it is also open in T. 

Ifp is any point in n fi A then %p = n, for both planes contain the line 
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/ and the point p <£ /. For simplicity of notation we write (x, y, z) in place 
of (x\, *2, Xs\ and we choose the coordinates as in (8.15) so that p = 0 
and Tip = 7C is the plane z = 0. In the je, y plane we choose the coordinates 
so that / is the line x = c, z = 0. If q = (x, y, fix, y)) is a point near p 
which is in Ca fl Cb (in accordance with Lemma 8.17), then by Lemma 
8.16, idf/dx, df/dy, — 1) is orthogonal to both a — q and b — q, and hence 
to a — b. By virtue of the choice of coordinates this means that df/dy = 0, 
and hence that/ is a function of x alone, and we write/(x) instead of/(x, y). 

Since the tangent plane at any point must contain the line /, it follows 
that f{x) = (x — c)f\x), and hence that fix) = kix — c). Since f'iO) = 
0,/must be 0, so in a neighborhood of p, Q' is contained in %. This shows 
that % fi r is both open and closed in T7, hence equal to T7, and therefore 
that r c %. 

COROLLARY 8.19. (COLLINEAR SOURCES). Along with the conditions of 
the theorem, suppose also that Q's is dense in Q' and that Q's has only a finite 
number of components. If W is one of the wedges bounded by two adjacent 
planes corresponding to components of Q's, then Qm Ç] W is a union of com­
ponents of Q fi W- In particular, Qm f| W = Q f| W when the latter is 
connected. 

PROOF. With the conditions of the corollary, Q' is contained in the same 
finite union of planes as Q's, so that Qm f| W is both open and closed in 
Q fi W. 

THEOREM 8.20. (COPLANAR SOURCES). Suppose that each point of Qm is 
seen from three non-collinear sources among a finite number of sources on a 
plane %. Then Q't a %. IfQ\ is dense in Q' and H is either of the two open half 
spaces determined by %, then Qm f) H is a union of components ofü{\ H; 
in particular, Qm f| H = Q f| H when the latter is connected. 

PROOF. By a slight extension of Lemma 8.17, if p G Q', then peCa for 
three non-collinear sources a. Therefore, by Lemma 8.16, if p eQ't, then 
p G %. If Qf

t is dense in Q', it follows that Q' <= %, and hence that Qm Ç) His 
both open and closed in Q f| H. 

THEOREM 8.21. (STRONGLY NON-COPLANAR SOURCES). Suppose that 
each point of Qm is seen from four non-coplanar sources among a finite 
number of sources altogether. Then Q't is empty. If Qt is dense in Q', then 
Qm is a union of components ofQ; in particular, Qm — Q when the latter is 
connected. 

PROOF. Again by a slight extension of Lemma 8.17, if peQ', then/? G Ca 

for four non-coplanar sources a. Therefore, by Lemma 8.16, if/? GÖ,', then 
p lies in each of the planes determined by the faces of the corresponding 
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tetrahedron. Since these planes have no common point, Q't is empty. 
If Q't is dense in Q\ then Q' is also empty, and Qm is both open and closed 
inö . 

9. Examples. This section contains some examples of x-ray setups that 
may be of use in 3 dimensional practice. Two criteria are considered: 

i) The setup is consistent with the uniqueness theorems in the sense that 
an infinite number of sources will guarantee uniqueness, so that a 
sufficiently large finite number, if used correctly, will provide a good 
approximation. 

ii) Each point of the measured region Qm is seen from multiple sources. 
In practice the number of sources is finite, the region Q is a simple region 
containing the actual physical object, and the measured cones Ca are 
simple objects, too, with smooth boundaries except perhaps along a 
finite number of edges. Thus, the various smoothness and connectedness 
hypotheses in the last section are satisfied. 

a) COLLINEAR SOURCES. If the sources are to lie on a line / which does 
not meet £?, then the only realistic setup meeting ii) is that where each Ca is 
a fixed connected wedge W with edge /. According to Corollary 8.19, any 
setup would have to be effectively a union of these. In this case each point 
of Qm is seen by all of the sources. If % is any plane containing /, the Uni­
queness Theorem 5.1 can be applied to the section Q f| n to show that 
uniqueness does hold with any infinite number of sources on /. Thus, this 
setup does satisfy both criteria i) and ii). Reconstruction can be performed 
either by the 3 dimensional Kacmarz method of section 7 or by the use of 
any of the known 2 dimensional methods within the sections Q f| ft. 

With sources on a line, however, it seems likely that the angles in The­
orem 7.1 will be rather small and that the problem will be rather "ill-condi­
tioned" whatever reconstruction method is used. 

b) COPLANAR SOURCES. Suppose that the sources lie in a plane %. Unless 
it is feasible to measure the entire part of Q in one of the two half spaces 
determined by % (which is not often the case), Theorem 8.20 shows that 
criterion ii) can be met only in ways that are basically collinear. For ex­
ample, the sources might be taken on a polygonal arc with each segment of 
the arc treated as in the collinear case. This would give an acceptable setup 
in terms of the criteria i) and ii). An important practical question would 
be whether the sources can be ordered so as to produce reasonable angles 
in Theorem 7.1. If not, the problem may be rather ill-conditioned no mat­
ter what reconstruction method is used. 

c) STRONGLY NON-COPLANAR SOURCES. Probably the most efficient 3 
dimensional reconstruction setups, those producing the largest angles in 
Theorem 7.1 and the best conditioning in the problem, will require 
strongly non-coplanar sources. However, Theorem 8.21 shows that in this 
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case criterion ii) can be met only when all of Q can be measured. 
d) MIXED SOURCES. A practical way to meet the criteria i) and ii), and 

at the same time produce both a reasonable measured region and a 
problem that is reasonably conditioned, may be to use sources that are 
not coplanar, but not strongly non-coplanar either. The following is an 
example. (See Figure 2.) 

In the typical 3 dimensional reconstruction problem Q is a cylinder 

Q = D x ( — c, c) 

where D is the unit disk in the x, y plane, and the reconstruction is desired 
on a part 

Q0 = D x ( - 6 , b), b < c. 

Take S to be the set of directions in the upper half space R% making an 
angle < a = arctan(£/2) with the x, y plane, and let C be the cone with 
vertex 0 generated by S. To begin with, let the sources set Ax be the circle 
with center 0 and radius 3 in the plane z = —b, and, for each ax e Au let 
Cai = ax -f C. Then, as in Theorem 5.6, the measured region is 

Qm = (A, + C) fi 0. 

In the picture below, Qm is obtained by revolving the region shaded with 
solid lines around the z axis. 

This is a situation where Theorem 5.6 is applicable, so uniqueness holds 
on the measured region Qm, and criterion i) is satisfied. Note that Qm is 
contained in the desired region Q0 and that it includes all of this region on 
or below the plane z = 0. Indeed, each point in the latter set is seen from 
every source. 

With a finite number of sources criterion ii) is not satisfied. Indeed, with 
a finite number of sources each point of Q\ except those where there is no 
tangent plane, has a neighborhood in which the points are seen from only 
one source. 

Now, however, adjoin a second source set A2i the circle with center 0 
and radius 3 in the plane z = b, taking, for each a2 e A2ì Ca2 = a2 — C. 
With A = A\ U A2 as the source set, the measured region becomes 
precisely the desired region Q0, uniqueness holds, since it holds on the two 
parts individually, and every point in Q0 is seen either from all sources in 
Ai or from all sources in A2. With a finite number of sources, half from Ax 

and half from A2, each point of the measured region Q0 is seen from at 
least half of the sources. 

With this setup both the criteria i) and ii) are well satisfied. (The same 
effect is achieved by taking Ax and A2 to have any radius r ^ 3 and any a 
satisfying b/(r - 1) ^ tan a S 2b/(r + 1).) 

In the interest of economy it may be advantageous, particularly in 
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relatively high contrast problems, to try to reconstruct from data which 
are insufficient to provide uniqueness, even in the limiting case of infinitely 
many sources. Figure 3 below shows a simulation of a chest cross section 
with the x-ray setup suggested in [9]. Q is a circle of radius r containing the 
full cross section, and O0 is a concentric circle of radius r0 containing the 
heart, which is the region of interest. The attenuation is measured only 
along rays which meet the intermediate concentric circle Qx of radius rx. 
In this 2 dimensional situation the issue is not that there is difficulty in 
measuring the full beam, but rather that it is desirable to reduce the re­
construction computations by making use of only a part. In order to 
isolate the effect of the nonuniqueness inherent in the use of a partial 
beam of this kind, we assume that the source set A is an infinite set dense 
in a circle (or any other curve) surrounding Q. 

In this case the measured region is the whole of Q. Points inside Qi are 
seen from all sources. A point outside Qx is seen from all sources on the 
two arcs cut off by the two tangent lines from the point to Qx. Thus all 
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Figure 3. Simulated chest cross section showing the heart with the left chamber filled 
with 10% contrast dye, the spine, the chest wall, and the ribs. The indicated x-ray 
attenuation coefficients are taken from [23]. Q is a circle containing the entire cross 
section, and QQ is a concentric circle containing the heart, which is the region of interest. 
The attenuation is measured only along rays which meet the concentric circle Qx between 
the two. 
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points are seen from infinitely many sources (and with finitely many 
sources, all points are seen from a large fraction). 

The null space NA, however, is large. A function lies in the null space if 
and only if its line integrals vanish for all lines meeting Ql9 i.e., if and only 
if its Radon transform vanishes for \i\ < r± and \t\ > r. If g(d, t) is any 
function which satisfies the consistency conditions of Helgason and 
Ludwig (they are listed in the proof of Theorem 5.6) and which vanishes 
for |/| < rjandj/l > r, the Radon inversion formula (see [19]), 

(9.1) u(x) = ±A$sig(0,<x90»d09 

provides a function u e NA. In particular, if p is a function of one variable 
defined for t > 0, and 

g(0,O = g(d, -t) = p(t) 

the consistency conditions are automatically satisfied, and the formula 
(9.1) simplifies. The result is as follows. 

lfp(t) = Ofor t < rx and t > r, then 

(9.2) u(x) = f °° p'(s) (s* - I*!2)"172 ds 

lies in the null space NA. 

Obviously, therefore, the lack of uniqueness is large. 
On the other hand, if the functions ueNA do not vary much on the 

region Q0, then the lack of uniqueness does little harm to the reconstruc­
tion. If g(0, t) = ûteii(t) vanishes for \t\ < rx and \t\ > r, formula (9.1) 
gives 

(9.3) u(x) = A f f 8(e> *) (s - <x> Ö»~2 ds de f°r W = r°-

With this and the Cauchy-Schwarz inequality it is easy to establish that 

\u(x) - w(0)| S CiWgWv&xRi) for \x\ ^ r0, 
l Çn/2 Çr / I I 

(9.4) C ? = "&? J o J n \S~2 ~ (S + r i co s02 

{(S-rl cos <p? - i l ds d(p' 

It is also easy to establish that 

\u(x) - w(0)| g C2 J sup|g(0, s)\dO for \x\ g r0, 

cftfji 

+ 

2TP \A - r\ r* - r%\ 
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Since 

(9.6) 

we also have 

(9.7) 

Ikltf(sixRi) S l^Tzir1 - rf)Vi \\u\\LHm, 

\u(x) - w(0)| è Cs||«||tfü« M \x\ è to, 

With reasonable choices of the radii the constants Cl5 C2, and C3 are quite 
small. For example, with r0 = 4.7 and r = 19.5 (see the chest phantom 
dimensions below) they are as follows. 

r 1 = 11 
/•j = 12 
r, = 13 

Ci 
.000634 
.000477 
.000367 

Q 
.001742 
.001288 
.000956 

Q 
.00902 
.00663 
.00496 

The constant C\ was obtained by numerical integration in (9.4) by Mr. 
Al Chu of the Mayo Clinic. 

Now, l e t / b e the unknown density function, and let/0 be the solution 
produced by the reconstruction, so that u = / — /0 . There are various 
possibilities for completing the estimate of \u(x) — w(0)|. On the one hand, 
t%of can be computed from the x-ray data, provided the full beam is 
measured, even though only part is used, and of course ^ / 0 can be com­
puted. Thus, in any given case the norm and integral on the right of (9.4) 
and (9.5) can be computed explicitly. 

On the other hand, if the Kacmarz reconstruction method is used 
with the usual initial guess 0, then f0 is the orthogonal projection of 0 on 
the plane / -f A^, so w is the orthogonal projection of / on NAi and 
hence 

M Uw) < |L2(/?2). 

Consequently, 

(9.8) \u(x) - u(0)\ ^ C3|| |L2(*2) for \x\ ^ r0. 

In the case of the chest phantom of Figure 3 the features are all repre­
sented by ellipses with axes (in cm.) as follows: 

outer ellipse 
inner ellipse 
heart 

25.8 by 34 
22 by 30 
5.2 by 9.4 

chamber 
spine 
ribs 

3 by 3 
3 by 3 
1.2 by 2.6 

The L2 norm turns out to be 3.6, and the evaluations of \u(x) — w(0)| 
given by (9.8) are as follows. 
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\u(x) - 1/(0)1 
.032 
.024 
.018 

The density differences sought in this problem are those of heart muscle 
vs. dye filled chamber and heart muscle vs. air, which are .18 and .13 
respectively. 

The estimate (9.8) is appealing because it is almost independent of the 
patient. Once the dimensions are roughly fixed the L2 norm will change 
very little from one patient to the next. Consequently, the estimates in 
(9.9) are almost absolute. 

On the other hand, much tighter estimates probably result from (9.4) 
and (9.5). It seems likely that a great deal is lost in the inequality (9.6). 

REMARK 9.10. In the above discussion it is only assumed that the density 
function/vanishes outside Û. In the example of Figure 3/actually vanishes 
outside the large ellipse, and this additional constraint is sufficient to 
provide uniqueness, by virtue of Theorem 5.1. (The measured data contain 
the full beam data for all sources a in Oi and outside the ellipse.) Some 
reconstruction methods can make use of such a constraint, while others 
cannot. 
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