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PROPERTIES OF PÓLYA PEAKS 
HERB SILVERMAN 

1. Introduction. In this note, G(t) will represent a positive, non-
decreasing, unbounded, continuous function defined for all real 

The order k and the lower order /x of the function G(t) are defined 
by the relations 

,. log G(t) v ,. . rlogOt) 
hm sup —f3—^ = k, lim int — ? — ^ = fi. 

f_>oo log t f_>oo log t 
An increasing sequence 

is said to be a sequence of Pólya peaks of order a (0 ̂  a < <» ) for 
the function G(£) if it is possible to find sequences {rm'}, {rm" } such 
that 

rm'-* °°, rjrm' - * » , rm"lrm-* <*> 

and such that 

(1.1) G ( * ) / ^ (1 + o(l))G(fm)/rm« (ro-> °°, r m ' ^ f g rm"). 

It is required that the error term o(l) in (1.1) approaches zero 
uniformly as t tends to infinity in the intervals [rm ', r m " ] . 

Pólya peaks have been used by Edrei and other authors [6], [7], 
[10] to establish interesting results on the value distribution theory 
of meromorphic functions in the plane; in particular, inequality 
(1.1) is useful in the estimation of integral transforms occurring natural­
ly in this theory. 

The following existence theorem relates the order of the function 
to the orders of its Pólya peaks. 

THEOREM A. Let G(t) have order k and lower order /u, (/x < oo? 

\ ë °°). Then with every finite a such that 

tt ^ a ^ A, 

it is possible to associate a sequence of Pólya peaks of order a. 
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Theorem A was proved by Edrei [3] who introduced "Pólya peaks/' 
It is sometimes useful to reverse the sense of the inequality (1.1). 

An increasing sequence 

fi , f2 , * * *, rm , • • • 

is said to be a sequence of Pólya peaks of the second kind (of order 
a) for the function G(t) if it is possible to find sequences {rm '}, 
{I'm } such that 

r ' —* oo r */r ' —» oo r " Ir * —* oo 'm * ^ ? ' m / ' m * ? ' m / ' m * 

and such that 

G(*)/t«g: (l + o(l))G(rm*)l(rmy {m^^,rm'^t^ rm"). 

In [7], Shea proves the analogue of Theorem A for Pólya peaks of 
the second kind. (To distinguish the peaks {rm} in (1.1) we shall 
sometimes refer to them as Pólya peaks of the first kind.) The 
theorems of Edrei and Shea contain no information pertaining to 
the existence of Pólya peaks outside the interval [fx, X] . 

2. Statement of main results. 

THEOREM 1. Choose any four real numbers a, ii, A, and ß such that 
0 ^ i a < /JL ^ A < ß. Then there exists a logarithmically convex 
function G(t) of order X, lower order fx7 and having Pólya peaks (of 
both kinds) of orders a and ß. 

The additional effort to construct the function G(t) to be logarith­
mically convex (i.e., log G(i) is a convex function of log t) seems 
justifiable due to the following considerations: 

If f(z) is a nonconstant, entire function, then from Hadamard's 
three-circles theorem [8, p. 172] it follows that 

log M(r,f) = max log \f(z)\ 
\z\=r 

is a convex function of log r. It can also be shown that Nevanlinna's 
characteristic function T(r, f) is logarithmically convex, for any 
meromorphic function f(z) [5]. Edrei and Fuchs [4] have shown that 
for an unbounded logarithmically convex function fl(r) of finite order, 
there exists an entire function f[z) satisfying 

T(r9j) - log M(r,f) ~ fì(r) (r-> oo ). 

(Clunie [1] has removed the restriction of finite order. Compare 
also Valiron [9, p. 130].) 

In view of these results, Theorem 1 may be applicable in the theory 
of entire and meromorphic functions. 
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I will also prove the following "intermediate value" property for 
Pólya peaks: 

THEOREM 2. Assume G(t) has a sequence {rm} of Pólya peaks (of 
the first kind) of order y and a sequence {sm} of Pólya peaks (of the 
first kind) of order ß (ß < y). Let a be given in the interval [ß, y]. 
Then G(t) has a sequence of Pólya peaks (of the first kind) of order a. 

The theorem still holds if peaks of the first kind are replaced by 
peaks of the second kind. 

It should be pointed out that Theorem 2 is implicit in a paper of 
Drasin [2, p. 337]. 

We have stated some sufficient conditions for the existence of 
Pólya peaks. Are there any necessary conditions? I shall show that 
given G(t)y there exist upper and lower bounds for the possible orders 
of Pólya peaks associated with the quantities 

lim sup -§7?" = °*{a\ l i m in f "TST^ = ° *(a) 

(2.1) * — F G(t) ,_oo G(t) 

(\<<T< 0 0 ) . 

Define 
ft = inf ft(a), K = sup K((T). 

<T>1 < 7 > 1 

THEOREM 3. If G(t) has a sequence of Pólya peaks (of either kind) 
of order a, then 

In particular, Theorem 3 together with Theorem A yields that 

K S /Lt S k g ft. 

3. Proof of Theorem 1. Let {x m }^ = 1 be chosen so that 

(3.1) xi > 3, xm+l = xm + IVlog2xm ( m = l , 2 , • • • ) , 

where N > 0 is a given constant, and log2 x = log (log x). Simple 
computations yield 

xm ^ xi + (m - l)N log2 xu 

xm < Km log m (m = ra0). 

Choose 

(3.2) N = 08 + k)liL, 

and a sequence {vm} such that 
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(3.3) lim sup vm = X, lim inf vm = fx, 
m-* °° m-* °° 

and 

(3.4) vm+l -vm^ llxm (m = 1,2, 3, • • •). 

This is clearly always possible since ^Z=i l/xm diverges. Condi­
tions (3.2) and (3.4) will enable us to prove the logarithmic convexity 
part of the theorem. 

We now define a continuous function i/j(r) on [x, oo] by writing 

[xm, *m + l] = l m U / m U K m ( m = 1, 2 , ' • •) , 

where 

Jm = [Xm, *m + l o g 2 *m] , / m = [*ro + l o g 2 *m, Xm + 2 l o g 2 Xm] , 

2 ^ = [Xm + 2 l 0 g 2 Xm, X m + 1 ] . 

We then define i/*(aci) = 0*1"1 and, for each m ^ 1, 

*(r) = *(xJé^-*">log{e'-*» + (e - 1)} (r G Im) 

= i/,(xm + log2 xm)e^-^ - ^ O (r G /m) 

= i^(xm + 21og2xm) 

e » m + i ^ + i - i/,(am + 21og2sm) , 
+ J -Tin \ (r - (̂ m + 2 log2 xm)) 

Xm+l - ( * m + 2 1 o g 2 X m ) 

(r G K,»). 

Clearly, 

(3.5) * ( * « ) = e*""" (m = 1 , 2 , • • •). 

We now make the following substitutions: 

r = log t, xm = log ym, G(t) = i/>(log *). 

We will show that G(t) satisfies all the conditions of the theorem. 
Fort /m =^ t^ ym+i, 

l o g G(ym) ^ log G(t) ^ log G(ym-n) 
log!/m+i "" log* " logym 

In view of (3.5), this yields 

v„ 

xm ^ log G(t) ^ xm+l 
= "m + 1 Xm+l l o g * Xn 

Hence from (3.1) and (3.3) we obtain 
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\ogG(t) - plogGf) 
lim sup f v } = X, lim inf f v y = /x. 

,_>« logf *_»• log£ 

{t/m(log2 t/m)1/2} is a sequence of Polya peaks (of both kinds) of 
order a. 

{j/m(log2 t/m)3/2} is a sequence of Polya peaks (of both kinds) of 
order ß. 

It remains to prove that G(t) is logarithmically convex. This is 
equivalent to proving that ifß(r) is convex. We must show that given 

(3.6) 2</r(r) g $(r + a) + ijj(r - a) 

for every a > 0. 
If [r — a, r + a] is contained in one of the intervals Im, Jm, or K™ 

the verification is straightforward. 
If [ r — a, r + a] is in two of these intervals, the computations are 

similar to those used in verifying the values 

(3.7) r = xm + log2xm, r = xm + 2 log2xm, r = xm+1. 

We verify (3.6) for these three critical values. 
For r = xm + log2xm, we must show 

(3.8) 2ae.,+ ^'°K<ff--7^-'>). 
log {eIoS2*» + (e - 1)} 

If a ^ 1//8, the inequality is trivial. If a ^ 1//3, choose m large 
enough so that 

bg fr*,-- + ( e - l ) } s e_a(,_a) 
log {e,(,K2*». + (e — 1)} 

Inequality (3.8) now follows immediately. 
For r = xm + 2 log2xm> we must show 

1/ - O l g ^ + 1 % , + 1 - ^ ( X + 21og2Xm ) 
ifr(xm + 2 log2xm) g —— ^ a 

xm+l- (xm + 21og2xm) 

This reduces to 

(3.9) 

where 

Am — 
ex< 

+ <l>(xm+ logÄ)^21"«*1»-*) 

l^Ama+ e-"», 

"+l""'+1 -0 (xw + 21og8xw) 
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Using (3.1), (3.2), (3.3), and (3.4) we obtain 

„Xmiv m+i-vJl+(Nti-(ß+a))\og2Xm 

K(log2xm)2 

When Am ̂  ß, inequality (3.9) is true. 
Finally, for r = JCm+1 it is sufficient to show that for m large, 

(3.10) 1 ̂  e«a log {ea + (e - 1)} - a/3. 

Inequality (3.10) follows on observing that the right-hand side is 
an increasing function of a (a = 0). 

4. Proof of Theorem 2. By assumption, 

(4.1) G(t)lty=i (1 + o(l)) G(rm)lrmy (rm'^t^ rm"), 

where 

(4.2) r m ' - » o o , rjrm'-+ce y rm"lrm-+cc 

and 

(4.3) G(t)lt* ^ (1 + o(l)) G(sm)lsmß (sm'^t^ sm"), 

where 

(4.4) Sm ' - » 00 y sjsm ' - > 00 , Sm"lsm -+ 00 . 

Considering, if necessary, a subsequence of the original sequence 
of peaks in (4.1) and (4.3), we may assume that 

(4.5) si < f! < s2 < r2 < 

Define a sequence {tm} by 

(4.6) Ç&U sup GW, 

where 

(4.7) I m = [ r n ' , C + i ] . 

If we can construct a sequence {um} with vm in the interval/m, 

(4.8) Jm= [rm ,«m +i] 

having the property that 

(4.9) G(vn)lvn"^ (1 + o(l)) G(tm)ltm«, 

then by (4.2), (4.4), (4.5), (4.6), (4.7), and (4.8), {vm} will be a sequence 
of Pólya peaks of the first kind of order a. 

Define vm as follows: 
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(4.10) = *m if rm < fm.g sm+h 

Clearly, üm is in the interval (4.8). We will show that vm satisfies 
(4.9). 

If vm = tm, the result is obvious. 
If vm = rm, by (4.1) and (4.10) 

stì a a + od» s a * . ~ - (i + od» s a (& ) -
vm tm' im \ r m / 

which, in view of (4.10) and the definitions of y and a, yields (4.9). 
Ifom = * , + ! , by (4.3) and (4.10) 

^ (1 + o(D) f ^ m - = (1 + o(l))f^ (f f ° , 
and using (4.10) and the definitions of ß and a we again obtain (4.9). 

The proof for Pólya peaks of the second kind is analogous and will 
be omitted. 

5. Proof of Theorem 3. Assume there exists a a > 1 and a sequence 
of Pólya peaks {rw} of the first kind of order fì(<j) + e (e > 0). Then 
formic M0, 

(5.1) ^Sr^Hod))^ 

Letting rm = r„Ja in (5.1), we obtain 

G(ar m ) /G( r m )^ ( l + o(l))o"«+« 

which leads to 

liminf Gj\!m} ^a*W+«. 

and contradicts (2.1). 
If there existed a a > 1 and a sequence of Pólya peaks {sm} of the 

second kind of order O(a) + 6, we would have for m == Mi, 

GJVSm) ^ /-, • ^ixx G ( * m ) 

which leads again to a contradiction of (2.1). 
This shows that a ^ ^(«r) for every cr. Hence a = fl. 
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The proof that a = K is similar and will be omitted. 
I wish to thank the referee for some helpful suggestions. 
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