# INVERSE SCATTERING FOR SCATTERING DATA WITH POOR REGULARITY OR SLOW DECAY 
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1. Introduction. Motivation to study the inverse scattering problem for scattering data with poor regularity or slow decay is an application which will be given in two subsequent papers [7, 21] for the Cauchy problem of the Korteweg-deVries equation ( $K d V$ ) $u_{t}-6 u u_{x}+u_{x x x}=0$ with irregular initial profile as, e.g., a smooth enough box shaped potential or a steplike a smoothed Heavyside function $[\mathbf{4 , 5}]$.
If we consider $u(x)$ as a potential for the Schrödinger equation $-y^{\prime \prime}(x)+u(x) y(x)=k^{2} y(x)$ we can associate to $u$, by a well known procedure $[8,9]$, the scattering data of which a part is given by the so called scattering matrix ( $T_{+}, R_{+}, T_{-}, R_{-}$). To find a solution $u(x, t)$ of the $K d V(t>0)$ it is enough to study the evolution of the scattering in time and to construct $u(x, t)$ by the inverse problem $[\mathbf{3}, \mathbf{4}, \mathbf{5}, \mathbf{7}$, 10, 11, 12, 13]. Often, however, the evolution of the scattering data, especially $R_{-}$, does not stay within the set where the inverse problem was known to be solvable $[\mathbf{4}, \mathbf{5}]$.

Let us briefly outline the organization of the paper. In $\S 2$ we discuss the Marchenko equation in $L_{2}\left(R_{-}\right)$. In $\S 3$ we study the inverse scattering problem under weaker decay and regularity properties of $R_{-}$ and its Fourier transform than in $[8,9]$.
Let us introduce the following notation. Let $f$ be a complex valued function defined on $\mathbf{R}$. By $\tau_{x} f$ we denote the translated function $\tau_{x} f(y):=f(x+y)(x$ and $y$ in $\mathbf{R})$. If $h \neq 0$ we denote by $\Delta_{h} f$ the differential quotient $\left(\Delta_{h} f\right)(x):=\frac{(f(x+h)-f(x))}{h}$.
Let $f$ be in $L_{2}(\mathbf{R})$. By $\hat{f}$ we denote the Fourier transform $\hat{f}(k):=$ $\int_{-\infty}^{\infty} f(x) e^{2 i k x} d x$. By $\tau_{x} f$ we define the operator on $L_{2}\left(\mathbf{R}_{-}\right)$defined by

$$
\tau_{x} f(g)(y):=\int_{-\infty}^{0} \tau_{z} f(x+z) g(z) d z \quad\left(g \text { in } L_{2}\left(\mathbf{R}_{-}\right)\right) .
$$

By ' or $\partial_{x}$ we denote the derivation with respect to $x$. For a complex
number $a$ we denote by $a^{*}$ its complex conjugate. By $H_{2}^{+}$we denote the Hardy space of all functions which are analytic in the upper half plane such that the supremum of the $L_{2}$-norms over lines of constant imaginary part is finite. By $L_{2}(-\infty)$ we denote the Fréchet space consisting of functions $f: \mathbf{R} \rightarrow \mathbf{R}$ with $f$ in $L_{2}((-\infty, a))$ for all $a$ in R.

Finally let us remark that this paper is closely related to [6]. There, correcting results of [2], a characterization of a certain class of steplike potentials in terms of the corresponding scattering data is given. As in [6] we follow an approach to the inverse problem which is due to Faddeev [1, 9].
2. The Marchenko equation in $L_{2}\left(\mathbf{R}_{-}\right)$. Let us first restate a result due to Agranovich and Marchenko [1; Lemma 3.3.3, p. 73].

Lemma 2.1. (Agranovich and Marchenko). Let $n \geq 0$ be given. Let $f$ be a real valued function in $L_{2}(\mathbf{R})$ such that its Fourier transform $\hat{f}$ is continuous, $(2 k)^{n} \hat{f}$ is in $L_{2}(\mathbf{R})$ and $\lim _{|k| \rightarrow \infty}(2 k)^{n} \hat{f}(k)=0$. Then

1) $\tau_{x}\left(f^{(\ell)}\right)$ is a compact operator from $L_{2}\left(\mathbf{R}_{-}\right)$to $L_{2}\left(\mathbf{R}_{-}\right)$for $0 \leq$ $\ell \leq n$.
2) $\lim _{h \rightarrow 0} \underline{\tau_{x}\left(\Delta_{h} f^{(\ell-1)}\right)}=\underline{\tau_{x} f^{(\ell)}}(1 \leq \ell \leq n)$ in operator norm.

The following result can be proved by standard methods.

LEMMA 2.2. Let $n \geq 1$ be given. Let $f$ be a real-valued function in $L_{2}(\mathbf{R})$ such that its Fourier transform $\hat{f}(k)$ is continuous and $\lim _{|k| \rightarrow \infty} \hat{f}(k)=0$. If $f^{(\ell)}(x)$ and $|x|^{1 / 2} f^{(\ell)}(x)$ are in $L_{2}(-\infty)$ for $1 \leq \ell \leq n$, then

1) $\tau_{x} f^{(\ell)}$ is a compact operator from $L_{2}\left(\mathbf{R}_{-}\right)$to $L_{2}\left(\mathbf{R}_{-}\right)$for $0 \leq \ell \leq$ $n$, and
2) $\lim _{h \rightarrow 0} \underline{\tau_{x}\left(\Delta_{h} f^{(\ell-1)}\right)}=\tau_{x} f^{(\ell)}(1 \leq \ell \leq n)$ in operator norm.

Let $f$ be in $L_{2}(\mathbf{R}) . f$ is said to have property $P_{N}(\mathbf{N}$ in $\mathbf{N})$ if the following conditions are satisfied:

There exists a decomposition $f=f_{1}+f_{2}$ of $f$ in $L_{2}(\mathbf{R})$ such that

1) for $i=1,2, f_{i}$ is in $L_{2}(\mathbf{R}), \hat{f}_{i}$ is continuous and $\lim _{|k| \rightarrow \infty} \hat{f}_{i}(k)=0$;
2) $k^{N} \hat{f}_{1}$ is in $L_{2}(\mathbf{R})$ and $\lim _{|k| \rightarrow \infty} k^{N} \hat{f}_{1}(k)=0$; and
3) $f_{2}^{(n)}$ and $|x|^{1 / 2} f_{2}^{(n)}(x)$ are in $L_{2}(-\infty)(n=1, \ldots, N)$.

Let $F_{-}$be an element in $L_{2}(\mathbf{R})$ with property $P_{N}$ where $N \geq 1$ such that its Fourier transform $R_{-}(k):=\int_{-\infty}^{\infty} F_{-}(x) e^{2 i k x} d x$ satisfies $\left|R_{-}(k)\right| \leq 1$ and $R_{-}(k)=0\left(\frac{1}{k}\right)$ as $|k| \rightarrow \infty$. Let $\left(c_{-j}\right)_{j \in J}$ be real numbers where $J$ is a finite set. Now let us introduce the function

$$
\Omega_{-}(s):=F_{-}(s)+2 \sum_{j \in J} c_{-j} e^{2 \kappa_{j} s} .
$$

Then $\tau_{x} \Omega_{-}$is a compact operator from $L_{2}\left(\mathbf{R}_{-}\right)$to $L_{2}\left(\mathbf{R}_{-}\right)$. For any $x$ in $\mathbf{R}$ and $y \leq 0$ let us consider the Marchenko equation

$$
0=B_{-}(x, y)+\Omega_{-}(x+y)+\int_{-\infty}^{0} B_{-}(x, z) \Omega_{-}(x+y+z) d z .
$$

In operator form this equation can be written as an equation in $L_{2}\left(\mathbf{R}_{-}\right)$ in the following way: -

$$
\left(\mathrm{Id}+\underline{\tau_{x} \Omega_{-}}\right) B_{-}(x, \cdot)=\tau_{x} \Omega_{-},
$$

where Id denotes the identity operator.
In the same way as Faddeev [9] did, one proves

Proposition 2.3. The homogeneous equation (Id $\left.+\underline{\tau_{x} \Omega_{-}}\right) h=0$ in $L_{2}\left(\mathbf{R}_{-}\right)$has only the trivial solution $h=0$.

From Proposition 2.3 and from the compactness of $\tau_{x} \Omega_{-}$, it follows that, for any $x$ in $\mathbf{R}$, the Marchenko equation has a unique solution $B_{-}(x, \cdot)$ in $L_{2}\left(\mathbf{R}_{-}\right)$. To derive some properties for $B_{-}(x, \cdot)$ we need the following lemma which can be easily proved.

LEMMA 2.4. $\tau_{x} \Omega_{-}$and thus $\left(\operatorname{Id}+\tau_{x} \Omega_{-}\right)^{-1}$ is a family of operators from $L_{2}\left(\mathbf{R}_{-}\right)$to $L_{2}\left(\mathbf{R}_{-}\right)$which depends continuously on the parameter $x$. Moreover there exists a nondecreasing constant $C(x)$ such that, in operator norm $\left\|\left(\mathrm{Id}+\underline{\tau}_{x} \Omega_{-}\right)^{-1}\right\| \leq C(x)$ and $\lim _{x \rightarrow-\infty}\left\|\underline{\tau_{x} \Omega_{-}}\right\|=0$.

From Lemma 2.4 it follows that there exists a non decreasing function $C(x)$ such that

$$
\left\|B_{-}(x, \cdot)\right\|_{L_{2}\left(\mathbf{R}_{-}\right)} \leq C(x)
$$

Proposition 2.5. Let $N \geq 1$ be given. Let $F_{-}$have property $P_{N}$ for some $N \geq 1$. Then $\partial_{x}^{n} B_{-}(x, \cdot)$ is in $L_{2}\left(\mathbf{R}_{-}\right)$for $0 \leq n \leq N$. Further there exists a non decreasing function $C(x)$ such that

$$
\left\|\partial_{x}^{n} B_{-}(x, \cdot)\right\|_{L_{2}\left(\mathbf{R}_{-}\right)} \leq C(x) \quad 0 \leq n \leq N
$$

Proof. Clearly $B_{-}(x, \cdot)$ is in $L_{2}\left(\mathbf{R}_{-}\right)$. We prove the statement only for $N=1$. An inductive argument gives easily the conclusion for arbitrary $N$.
Let us start from the Marchenko equation

$$
0=B_{-}(x, y)+\Omega_{-}(x+y)+\int_{-\infty}^{0} B_{-}(x, z) \Omega_{-}(x+y+z) d z
$$

For $h \neq 0$ we have, in $L_{2}\left(\mathbf{R}_{-}\right)$,

$$
\left(\operatorname{Id}+\underline{\tau_{x+h} \Omega_{-}}\right) \frac{B_{-}(x+h, \cdot)-B(x, \cdot)}{h}=\Phi_{h}(x, \cdot)
$$

where

$$
\begin{aligned}
\Phi_{h}(x, y):= & \frac{\Omega_{-}(x+y+h)-\Omega_{-}(x+y)}{h} \\
& +\int_{-\infty}^{0} B_{-}(x, z) \frac{\Omega_{-}(x+y+z+h)-\Omega_{-}(x+y+z)}{h} d z
\end{aligned}
$$

Let us define

$$
\Phi_{0}(x, y):=\Omega_{-}^{\prime}(x+y)+\int_{-\infty}^{0} B_{-}(x, z) \Omega_{-}^{\prime}(x+y+z) d z
$$

By Lemma 2.1 and Lemma 2.2 one concludes that

$$
\lim _{h \rightarrow 0} \Phi_{h}(x, \cdot)=\Phi_{0}(x, \cdot) \quad \text { in } L_{2}\left(\mathbf{R}_{-}\right)
$$

Together with Lemma 2.4 we get

$$
\begin{aligned}
\partial_{x} B_{-}(x, \cdot) & =\lim _{h \rightarrow 0} \frac{B_{-}(x+h, \cdot)-B_{-}(x, \cdot)}{h} \\
& =\lim _{h \rightarrow 0}\left(\operatorname{Id}+\underline{\tau_{x+h} \Omega_{-}}\right)^{-1} \Phi_{h}(x, \cdot) \\
& =\left(\operatorname{Id}+\underline{\tau_{x} \Omega_{-}}\right)^{-1} \Phi_{0}(x, \cdot)
\end{aligned}
$$

Clearly there exists a non decreasing function $C(x)$ such that

$$
\left\|\partial_{x} B_{-}(x, \cdot)\right\|_{L_{2}\left(\mathbf{R}_{-}\right)} \leq C(x)
$$

In a similar way one can prove

Proposition 2.6. Let $N \geq 1$ be given. If $F_{-}$has property $P_{N}$ for some $N \geq 1$, then $\partial_{x}^{n} B_{-}(x, \cdot)$ is in $H^{N-n}\left(\mathbf{R}_{-}\right)$where $0 \leq n \leq N$ (i.e., $\partial_{\dot{y}}^{k} \partial_{x}^{n} B_{-}(x, \cdot) \in L_{2}\left(\mathbf{R}_{-}\right)$for $\left.0 \leq k \leq N-n\right)$.

Proposition 2.7. Let $F_{-}$have property $P_{1}$. Let $\alpha \geq 1 / 2$ be given such that, for all a in $\mathbf{R}$

$$
\int_{-\infty}^{a}(a-x)^{2 \alpha}\left|\Omega_{-}^{\prime}(x)\right|^{2} d x<\infty
$$

Then

$$
\int_{-\infty}^{a}(a-x)^{2 \alpha}\left|\partial_{x} B_{-}(x, 0)\right|^{2} d x<\infty
$$

Proof. For the sake of convenience let us drop all subscripts "-". From the Marchenko equation it follows that, for $y \leq 0$ a.e.,

$$
\begin{align*}
\partial_{x} B(x, y)= & -\Omega^{\prime}(x+y)-\int_{-\infty}^{0} \partial_{x} B(x, z) \Omega(x+y+z) d z \\
& -\int_{-\infty}^{0} B(x, z) \Omega^{\prime}(x+y+z) d z \tag{*}
\end{align*}
$$

For $x$ in $\mathbf{R}$ we have the estimate

$$
|\Omega(x)|^{2} \leq \int_{-\infty}^{x}\left|\Omega^{\prime}(u)\right|^{2} d u
$$

There exists a non decreasing function $C(x)$ such that

$$
\|B(x, \cdot)\|_{L_{2}\left(\mathbf{R}_{-}\right)} \leq C(x)
$$

Using the Marchenko equation we estimate $|B(x, z)|^{2}$ by

$$
\begin{aligned}
|B(x, z)|^{2} \leq & 2 \int_{-\infty}^{x+z}\left|\Omega^{\prime}(u)\right|^{2} d u \\
& +2\left(\sup _{z \leq 0}|\Omega(x+z)|^{2}\right) \int_{-\infty}^{0}|B(x, z)|^{2} d z \\
\leq & 2(1+C(x)) \int_{-\infty}^{x+z}\left|\Omega^{\prime}(u)\right|^{2} d u
\end{aligned}
$$

Now let us estimate $\left\|\partial_{x} B(x, \cdot)\right\|_{L_{2}\left(\mathbf{R}_{-}\right)}$. There exists a non decreasing function $C(x)$ such that

$$
\begin{aligned}
& \left\|\partial_{x} B(x, \cdot)\right\|_{L_{2}\left(\mathbf{R}_{-}\right)}^{2} \\
\leq & C(x)\left(\left\|\tau_{x} \Omega^{\prime}\right\|_{L_{2}\left(\mathbf{R}_{-}\right)}^{2}+\sup _{z \leq 0}|B(x, z)|^{2} \int_{-\infty}^{0} d y \int_{-\infty}^{0}\left|\Omega^{\prime}(x+y+z)\right|^{2} d z\right) \\
\leq & C(x) \int_{-\infty}^{x}\left|\Omega^{\prime}(u)\right|^{2} d u\left(1+C(x) \int_{-\infty}^{0} d y \int_{-\infty}^{0}\left|\Omega^{\prime}(x+y+z)\right|^{2} d z\right)
\end{aligned}
$$

This estimate can be used to get

$$
\begin{aligned}
& \left|\int_{-\infty}^{0} \partial_{x} B(x, z) \Omega(x+z) d z\right|^{2} \\
& \leq \sup _{z \leq 0}|\Omega(x+z)|^{2} \int_{-\infty}^{0}\left|\partial_{x} B(x, z)\right|^{2} d z \\
& \leq C(x)\left(\int_{-\infty}^{x}\left|\Omega^{\prime}(u)\right|^{2} d u\right)^{2}
\end{aligned}
$$

where again $C(x)$ is a non decreasing function. Finally let us give the estimate

$$
\begin{aligned}
& \left|\int_{-\infty}^{0} B(x, z) \Omega^{\prime}(x+z) d z\right|^{2} \\
& \leq \sup _{z \leq 0}|B(x, z)|^{2} \int_{-\infty}^{0}\left|\Omega^{\prime}(x+z)\right|^{2} d z \leq C(x)\left(\int_{-\infty}^{0}\left(\left.\Omega^{\prime}(x+z)\right|^{2} d z\right)^{2}\right.
\end{aligned}
$$

Using (*) and the derived estimates, we conclude that there exists a non decreasing function $C(x)$ such that

$$
\left|\partial_{x} B(x, 0)\right|^{2} \leq C(x)\left(\int_{-\infty}^{x}\left|\Omega^{\prime}(z)\right|^{2} d z\right)^{2}
$$

So, for $x \leq-1$, we get

$$
\begin{aligned}
\int_{-\infty}^{x} & |s|^{2 \alpha}\left|\partial_{s} B(s, 0)\right|^{2} d s \\
& \leq C(x) \int_{-\infty}^{x} d s|s|^{2 \alpha} \int_{-\infty}^{s}\left|\Omega^{\prime}(z)\right|^{2} d z \int_{-\infty}^{s}\left|\Omega^{\prime}(z)\right|^{2} d z \\
& \leq C(x) \int_{-\infty}^{x}|z|^{2 \alpha}\left|\Omega^{\prime}(z)\right|^{2} d z \int_{-\infty}^{x} d s \int_{-\infty}^{s}\left|\Omega^{\prime}(z)\right|^{2} d z
\end{aligned}
$$

and the statement follows.

Let us now introduce, for $\operatorname{Im} k>0$, the functions

$$
h_{-}(x, k): 1+\int_{-\infty}^{0} B_{-}(x, y) e^{-2 i k y} d y
$$

and

$$
f_{-}(x, k):=e^{-i k x} h_{-}(x, k)
$$

One proves, in a similar way to what Faddeev [9] has done, the following two propositions.

Proposition 2.8. Let $F_{-}$have property $P_{1}$. Then

1) $f_{-}(x, k)$ is analytic in $\operatorname{Im} k>0$.
2) In $\operatorname{Im} k>0, f_{-}(x, k)$ is continuously differentiable with respect to $x$.
3) $\lim _{x \rightarrow-\infty} f_{-}(x, k) e^{i k x}=1$ and $\lim _{x \rightarrow-\infty} \partial_{x} f_{-}(x, k) e^{i k x}=-i k$ in $\operatorname{Im} k>0$.
4) $h_{-}(x, k)-1=O\left(\frac{1}{k}\right)$ for $x$ in $\mathbf{R}$ and $\operatorname{Im} k>0,|k| \rightarrow \infty$. The decay is uniform for $\operatorname{Im} k>\varepsilon$, where $\varepsilon>0$ is arbitrarily small.

PROPOSITION 2.9. Let $F_{-}$have property $P_{1}$. Then $f_{-}(x, k)$ is, for $\operatorname{Im} k>0$, a solution of the Shrödinger equation $-y^{\prime \prime}(x)+q(x) y(x)=$ $k^{2} y(x)$, where $q(x):=\partial_{x} B_{-}(x, 0)$.
3. Inverse Scattering in $L_{2}(\mathbf{R})$. Let $F_{-}$have a property $P_{1}$ and $\Omega_{-}$be given as in the last section. Let $T_{-}$as well as $R_{-}$be functions which fulfill the conditions of the following theorem. With the notation of the last section let us introduce the following function defined a.e., in $\operatorname{Im} k=0$ :

$$
g_{-}(x, k):=\left\{h_{-}^{*}(x, k)+R_{-}(k) e^{-2 i k x} h_{-}(x, k)\right\} \frac{1}{T_{-}(k)}
$$

Then $T_{-}(k) g_{-}(x, k)$ can be represented by

$$
\begin{aligned}
T_{-}(k) g_{-}(x, k)=1 & +\int_{0}^{\infty}\left\{F_{-}(x+y)\right. \\
& \left.+\int_{-\infty}^{0} B_{-}(x, z) F_{-}(x+y+z) d z\right\} e^{2 i k y} d y \\
& +i \sum_{j \in J} c_{-j} e^{2 \kappa j x} h_{-}\left(x, i \kappa_{j}\right) \frac{1}{k-i \kappa_{j}}
\end{aligned}
$$

As $T_{-}(k)$ has simple poles at $k=i \kappa_{j}$ and $T_{-}(k) \neq 0$ in $\operatorname{Im} k>0$ one concludes that $g_{-}(x, k)$ is analytic in $\operatorname{Im} k>0$ and that $\prod_{j \in J}((k-$ $\left.\left.i \kappa_{j}\right) /\left(k+i \kappa_{j}\right)\right)\left(T_{-}(k) g_{-}(x, k)-1\right)$ is in $H_{2}^{+}$.

THEOREM 3.1. (Uniqueness). Let the following conditions be met:
$\mathrm{X} 1) R_{-}$is a continuous complex valued function defined on the whole of $\mathbf{R}$ with the following properties:
(i) $R_{-}^{*}(k)=R_{-}(-k)$,
(ii) $R_{-}(k)=O\left(\frac{1}{k}\right)$ as $|k| \rightarrow \infty$,
(iii) $F_{-}(x):=\frac{1}{\pi} \int_{-\infty}^{\infty} R_{-}(k) e^{-2 i k x} d x$ has property $P_{1}$.
$\mathrm{X} 2) T_{-}$is meromorphic in $\operatorname{Im} k>0$, has only simple poles, of the form all $k=i \kappa_{j}$ where $\kappa_{j}>0$ and $j$ is in the finite set $J . T_{-}$is continuous in $\{\operatorname{Im} k \geq 0\} \backslash\{0\}$, and, for $k \neq 0, T_{-}(k) \neq 0$.
Then any pair of functions $(h, g)$ which satisfies 1) to 5) as stated below must be identical with $\left(h_{-}, g_{-}\right)$, i.e., for $x$ in $\mathbf{R}$ and $\operatorname{Im} k>0$,

$$
h(x, k)=h_{-}(x, k) \text { and } g(x, k)=g_{-}(x, k) .
$$

The conditions 1) to 5) are:

1) $h(x, \cdot)-1$ is in $H_{2}^{+}(x$ in $\mathbf{R})$.
2) $g(x, k)$ is analytic in $\operatorname{Im} k>0$ and $\left(T_{-}(k)_{g}(x, \kappa)-1\right) \prod_{j \in J} \frac{k-i \kappa_{j}}{k+i \kappa_{j}}$ is in $H_{2}^{+}$.
3) $g(x, k)=1+0\left(\frac{1}{k}\right)$ for $|k| \rightarrow \infty$ with $\operatorname{Im} k>0$ and the decay is uniform in $\operatorname{Im} k \geq \varepsilon$ for any $\varepsilon>0$.
4) $\operatorname{Res}\left(T_{-}(k) g(x, k) ; i \kappa_{j}\right)=i c_{-j} e^{2 \kappa_{j} x} h\left(x, i \kappa_{j}\right)(j$ in $J)$.
5) For any fixed $x$ in $\mathbf{R}, T_{-}(k) g(x, k)-1$ and $h(x,-k)-1+$ $R_{-}(k) e^{-2 i k x} h(x, k)$ are in $L_{2}(\mathbf{R})$ as functions of the real variable $k$ and are equal.

Proof. Let ( $h, g$ ) be such a pair. By 1 ) there exists $A(x, \cdot)$ in $L_{2}\left(\mathbf{R}_{-}\right)$ such that $h(x, k)-1=\int_{-\infty}^{0} A(x, y) e^{-2 i k y} d y$ (for $\operatorname{Im} k>0$ pointwise and for $\operatorname{Im} k=0$ for $L_{2}(\mathbf{R})$ ). Then 5) can be written as an equation in $L_{2}(\mathbf{R})$ in the following way:

$$
\begin{aligned}
T_{-}(k) g(x, k)-1 & =\int_{-\infty}^{\infty}\left\{A(x, y)+F_{-}(x+y)\right. \\
& \left.+\int_{-\infty}^{0} A(x, z) F_{-}(x+y+z) d z\right\} e^{2 i k y} d y
\end{aligned}
$$

Take $w<0$. By 2), $\left(T_{-}(k) g(x, k)-1\right) e^{-2 i k w}$ is in $L_{2}(\mathbf{R})$ as a function of $k$ (in $\mathbf{R}$ ) and is meromorphic in $\operatorname{Im} k>0$. By 2) we
have in $L_{2}(\mathbf{R})$, with $k:=k_{1}+i k_{2}$ and $k_{2}>0$ sufficiently small, $\lim _{k_{2} \downarrow 0}\left(T_{-}(k) g(x, k)-1\right)=T_{-}\left(k_{1}\right) g\left(x, k_{1}\right)-1$.
Since the Fourier transform is continuous on $L_{2}(\mathbf{R})$ we get (in $L_{2}(\mathbf{R})$ )

$$
\begin{aligned}
& \lim _{k_{2} \downarrow 0} \int_{-\infty}^{\infty}\left(T_{-}(k) g(x, k)-1\right) e^{-2 i k_{1} y} d k_{1} \\
& =\int_{-\infty}^{\infty}\left(T_{-}\left(k_{1}\right) g\left(x, k_{1}\right)-1\right) e^{-2 i k y} d k_{1}
\end{aligned}
$$

Thus, for $w<0$, the residue formula furnishes the following equality in $L_{2}\left(\mathbf{R}_{-}\right)$:

$$
\begin{aligned}
& \frac{1}{2 \pi i} \int_{-\infty}^{\infty}\left(T_{-}(k) g(x, k)-1\right) e^{-2 i k w} d k \\
& =\sum_{j \in J} \operatorname{Res}\left(T_{-}(k) g(x, k) ; i \kappa_{j}\right) e^{2 \kappa_{j} w}
\end{aligned}
$$

By 5) one gets

$$
\begin{aligned}
& -2 i \sum_{j \in J} \operatorname{Res}\left(T_{-}(k) g(x, k) ; i \kappa_{j}\right) e^{2 \kappa_{j} w} \\
& \quad=2 \sum_{j \in J} c_{-j} e^{2 \kappa_{j}(x+w)} h\left(x, i \kappa_{j}\right) \\
& \quad=2 \sum_{j \in J} c_{-j} e^{2 \kappa_{j}(x+w)}+2 \int_{-\infty}^{0} \sum_{j \in J} c_{-j} e^{2 \kappa_{j}(x+w+z)} A(x, z) d z
\end{aligned}
$$

Using the inverse formula of the Fourier transform in $L_{2}(\mathbf{R})$, we get, for $w<0$ in $L_{2}\left(\mathbf{R}_{-}\right)$,

$$
0=A(x, w)+\Omega_{-}(x+w)+\int_{-\infty}^{0} A(x, z) \Omega_{-}(x+w+z) d z
$$

So $A(x, \cdot)$ is a solution of the Marchenko equation in $L_{2}\left(\mathbf{R}_{-}\right)$. But this solution is unique, so $A(x, \cdot)=B_{-}(x, \cdot)$ (in $L_{2}\left(\mathbf{R}_{-}\right)$) and $h(x, \cdot)=$ $h_{-}(x, \cdot)$ in $H_{2}^{+}$. In $L_{2}(\mathbf{R})$ we get $T_{-}(\cdot) g(x, \cdot)-1=T_{-}(\cdot) g_{-}(x, \cdot)-1$. By 2) and the same property for $g_{-}(x, k)$ we conclude that $g(x, k)=$ $g_{-}(x, k)$ in $\operatorname{Im} k>0$.

Let $R_{+}(\ell)$ be a continuous function on $\mathbf{R}$ in $L_{2}(\mathbf{R})$ such that $\left|R_{+}(\ell)\right| \leq 1$ and $\lim _{|\ell| \rightarrow \infty} R_{+}(\ell)=0$. Define $F_{+}(x):=\frac{1}{\pi} \int_{-\infty}^{\infty} R_{+}(\ell)$ $e^{2 i \ell x} d \ell$ and

$$
\begin{aligned}
\Omega_{+}(x):= & F_{+}(x)+2 \sum_{j \in J} c_{+j} \exp \left\{-2 x \sqrt{\kappa_{j}^{2}+c^{2}}\right\} \\
& +\frac{1}{\pi} \int_{0}^{c}\left|T_{-}(t)\right|^{2} \exp \left(-2 x \sqrt{c^{2}-t^{2}}\right) d t
\end{aligned}
$$

where $\left(c_{+j}\right)_{j \in J}$ are numbers in $\mathbf{R}$, different from 0 and $T_{-}$is a complex valued function such that $\left|T_{-}\left(\sqrt{c^{2}-t^{2}}\right)\right|^{2} / \sqrt{c^{2}-t^{2}}$ is in $L_{1}([0, c])$. Assume that, for all $x$ in $\mathbf{R}$,

$$
\int_{x}^{\infty}(s-x)\left|\Omega_{+}^{\prime}(s)\right| d s<\infty .
$$

Then, for any $x$ in $\mathbf{R}$, there exists a unique solution $B_{+}(x, \cdot)$ in $L_{1}\left(\mathbf{R}_{+}\right) \cap L_{2}\left(\mathbf{R}_{+}\right)$of the Marchenko equation $0=B_{+}(x, y)+\Omega_{+}(x+y)$ $+\int_{0}^{\infty} B_{+}(x, z) \Omega_{+}(x+y+z) d z$. Set $B_{+}(x, y)=0$ for $y<0$ and let us introduce $h_{+}(x, \ell):=1+\int_{0}^{\infty} B_{+}(x, y) e^{2 i \ell y} d y$, and, for $\ell$ in $\mathbf{R} \backslash\{0\}, g_{+}(x, \ell):=\left(h_{+}(x,-\ell)+R_{+}(\ell) e^{2 i \ell x} h_{+}(x, \ell) \frac{1}{T_{+}(k(\ell))}\right.$, where $T_{+}(k)$ is a complex valued function defined on $\{\operatorname{Im} k \geq 0\} \backslash\{0\}$ such that $T_{+}(k) \neq 0$ for $k \neq \pm c$ and $k(\ell)=\sqrt{\ell^{2}+c^{2}}$ is the inverse map of $\ell=\ell(k)=\sqrt{k^{2}-c^{2}}$, defined for $\{\operatorname{Im} \ell \geq 0\} \backslash\{i \lambda: 0 \leq \lambda \leq c\}$. Using the definition of $h_{+}(x, \ell), T_{+}(\ell) g_{+}(x, \ell)$ can be written as

$$
\begin{aligned}
& T_{+}(\ell) g_{+}(x, \ell) \\
& =1+\int_{-\infty}^{\infty}\left\{B_{+}(x, y)+F_{+}(x+y)+\int_{0}^{\infty} B_{+}(x, z) F_{+}(x+y+z) d z\right\} e^{-2 i \ell y} d y \\
& =1+\int_{-\infty}^{0}\left(F_{+}(x+y)+\int_{0}^{\infty} B_{+}(x, z) F_{+}(x+y+z) d z\right) e^{-2 i \ell y} d y \\
& \quad+i \sum_{j \in J} c_{+j} e^{-2 \lambda_{j} x} h_{+}\left(x, i \lambda_{j}\right) \frac{1}{\ell-i \lambda_{j}} \\
& \quad+\frac{i}{2 \pi} \int_{0}^{c}\left|T_{-}(t)\right|^{2} \frac{\exp \left\{-2 x \sqrt{c^{2}-t^{2}}\right\}}{\ell-i \sqrt{c^{2}-t^{2}}} h_{+}\left(x, i \sqrt{c^{2}-t^{2}}\right) d t
\end{aligned}
$$

where by definition $\lambda_{j}:=\sqrt{\kappa_{j}^{2}+c^{2}}$.

Assuming the conditions of either of the two next theorems, $T_{+}(k)$ $g_{+}(x, \ell(k))$ is analytic in $\{\operatorname{Im} k>0\} \backslash\left\{i \kappa_{j}: j\right.$ in $\left.J\right\}$. The following result will be stated separately for the case where the step $c^{2}$ is strictly positive and where the step is 0 since, for the later case, we need much weaker assumptions.

THEOREM 3.2. (step $c^{2}>0$ ) Let the following conditions be satisfied:
Y1) Let $R_{+}(\ell)$ be a complex valued function, defined and continuous on the whole of $\mathbf{R}$ with the following properties:
(i) $R_{+}^{*}(\ell)=R_{+}(-\ell)$;
(ii) $\left|R_{+}(\ell)\right| \leq 1$ and $R_{+}(0)=-1$;
(iii) $R_{+}(\ell)=O\left(\frac{1}{\ell}\right)$ for $|\ell| \rightarrow \infty$; and
(iv) $F_{+}(x):=\frac{1}{\pi} \int_{-\infty}^{\infty} R_{+}(\ell) e^{2 i \ell x} d \ell$ is absolutely continuous and $\int_{x}^{\infty}\left|F_{+}^{\prime}(s)\right|(1+|s|) d s<\infty$ for all $x$ in $\mathbf{R}$.
Y2) Let $T_{+}$be a complex valued function defined on $\{\operatorname{Im} k \geq 0\} \backslash\{0\}$ and meromorphic in $\operatorname{Im} k>0$ such that the points $\left\{i \kappa_{j}: j\right.$ in $\left.J\right\}$ are the only poles of $T_{+}$, all of them simple and purely imaginary $\left(\kappa_{j}>0\right)$. Moreover,
(i) $T_{+}^{*}(k)=T_{+}(-k)$ for $k$ in $\mathbf{R} \backslash\{0\}$,
(ii) $T_{+}(k) \neq 0$ in $\{\operatorname{Im} k \geq 0\} \backslash\{ \pm c, 0\}$ and $T_{+}( \pm c)=0$,
(iii) $T_{+}(k)=1+O\left(\frac{1}{k}\right)$ as $|k| \rightarrow \infty$ in $\operatorname{Im} k \geq 0$ uniformly, and
(iv) $T_{+}$continuous in $\{\operatorname{Im} k \geq 0\} \backslash\{0\}$.

Y3) Let $R_{-}$be a complex valued function defined and continuous on the whole of $\mathbf{R}$ such that
(i) $R_{-}^{*}(k)=R_{-}(-k)$,
(ii) $\left|R_{-}(k)\right| \leq 1$, and $R_{-}(0)=-1$,
(iii) $R_{-}(k)=O\left(\frac{1}{k}\right)$ as $|k| \rightarrow \infty$, and
(iv) $F_{-}(x):=\frac{1}{k} \int_{-\infty}^{\infty} R_{-}(k) e^{-2 i k x} d x$ has property $P_{1}$.

Y4) $T_{-}(k)$ is given by $\left(k T_{+}(k)\right) / \ell(k)$ in $\{\operatorname{Im} k \geq 0\} \backslash\{ \pm c, 0\}$.

Y5) (i) For all $k$ in $\mathbf{R} \backslash[-c, c]$ :

$$
\begin{aligned}
& 1=\frac{k}{\ell}\left|T_{+}\right|^{2}(k)+\left|R_{+}\right|^{2}(\ell(k)) \\
& 1=\frac{\ell}{k}\left|T_{-}\right|^{2}(k)+\left|R_{-}\right|^{2}(\ell(k))
\end{aligned}
$$

and

$$
0=\ell T_{-}(k) R_{-}^{*}(k)+k T_{+}^{*}(k) R_{+}(\ell(k)) .
$$

(ii) $R_{-}(0)=-1$ and, for real $k$ with $0<|k| \leq c$,

$$
R_{-}(k)=\frac{T_{-}(k)}{T_{-}^{*}(k)} .
$$

Further, let $\left(c_{-j}\right)_{j \in J}$ be given positive numbers and $\left(\mu_{j}\right)_{j \in J}$ numbers different from 0 such that $\operatorname{Res}\left(T_{-}(k) ; i \kappa_{j}\right)=\mu_{j} i c_{-j}$. Moreover let us introduce $c_{+j}:=\mu_{j}^{2}$ and define $\Omega_{+}$as above. If, in addition, $e^{-i \ell x} e^{i k x} g_{+}(x, \ell(k))$ is in $H_{2}^{+}$, then, for any $x$ in $\mathbf{R}$ and $\operatorname{Im} k \geq 0$,

$$
e^{-i \ell x} g_{+}(x, \ell(k))=e^{-i k x} h_{-}(x, k)
$$

and

$$
e^{i k x} g_{-}(x, k)=e^{i \ell x} h_{+}(x, \ell(k)) .
$$

Moreover, $e^{-i \ell x} e^{i k x} g_{+}(x, \ell(k))$ is an element in $H_{2}^{+}$for any fixed $x$ in $\mathbf{R}$ if the following conditions are satisfied:
I) There exists $\alpha>0$ such that, for all $x$ in $\mathbf{R}$,

$$
\int_{x}^{\infty}\left|F_{+}^{\prime}(s)\right|\left(1+|s|^{1+\alpha}\right) d s<\infty
$$

and $R_{+}(\ell)$ is $\alpha$-Hölder continuous in a neighborhood of $\ell=0$.
II) a) $k / T_{-}(k)$ is bounded in $U \backslash\{0\}$, where $U$ is a neighborhood of 0 in $\operatorname{Im} k \geq 0$ which is sufficiently small.
b) $\mid T_{-}\left(\left.\sqrt{c^{2}-t^{2}}\right|^{2} t / \sqrt{c^{2}-t^{2}}\right.$ is $\gamma$ Hölder continuous in $[0, c]$ for some $\gamma>0$.

REMARK. It is shown in Lemma 3.5 that a) and b) hold if there exist $1 / 2<\beta \leq 1$ and $M, M^{\prime}>0$ such that $T_{-}$is continuously differentiable in the open interval $(0, c)$ and

$$
\begin{gathered}
M^{\prime} t \leq\left|T_{-}(t)\right| \leq M t^{\beta}, \quad 0 \leq t \leq c \\
\left|t^{7 / 2-\beta} T_{-}^{\prime}\left(\sqrt{c^{2}-t^{2}}\right)\right| \leq M, \quad 0<t \leq c / 2 \\
\left|\left(\sqrt{c^{2}-t^{2}}\right)^{1-\beta} T_{-}^{\prime}\left(\sqrt{c^{2}-t^{2}}\right)\right| \leq M, \quad c / 2 \leq t<c
\end{gathered}
$$

Proof. Let us introduce the functions

$$
\begin{aligned}
h(x, k) & :=e^{-i \ell k} e^{i k x} g_{+}(k, \ell) \quad \text { in } \operatorname{Im} k \geq 0 \\
g(x, k) & :=e^{i \ell x} e^{-i k x} h_{+}(x, \ell) \quad \text { in } \operatorname{Im} k \geq 0
\end{aligned}
$$

It suffices to show that $(h, g)$ satisfies the conditions 1) to 5) of Theorem 3.1. Clearly $g$ satisfies 2) and 3). 1) follows by assumption. So it remains to show 4) and 5). To consider 5) let $k$ be in $\mathbf{R}$ with $|k|>c$. Then $R_{-}(k)=-R_{+}^{*}(k) T_{+}(k) / T_{+}^{*}(k)$, and we get

$$
\begin{aligned}
& h(x,-k)+R_{-}(k) h(x, k) e^{-2 i k x} \\
& \quad=e^{i \ell x} e^{-i k x} \frac{1+\left|R_{+}(k)\right|^{2}}{T_{+}^{*}(k)} h_{+}(x, \ell(k))=T_{-}(k) g(x, k)
\end{aligned}
$$

where we used Y5 (i). For $0<|k|<c$, we have $R_{-}(k)=$ $T_{-}(k) / T_{-}^{*}(k)=-T_{+}(k) / T_{+}^{*}(k)$, and with $k:=k_{1}+i k_{2}\left(k_{2} \geq 0\right)$ obtain

$$
\begin{aligned}
& h^{*}\left(x, k_{1}\right)+R_{-}\left(k_{1}\right) h\left(x, k_{1}\right) e^{-2 i k_{1} x} \\
= & e^{-i \ell\left(k_{1}\right) x} e^{-i k_{1} x} \frac{1}{T_{+}^{*}\left(k_{1}\right)}\left(\left(T_{+}\left(k_{1}\right) g_{+}\left(x, \ell\left(k_{1}\right)\right)\right)^{*}-T_{+}\left(k_{1}\right) g_{+}\left(x, \ell\left(k_{1}\right)\right)\right) \\
= & e^{-i \ell\left(k_{1}\right) x} e^{i k_{1} x} \frac{(-2 i)}{T_{+}^{*}\left(k_{1}\right)} \operatorname{Im}\left(T_{+}\left(k_{1}\right) G_{+}\left(x, \ell\left(k_{1}\right)\right)\right) \\
= & e^{-i \ell\left(k_{1}\right) x} e^{i k_{1} x} \\
& \frac{1}{T_{+}^{*}\left(k_{1}\right)} i \operatorname{Im}\left(\frac{1}{\pi} \int_{0}^{c}|T-(t)|^{2} \exp \left(-2 \sqrt{c^{2}-t^{2}} x\right) \frac{h_{+}\left(x, i \sqrt{c^{2}-t^{2}}\right)}{\sqrt{c^{2}-t^{2}}+i \ell} d t\right)
\end{aligned}
$$

It suffices to show that

$$
\begin{aligned}
& \operatorname{Im}\left(\frac{1}{2 \pi} \int_{0}^{c}\left|T_{-}(t)\right|^{2} \exp \left(-2 \sqrt{c^{2}-t^{2}} x\right) \frac{h_{+}\left(x, i \sqrt{c^{2}-t^{2}}\right)}{\sqrt{c^{2}-t^{2}}+i l} d t\right) \\
& =\frac{-i}{2} T_{+}^{*}\left(k_{1}\right) T_{-}\left(k_{1}\right) e^{2 i \ell\left(k_{1}\right) x} h_{+}\left(x, \ell\left(k_{1}\right)\right) \\
& =-\frac{1}{2} \frac{\left|\ell\left(k_{1}\right)\right|}{k_{1}}\left|T_{-}\left(k_{1}\right)\right|^{2} e^{2 i \ell\left(k_{1}\right) x} h_{+}\left(x, \ell\left(k_{1}\right)\right)
\end{aligned}
$$

This follows from Lemma 3.6, and 5) is proved. Now let us come to 4). By the definition of $g, \operatorname{Res}\left(T_{-}(k) g(x, k) ; i \kappa_{j}\right)=\operatorname{Res}\left(T_{-}(k) ; i \kappa_{j}\right) e^{-\lambda_{j}}$ $e^{\kappa_{j} x} h_{+}\left(x, i \lambda_{j}\right)$ where as usual $\lambda_{j}:=\sqrt{c^{2}+\kappa_{j}^{2}}$. On the other hand

$$
\begin{aligned}
& i c_{-j} e^{2 \kappa_{j} x} h\left(x, i \kappa_{j}\right) \\
= & -c_{-j} e^{\kappa_{j} x} e^{-\lambda_{j} x} c_{+j} h_{+}\left(x, i \lambda_{j}\right) \frac{\lambda_{j}}{\kappa_{j}} \frac{1}{\operatorname{Res}\left(T_{+}(k) ; i \kappa_{j}\right)} \\
= & \operatorname{Res}\left(T_{-}(k) ; i \kappa_{j}\right) h_{+}\left(x, i \lambda_{j}\right) e^{\kappa_{j} x} e^{-\lambda_{j} x}
\end{aligned}
$$

where we used that $\left(\operatorname{Res}\left(T_{-}(k) ; i \kappa_{j}\right)\right)^{2}=-c_{+j} c_{-j}$, and so 4) follows. The last part of the theorem will be proved in the following lemmas.

Let us give immediately the corresponding result for the case where there is no step $\left(c^{2}=0\right)$. Then $\ell=k$ and $T(k):=T_{-}(k)=T_{+}(k)$ in $\operatorname{Im} k \geq 0$.

THEOREM 3.3. $\left(\operatorname{step} c^{2}=0\right)$ Let the following conditions be satisfied:
Z1) Let $R_{+}$be a complex valued function, defined and continuous on the whole of $\mathbf{R}$ such that:
(i) $R_{+}^{*}(k)=R_{+}(-k)$;
(ii) $\left|R_{+}(k)\right| \leq 1$;
(iii) $R_{+}(k)=0\left(\frac{1}{k}\right)$ as $|k| \rightarrow \infty$;
(iv) $F_{+}(k):=\frac{1}{\pi} \int_{-\infty}^{\infty} R_{+}(k) e^{2 i k x} d k$ is absolutely continuous and $\int_{x}^{\infty}\left|F_{+}^{\prime}(s)\right|(1+|s|) d s<\infty$ for all $x$ in $\mathbf{R}$.
Z2) Let $T$ be a complex valued function, defined on $\{\operatorname{Im} k \geq 0\} \backslash\{0\}$ and meromorphic in $\operatorname{Im} k>0$ such that the points $\left\{i \kappa_{j}: j\right.$ in $\left.J\right\}$ are
the only poles of $T$, all of them simple and purely imaginary $\left(\kappa_{j}>0\right)$ such that:
(i) $T^{*}(k)=T(-k)$ for $k$ in $\mathbf{R} \backslash\{0\}$;
(ii) $T(k) \neq 0$ in $\{\operatorname{Im} k \geq 0\} \backslash\{0\}$;
(iii) $T(k)=1+O\left(\frac{1}{k}\right)$ as $|k| \rightarrow \infty$ uniformly in $\operatorname{Im} k \geq 0$; and
(iv) $T$ is continuous in $\{\operatorname{Im} k \geq 0\} \backslash\{0\}$.

Z3) Let $R_{-}$be a complex valued function, defined and continuous on the whole of $\mathbf{R}$ such that:
(i) $R_{-}^{*}(k)=R_{-}(-k)$,
(ii) $\left|R_{-}(k)\right| \leq 1$,
(iii) $R_{-}(k)=O\left(\frac{1}{k}\right)$ as $|k| \rightarrow \infty$, and
(iv) $F_{-}(x):=\frac{1}{\pi} \int_{\infty}^{\infty} R_{-}(k) e^{-2 i k x} d x$ has property $P_{1}$.

Z4) For all $k$ in $\mathbf{R} \backslash\{0\}$,

$$
\begin{aligned}
& 1=|T|^{2}(k)+\left|R_{+}\right|^{2}(k)=|T|^{2}(k)+\left|R_{-}\right|^{2}(k) \\
& 0=T(k) R_{-}^{*}(k)+T^{*}(k) R_{+}(k)
\end{aligned}
$$

Further let $\left(c_{-j}\right)_{j \in J}$ be given positive numbers and $\left(\mu_{j}\right)_{j \in J}$ be different from 0 such that $\operatorname{Res}\left(T ; i \kappa_{j}\right)=\mu_{j} i c_{-j}$. Moreover let us introduce $c_{+j}:=\mu_{j}^{2} c_{-j}$ and define $\Omega_{+}$as above. If in addition $g_{+}(x, k):=$ $\left(h_{+}^{*}(x, k)+R_{+}(k) h_{+}(x, k)\right) \frac{1}{T(k)}$ is in $H_{2}^{+}$for all $x$ in $\mathbf{R}$, where $h_{+}$ is given as above, then, for all $x$ in $\mathbf{R}$ and $\operatorname{Im} k>0$,

$$
g_{+}(x, k)=h_{-}(x, k)
$$

and

$$
g_{-}(x, k)=h_{+}(x, k)
$$

In either of the following cases $g_{+}(x, k)$ is in $H_{2}^{+}$:
A) There exists $0 \leq \alpha<1 / 2$ and $M>0$ such that $|k|^{\alpha} /|T(k)| \leq M$ in a neighborhood of $k=0$ in $\operatorname{Im} k \geq 0$.
B) (i) There exist $1 \geq \beta \geq 1 / 2$ and $M>0$ such that $|k|^{\beta}|T(k)| \leq M$ in a neighborhood of $k=0$ in $\operatorname{Im} k=0$.
(ii) $R_{+}(0)=-1$ and there exists $\beta>\alpha>\beta-1 / 2$ such that $R_{+}$ is $\alpha$-Hölder continuous in a neighborhood of $k=0$ and $\int_{x}^{\infty}\left|F_{+}^{\prime}(s)\right|$
$\left(1+|s|^{1+\alpha}\right) d s<\infty$ for all $x$ in $\mathbf{R}$.

Proof. Let us introduce the functions

$$
\begin{array}{ll}
h(x, k):=g_{+}(x, k) & \text { in }\{\operatorname{Im} k \geq 0\} \backslash\{0\} \\
g(x, k):=h_{+}(x, k) & \text { in } \operatorname{Im} k \geq 0 .
\end{array}
$$

It suffices to show that the pair $(h, g)$ satisfies condition 1) to 5) of Theorem 3.1. Clearly $g$ satisfies 2) and 3). 4) and 5) are shown in a similar way as in the proof of Theorem 3.2. So let us prove 1). Let us start with the representation

$$
\begin{aligned}
T(k) g_{+}(x, k)=1 & +\int_{-\infty}^{0}\left\{F_{+}(x+y)\right. \\
& \left.+\int_{0}^{\infty} B_{+}(x, z) F_{+}(x+y+z) d z\right\} e^{-2 i k y} d y \\
& +i \sum_{j \in J} c_{+j} e^{-2 \kappa_{j} x} h_{+}\left(x, i \kappa_{j}\right) \frac{1}{k-i \kappa_{j}}
\end{aligned}
$$

We conclude that $\left(T(k) g_{+}(x, k)-1\right) \prod_{j \in J}\left(\left(k-i \kappa_{j}\right) /\left(k+i \kappa_{j}\right)\right)$ is in $H_{2}^{+}(x$ in $\mathbf{R})$. In case $A$ it follows right away that $g_{+}(x, k)-1$ is in $H_{2}^{+}$. In case $B, \lim _{k \rightarrow 0, \operatorname{Im} k=0} T(k) g(x, k)=0$ and so it is enough to show that $T(k) g_{+}(x, k)$ is $\alpha$-Hölder continuous in a neighborhood of $k=0$ in $\operatorname{Im} k=0$. Consider $T(k) g_{+}(x, k)=h_{+}^{*}(x, k)+R_{+}(k) h_{+}(x, k)$. By Corollary 3.8, $h_{+}(x, k)$ and $h_{+}(x,-k)$ are $\alpha$-Hölder continuous in $\operatorname{Im} k \geq 0(x$ in $\mathbf{R})$. By assumption $R_{+}(k)$ is $\alpha$-Hölder continuous in a neighborhood of $k=0$. So there exists $C>0$ such that, in a neighborhood of $k=0$ in $\{\operatorname{Im} k \geq 0\} \backslash\{0\}$, we have

$$
\left|g_{+}(x, k)\right| \leq c /|k|^{\beta-\alpha}
$$

Now we conclude that $g_{+}(x, k)-1$ is in $H_{2}^{+}$.

Lemma 3.4. Let all the hypothesis of Theorem 3.2 together with I and II be fulfilled. Then $g_{+}(x, \ell(k))-1$ is in $H_{2}^{+}$as a function of $k(x$ in $\mathbf{R})$.

Proof. We start with the representation

$$
\begin{aligned}
& \prod_{j \in J} \frac{\ell-i \lambda_{j}}{\ell+i \lambda_{j}}\left(T_{+}(k) g_{+}(x, \ell)-1\right. \\
&\left.+\frac{1}{2 \pi} \int_{0}^{c}\left|T_{-}(t)\right|^{2} \exp \left(-2 \sqrt{c^{2}-t^{2}} x\right) \frac{h_{+}\left(x, i \sqrt{c^{2}-t^{2}}\right.}{\sqrt{c^{2}-t^{2}}+i \ell} d t\right) \\
&=\prod_{j \in J} \frac{\ell-i \lambda_{i}}{\ell+i \lambda_{j}} \\
& \cdot \int_{-\infty}^{0}\left\{F_{+}(x+y)+\int_{0}^{\infty} B_{+}(x, z) F_{+}(x+y+z) d z\right\} e^{-2 i \ell y} d y \\
& \quad+i \sum_{n \in J} c_{+n} e^{-2 \lambda_{n} x} h_{+}\left(x, i \lambda_{n}\right) \prod_{j \in J} \frac{\ell-i \lambda_{j}}{\ell+i \lambda_{j}} \frac{1}{\ell-i \lambda_{n}}
\end{aligned}
$$

Clearly the function on the right hand side is in $\mathrm{H}_{2}^{+}$as a function of $\ell(x$ in $\mathbf{R})$. For sake of convenience only we may assume that $R_{+}(\ell)$ is $\alpha$-Hölder continuous on the whole of $\mathbf{R}$ and that $\alpha=\gamma$. The next step is to show that the function on the right hand side is $\alpha$-Hölder continuous in $\operatorname{Im} \ell \geq 0$. It suffices to prove that the function on the left hand side is $\alpha$-Hölder continuous on $\operatorname{Im} \ell=0$.
By Lemma $3.6 \frac{1}{2 \pi} \int_{0}^{c}\left|T_{-}(t)\right|^{2} \exp \left(-2 \sqrt{c^{2}-t^{2}} x\right)\left(\left(h_{+}\left(x, i \sqrt{c^{2}-t^{2}}\right)\right) /\right.$ $\left.\left(\sqrt{c^{2}-t^{2}}+i \ell\right)\right) d t$ is $\alpha$-Hölder continuous in $\ell$ for $\operatorname{Im} \ell=0$. So let us turn to the term $T_{+}(k) g_{+}(x, \ell)$. For $\operatorname{Im} \ell=0, T_{+}(k) g_{+}(x, \ell)=$ $h_{+}^{*}(x, \ell)+R_{+}(\ell) e^{2 i \ell x} h_{+}(x, \ell)$. By Corollary $3.8, h_{+}(x, \ell)$ is $\alpha$-Hölder continuous. By assumption, $R_{+}(\ell)$ is $\alpha$-Hölder continuous and thus $T_{+}(k) g_{+}(x, \ell)$ is $\alpha$-Hölder continuous for $\operatorname{Im} \ell=0$. Moreover

$$
\lim _{\substack{\ell \rightarrow 0 \\ \operatorname{Im} \ell=0}} T_{+}(k) g_{+}(x, \ell)=0
$$

and thus $\prod_{j \in J}\left(\left(\ell-i \lambda_{j}\right) /\left(\ell+i \lambda_{j}\right)\right) T_{+}(k) g_{+}(x, \ell)$ is $\alpha / 2$-Hölder continuous as a function of $k$ in $\operatorname{Im} k \geq 0$. So there exists $C>0$ such that, for $|k| \leq 2 c$,

$$
\left|g_{+}(x, \ell(k))\right| \leq \frac{C}{|k-c|^{1 / 2-\alpha / 2}|k+c|^{1 / 2-\alpha / 2}},
$$

where we used $k T_{+}(k)=\ell(k) T_{-}(k)$ and $M^{\prime}|k|<\left|T_{-}(k)\right|$ for some $M^{\prime}>0$. These two facts together imply that $T_{+}(k)$ is bounded away from 0 in $U \backslash\{0\}$ where $U$ is a neighborhood of $k=0$ in $\operatorname{Im} k \geq 0$.

With this estimate in hand and $1 / T_{+}(k)=1+O\left(\frac{1}{k}\right)$ for $|k| \rightarrow \infty$ in $\operatorname{Im} k \geq 0$, one can see that $g_{+}(x, \ell(k))-1$ is an element in $H_{2}^{+}$. $\square$

Let us introduce the function

$$
\phi(t):=\left|T_{-}\left(\sqrt{c^{2}-t^{2}}\right)\right|^{2} \frac{t}{\sqrt{c^{2}-t^{2}}} 1_{(0, c)}(t)
$$

Here $1_{(0, c)}$ denotes the characteristic function of the open interval $(0, c)$.

## LEMMA 3.5. Let the following conditions be met.

1) $T_{-}$is continuous on the closed interval $[0, c]$ and there exists $1 / 2<\beta \leq 1$ and $M>0$ such that $\left|T_{-}(t)\right| \leq M|t|^{\beta}$.
2) $T_{-}$is continuously differentiable in the open interval $(0, c)$ such that

$$
\left|T_{-}^{\prime}\left(\sqrt{c^{2}-t^{2}}\right)\right| \leq \frac{M}{t^{-\beta+7 / 2}} \text { for } t \text { in }(0, c / 2)
$$

and

$$
\left|T_{-}^{\prime}\left(\sqrt{c^{2}-t^{2}}\right)\right| \leq \frac{M}{\left(\sqrt{c^{2}-t^{2}}\right)^{1-\beta}} \text { for } t \text { in }(c / 2, c)
$$

Then $\phi$ is $(\beta-1 / 2)$ Hölder continuous.

Proof. Straight-forward verification shows that, for $t$ in $(0, c)$ and $\gamma:=\beta-1 / 2$, there exists $A>0$ such that $\left|\phi^{\prime}(t)\right|<A / t^{1-\gamma}$. Moreover $(\phi(t)-\phi(0)) / t^{\gamma}=\phi(t) / t^{\gamma}$ and $(\phi(t)-\phi(0)) /(c-t)^{\gamma}=$ $\phi(t)(t+c)^{\gamma} /\left(c^{2}-t^{2}\right)^{\gamma}$ are bounded in $(0, c)$ and the Hölder continuity of $\phi$ follows.

Let us introduce the function

$$
v(x, t):=\frac{1}{2}\left|T_{-}\left(\sqrt{c^{2}-t^{2}}\right)\right|^{2} \frac{t}{\sqrt{c^{2}-t^{2}}} e^{-2 t x} 1_{(0, c)}(t)
$$

By $\nVdash$ we denote the Hilbert transformation on $L_{2}(\mathbf{R})$.

LEMMA 3.6. Let the condition II of Theorem 3.2 be satisfied. If in addition $\int_{x}^{\infty}\left|F_{+}^{\prime}(s)\right|\left(1+|s|^{1+\gamma}\right) d s<\infty(x$ in $\mathbf{R})$, where $\gamma:=\beta-1 / 2$, then:
a) $v(x, t) h_{+}\left(x, i \sqrt{c^{2}-t^{2}}\right)$ is as a function of $t$ in $L_{2}(\mathbf{R})$ and is $\gamma-$ Hölder continuous ( $x$ in $\mathbf{R}$ ).
b) $\frac{1}{2 \pi} \int_{0}^{c}\left|T_{-}(t)\right|^{2} e^{-2 \sqrt{c^{2}-t^{2}} x} \frac{h_{+}\left(x, i \sqrt{c^{2}-t^{2}}\right)}{\sqrt{c^{2}-t^{2}}+i \ell} d t$ defines an analytic function in $\operatorname{Re} \ell \neq 0$ which is $\gamma$-Hölder continuous in $\operatorname{Re} \ell \leq 0$ as well as in $\operatorname{Re} \ell \geq 0$.
c) With $\ell:=\ell_{1}+i \ell_{2}$ one has

$$
\begin{aligned}
& \left.\mathcal{H}\left(v(x, t) h_{+}\left(x, i \sqrt{c^{2}-t^{2}}\right)\right)\left(\ell_{2}\right) \stackrel{+}{(-)}-\right) i v\left(x, \ell_{2}\right) h_{+}\left(x, i \ell_{2}\right) \\
& =\lim _{\substack{\ell_{1} \dagger 0 \\
\left(\ell_{1} \downarrow 0\right)}} \frac{1}{2 \pi} \int_{0}^{c}\left|T_{-}(t)\right|^{2} \exp \left(-2 \sqrt{c^{2}-t^{2}} x\right) \frac{h_{+}\left(x, i \sqrt{c^{2}-t^{2}}\right)}{\sqrt{c^{2}-t^{2}}+i \ell} d t .
\end{aligned}
$$

(d)

$$
\frac{1}{2 \pi} \int_{0}^{c}\left|T_{-}(t)\right|^{2} \exp \left(-2 \sqrt{c^{2}-t^{2}} x\right) \frac{h_{+}\left(x, i \sqrt{c^{2}-t^{2}}\right)}{\sqrt{c^{2}-t^{2}}+i \ell} d t
$$

is in $H_{2}^{+}$and $\gamma / 2$ Hölder continuous in $\operatorname{Im} k \geq 0$.

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{c}\left|T_{-}(t)\right|^{2} \exp \left(-2 \sqrt{c^{2}-t^{2}} x\right) \frac{h_{+}\left(x, i \sqrt{c^{2}-t^{2}}\right)}{\sqrt{c^{2}-t^{2}}+i \ell} d t \tag{e}
\end{equation*}
$$

is $\gamma$-Hölder continuous in $\ell$ with $\operatorname{Im} \ell=0$.

Proof. a) follows from Corollary 3.8. That implies that the Hilbert transform $\mathcal{H}\left(v(x, \cdot) h_{+}\left(x, i \sqrt{c^{2}-\cdot}\right)\right)(t)$ is $\gamma$-Hölder continuous also. Now b) can be deduced from c). d) follows from b) and e) follows from c). So it remains to prove c). For $\ell_{1} \neq 0$ we get

$$
\begin{aligned}
& \frac{1}{2 \pi} \int_{0}^{c}\left|T_{-}(t)\right|^{2} \exp \left(-2 \sqrt{c^{2}-t^{2}} x\right) h_{+}\left(x, i \sqrt{c^{2}-t^{2}}\right) \frac{1}{\sqrt{c^{2}-t^{2}}+i \ell} d t \\
& =\frac{1}{2 \pi} \int_{0}^{c}\left|T_{-}(t)\right|^{2} \exp \left(-2 \sqrt{c^{2}-t^{2}} x\right) \frac{1}{\sqrt{c^{2}-t^{2}}+i \ell} d t \\
& =\frac{1}{\pi} \int_{0}^{c} v(x, t) h_{+}\left(x, i \sqrt{c^{2}-t^{2}}\right) \frac{\left(t-\ell_{2}\right)-i \ell_{1}}{\left(t-\ell_{2}\right)^{2}+\ell_{1}^{2}} d t
\end{aligned}
$$

For the imaginary part the convergence follows by a well known property of the Poisson kernel. The convergence of the real part one gets directly by the definition of the Hilbert transformation.

Lemma 3.7. Let $\alpha>0$. If $\int_{x}^{\infty}\left|F_{+}^{\prime}(s)\right|\left(1+|s|^{1+\alpha}\right) d s<\infty$ for all $x$ in $\mathbf{R}$, then $\int_{0}^{\infty}\left|B_{+}(x, y)\right| y^{\alpha} d y<\infty(x$ in $\mathbf{R})$.

Proof. There exists a non increasing function $C(x)$ such that $\left|B_{+}(x, y)\right| \leq C(x) \int_{x+y}^{\infty}\left|\Omega_{+}^{\prime}(s)\right| d s$.

By interchanging the order of integration,

$$
\begin{aligned}
\int_{0}^{\infty}\left|B_{+}(x, y)\right| y^{\alpha} d y & \leq C(x) \int_{x}^{\infty}\left|\Omega_{+}^{\prime}(s)\right|\left(\int_{0}^{s-x} y^{\alpha} d y\right) d s \\
& \leq C(x) \int_{x}^{\infty}\left|\Omega_{+}^{\prime}(s)\right|(s-x)^{1+\alpha} d s
\end{aligned}
$$

and the lemma follows.
Immediately we get

COROLLARY 3.8. If $\int_{x}^{\infty}\left|\Omega_{+}^{\prime}(s)\right|\left(1+|s|^{1+\alpha}\right) d s<\infty$ for all $x$ in $\mathbf{R}$, then $h_{+}(x, \ell):=1+\int_{0}^{\infty} B_{+}(x, y) e^{2 i \ell y} d y$ is $\alpha$-Hölder continuous in $\operatorname{Im} \ell \geq 0(x$ in $\mathbf{R})$.

Let us summarize the main result of this paper in the following theorem, recalling that by definition $q_{+}(x):=c^{2}-\partial_{x} B_{+}(x, 0)$ and $q_{-}(x):=\partial_{x} B_{-}(x, 0)\left(\right.$ in $\left.L_{1}^{\ell o c}(\mathbf{R})\right)$.

THEOREM 3.9. Under the hypothesis of Theorem 3.2 or Theorem 3.3, $q_{-}$is in $L_{2}(-\infty), q_{+}$in $L_{1}(+\infty)$ and $q_{+}=q_{-}$in $L_{1}^{\ell o c}(\mathbf{R})$. If moreover there exists $\alpha \geq 1 / 2$ such that for all $x$ in $\mathbf{R} \int_{-\infty}^{x}(x-s)^{2 \alpha}\left|\Omega_{-^{\prime}}(s)\right|^{2} d x<$ $\infty$, then $\int_{-\infty}^{x}|s|^{2 \alpha}\left|q_{-}(s)\right|^{2} d s<\infty$ for all $x$ in $\mathbf{R}$.

Proof. The last statement follows from Proposition 2.7. As concerns the equality of the two potentials we remark that $e^{i \ell x} h_{+}(x, \ell)$ is a solution of the Schrödinger equation for $\operatorname{Im} \ell \geq 0$ :
1)

$$
-y^{\prime \prime}(x)+q_{+}(x) y(x)=\left(\ell^{2}+c^{2}\right) y(x)=k^{2} y(x) .
$$

By Theorem 3.2 or Theorem 3.3, we have for $\operatorname{Im} k>0$,

$$
h_{-}(x, k) e^{-i k x}=g_{+}(x, \ell(k)) e^{-i \ell x} .
$$

The right hand side is continuous in $\{\operatorname{Im} k \geq 0\} \backslash\{|k| \leq c: k$ in $\mathbf{R}\}$ and is twice continuously differentiable with respect to $x$. So $h_{-}(x, k)$ is continuously defined in $\{\operatorname{Im} k \geq 0\} \backslash\{|k| \leq c: k$ in $\mathbf{R}\}$ and is twice continuously differentiable with respect to $x$ there. Because $q_{+}$is real, $e^{-i \ell x} g_{+}(x, \ell(k))$ is a solution of 1) for $k$ in $\mathbf{R} \backslash[-c, c]$. But for $\operatorname{Im} k>0, e^{-i k x} h_{-}(x, k)$ is a solution of
2)

$$
-y^{\prime \prime}(x)+q_{-}(x) y(x)=k^{2} y(x) .
$$

Due to the smoothness properties of $\left.h_{-}(x, k), 2\right)$ must hold even for $k$ in $\mathbf{R} \backslash[-c, c]$. We conclude that $e^{-i k x} h_{-}(x, k)$ satisfies for $k$ in $\mathbf{R} \backslash[-c, c]$ both equations 1) and 2). Subtracting them one gets

$$
\left(q_{+}(x)-q_{-}(x)\right) e^{-i k x} h_{-}(x, k)=0 .
$$

It follows that $q_{+}(x)=q_{-}(x)$ in $L_{1}^{\text {loc }}(\mathbf{R})$.
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