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SATURATIONS OF POWERS OF CERTAIN
DETERMINANTAL IDEALS

KOSUKE FUKUMURO, TARO INAGAWA AND KOJI NISHIDA

ABSTRACT. In this paper we study certain determinan-
tal ideals that extend the class of ideals of Herzog-Northcott
type introduced by O’Carroll and Planas-Vilanova. As is
well known, in a three-dimensional Cohen-Macaulay lo-
cal ring, the second symbolic powers of ideals of Herzog-
Northcott type can be controlled well. We aim to general-
ize this fact considering “saturation” instead of “symbolic
power.” Furthermore, in order to compare the saturation
with the symbolic power, we study the associated primes of
the powers of certain determinantal ideals.

1. Introduction. Let R be a Noetherian ring andm an integer with
m ≥ 2. Let x1, x2, . . . , xm+1 be a sequence of elements of R generating
a proper ideal of height m + 1, and let {αij} be a family of positive
integers, where i = 1, 2, . . . ,m and j = 1, 2, . . . ,m+ 1. We set

aij =

 x
αij

i+j−1 if i+ j ≤ m+ 2

x
αij

i+j−m−2 if i+ j > m+ 2

for any i = 1, 2, . . . ,m and j = 1, 2, . . . ,m+1, and consider the matrix
A = (aij) of size m× (m+ 1). If αij = 1 for all i and j, the matrix A
looks like 

x1 x2 · · · xm xm+1

x2 · · · xm xm+1 x1

... . .
.

. .
.

. .
. ...

xm xm+1 x1 · · · xm−1

 .

However, we may put any exponents to each entry. In this paper, we
study the ideal generated by the maximal minors of A. If m = 2, this
kind of ideal is known as Herzog-Northcott type in the recent literature
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[18], and it is a well-known result of Herzog [12] that the defining
ideal of a space monomial curves is Herzog-Northcott type. Because
the ideals of Herzog-Northcott type provide interesting examples of
symbolic Rees algebras, a lot of authors studied the symbolic powers
of those ideals (cf., [5, 8, 9, 11, 13, 16, 21]). Although the symbolic
powers of ideals usually behave very wildly, if the ideal is Herzog-
Northcott type, its second symbolic power can be controlled well (cf.,
[10, 15, 17]). The purpose of this paper is to generalize this fact
for ideals stated above replacing “symbolic power” by “saturation.” In
order to explain our main result, let us recall the definitions of the
symbolic power and the saturation of an ideal.

Let (R,m) be a local ring and I an ideal of R such that dimR/I > 0.
Let r be a positive integer. We set

(Ir)sat = {x ∈ R | mi · x ⊆ Ir for some integer i ≥ 0}

and call it the saturation of Ir. As (Ir)sat/Ir ∼= H0
m(R/Ir), where

H0
m(·) denotes the 0-th local cohomology functor, we have (Ir)sat = Ir

if and only if depthR/Ir > 0. Moreover, if J is an m-primary ideal
such that depthR/(Ir :R J) > 0, we have (Ir)sat = Ir :R J . On the
other hand, the r-th symbolic power of I is defined by

I(r) = {x ∈ R | sx ∈ Ir for some s ∈ R such that

s /∈ p for any p ∈ MinR R/I}.

In order to compare (Ir)sat and I(r), let us take a minimal primary
decomposition of Ir;

Ir =
∩

p∈AssR R/Ir

Q(p),

where Q(p) denotes the p-primary component. It is easy to see that

(Ir)sat =
∩

m̸=p∈AssR R/Ir

Q(p) and I(r) =
∩

p∈MinR R/I

Q(p).

Hence, we have (Ir)sat ⊆ I(r) and the equality holds if and only if
AssR R/Ir is a subset of {m} ∪MinR R/I. Therefore, if dimR/I = 1,
then (Ir)sat = I(r). If dimR/I ≥ 2, (Ir)sat may be different from I(r),
but even in that case, (Ir)sat has meaning as an approximation of I(r).
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If (R,m) is a three-dimensional Cohen-Macaulay local ring and I is
an ideal of Herzog-Northcott type, then I(2)/I2 is a cyclic R-module
and its generator can be described precisely (cf., [10, (2.2), (2.3)]).
This fact can be generalized as follows, which is the main result of this
paper.

Theorem 1.1. Let (R,m) be a Cohen-Macaulay local ring of dimR =
m+1, where m ≥ 2. Let x1, x2, . . . , xm+1 be an sop for R, and set I to
be the ideal generated by the maximal minors of A. Then the following
assertions hold.

(1) (Ir)sat = Ir for any r = 1, . . . ,m− 1.
(2) (Im)sat/Im is a cyclic R-module.

The proof of this theorem is given in Section 4. Moreover, for I
of 1.1, we can describe a generator of (Im)sat/Im assuming suitable
conditions on {αij}. In order to compare (Ir)sat with I(r) for I of 1.1,
we have to compare AssR R/Ir with {m}∪MinR R/I. For that purpose,
we study the associated primes of powers of ideals in a more general
situation in Section 3. Our results are closely related to [3, Lemma 3.3,
Corollary 3.5] and the frameworks for the proofs are similar. Anyway,
as a corollary of the results stated in Section 3, we see that the ideal I
of 1.1 satisfies (Ir)sat ( I(r) if r > m ≥ 3 and αij = 1 for any i, j.

Throughout this paper, R is a commutative ring, and we often
assume that R is a Noetherian local ring with the maximal ideal m. For
positive integers m,n and an ideal a of R, we denote by Mat (m,n ; a)
the set of m×n matrices with entries in a. For any A ∈ Mat (m,n ;R)
and any k ∈ Z we denote by Ik(A) the ideal generated by the k-minors
of A. In particular, Ik(A) is defined to be R (respectively, (0)) for k ≤ 0
(respectively, k > min{m,n}). If A,B ∈ Mat (m,n ;R) and the (i, j)
entries of A and B are congruent modulo a fixed ideal a for any (i, j),
we write A ≡ Bmod a.

2. Preliminaries. In this section, we assume that R is just a
commutative ring. Let m,n be positive integers with m ≤ n and
A = (aij) ∈ Mat (m,n ;R). Let us recall the following rather well-
known fact.
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Lemma 2.1. Suppose Im(A) ⊆ p ∈ SpecR, and put ℓ = max{0 ≤ k ∈
Z | Ik(A) ̸⊆ p}. Then ℓ < m and there exists B ∈ Mat (m−ℓ, n−ℓ ; pRp)
such that Ik(A)p = Ik−ℓ(B) for any k ∈ Z.

Proof. We prove by induction on ℓ. The assertion is obvious if ℓ = 0.
So, let us consider the case where ℓ > 0. Then I1(A) ̸⊆ p, and so some
entry of A is a unit in Rp. Hence, applying elementary operations to
A in Mat (m,n ;Rp), we get a matrix of the form

1 0 · · · 0
0
... A′

0

 ,

where A′ ∈ Mat (m − 1, n − 1 ;Rp). It is easy to see that Ik(A)p =
Ik−1(A

′) for any k ∈ Z. Hence Im−1(A
′) ⊆ pRp and ℓ − 1 = max{0 ≤

k ∈ Z | Ik(A′) ̸⊆ pRp}. By the induction hypothesis, there exists

B ∈ Mat ((m−1)−(ℓ−1), (n−1)−(ℓ−1) ; pRp) = Mat (m−ℓ, n−ℓ ; pRp)

such that It(A
′) = It−(ℓ−1)(B) for any t ∈ Z. Then we have Ik(A)p =

Ik−ℓ(B) for any k ∈ Z. �

In the rest of this section, we assume n = m + 1. For any
j = 1, 2, . . . ,m+ 1, Aj denotes the m×m submatrix of A determined
by removing the j-th column. We set dj = (−1)j−1 · detAj and
I = (d1, d2, . . . , dm+1)R = Im(A). Let us take an indeterminate t
over R and consider the Rees algebra of I;

R(I) := R[d1t, d2t, . . . , dm+1t] ⊆ R[t],

which is a graded ring such that deg djt = 1 for all j = 1, 2, . . . ,m+ 1.
On the other hand, let S = R[T1, T2, . . . , Tm+1] be a polynomial ring
over R with m+ 1 variables. We regard S as a graded ring by setting
deg Tj = 1 for all j = 1, 2, . . . ,m + 1. Let π : S −→ R(I) be the
homomorphism of R-algebras such that π(Tj) = djt for any j. Then π
is a surjective graded homomorphism. Now we set

fi =
m+1∑
j=1

xijTj ∈ S1
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for any i = 1, . . . ,m. It is easy to see (f1, f2, . . . , fm)S ⊆ Kerπ. For
our purposes, the following result due to Avramov [2] is very important
(another elementary proof is given in [6]).

Proposition 2.2. Suppose that R is a Noetherian ring. If grade Ik(A) ≥
m − k + 2 for all k = 1, . . . ,m, then Kerπ = (f1, f2, . . . , fm)S and
f1, f2, . . . , fm is an S-regular sequence.

As the last preliminary result, we describe a technique using deter-
minants of matrices. Suppose that y1, y2, . . . , ym+1 are elements of R
such that

A


y1
y2
...

ym+1

 =


0
0
...
0

 .

We put y = y1 + y2 + · · ·+ ym+1.

Lemma 2.3. If y, yk form a regular sequence for some k = 1, 2, . . . ,m+
1, then there exists δ ∈ R such that yj ·δ = dj for any j = 1, 2, . . . ,m+1.

Proof. We put d = d1+d2+ · · ·+dm+1. Then the following assertion
holds:

Claim. y · dj = yj · d for all j = 1, 2, . . . ,m+ 1.

In order to prove the claim above, let us consider the following (m +
1)× (m+ 1) matrix:

B =


1 1 · · · 1

A

 .

Expanding detB along the first row, we get detB = d. Let us fix
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j = 1, 2, . . . ,m+ 1. Multiplying the j-th column of B by yj , we get

B′ =



j

`
1 · · · yj · · · 1
a11 · · · a1jyj · · · a1,m+1

...
...

...
am1 · · · amjyj · · · am,m+1

.

Then detB′ = yj ·detB = yj ·d. Next, for any ℓ ∈ {1, 2, . . . ,m+1}\{j},
we add the ℓ-th column of B′ multiplied by yℓ to the j-th column, and
get

B′′ =



j

`
1 · · · y · · · 1
a11 · · · 0 · · · a1,m+1

...
...

...
am1 · · · 0 · · · am,m+1

,

since our assumption means

ai1y1 + · · ·+ aijyj + · · ·+ ai,m+1ym+1 = 0

for all i = 1, . . . ,m. Then detB′′ = detB′ = yj · d. Finally, replacing
the first j columns of B′′, we get

B′′′ =


y 1 · · · 1
0
... Aj

0

 .

Then y · dj = y · (−1)j−1 · detAj = (−1)j−1 · detB′′′ = detB′′ = yj · d.
Thus, we get the equalities of the claim.

Now we take k = 1, 2, . . . ,m+1 so that y, yk form a regular sequence.
Because y · dk = yk · d, there exists δ ∈ R such that d = yδ. Then
y · dj = yj · yδ for any j = 1, 2, . . . ,m + 1. As y is an R-NZD, we get
dj = yj · δ for any j = 1, 2, . . . ,m+ 1, and the proof is complete. �

Lemma 2.4. If R is a Cohen-Macaulay local ring and y1, y2, . . . , ym+1

is an ssop for R, then y, yk form a regular sequence for any k =
1, 2, . . . ,m+ 1.



SATURATIONS OF POWERS 173

Proof. It is enough to show for k = 1. Because (y1, y2, . . . , ym+1)R =
(y, y1, . . . , ym)R, it follows that y, y1, . . . , ym is an ssop for R, too.
Hence y, y1 is R-regular. �

Lemma 2.5. Suppose that a is an ideal of R and aij ∈ a for all i, j.
We put Q = (y1, y2, . . . , ym+1)R. Then δ of Lemma 2.3 is an element
of am :R Q.

Proof. We get this assertion since dj ∈ am for any j = 1, 2, . . . ,m+1.

�

3. Associated primes of R/In. Let R be a Noetherian ring and
A = (aij) ∈ Mat (m,m + 1 ;R), where 1 ≤ m ∈ Z. Let I = Im(A).
Throughout this section, we assume that I is a proper ideal and
grade Ik(A) ≥ m− k + 2 for all k = 1, . . . ,m. Let us keep the notation
of Section 2.

Let K• be the Koszul complex of f1, f2, . . . , fm, which is a complex
of graded free S-modules. We denote its boundary map by ∂•. Let
e1, e2, . . . , em be an S-basis of K1 consisting of homogeneous elements
of degree 1 such that ∂1(ei) = fi for any i = 1, . . . ,m. Then, for any
s = 1, . . . ,m,

{ei1 ∧ ei2 ∧ · · · ∧ eis | 1 ≤ i1 < i2 < · · · < is ≤ m}

is an S-basis of Ks consisting of homogeneous elements of degree s, and
we have

∂s(ei1 ∧ ei2 ∧ · · · ∧ eis) =
s∑

p=1

(−1)p−1 · fip · ei1 ∧ · · · ∧ êip ∧ · · · ∧ eis ,

where êip means that eip is omitted from the exterior product. Let
1 ≤ r ∈ Z. Taking the homogeneous part of degree r of K•, we get a
complex

[K•]r : 0 −→ [Km]r
∂m−→ [Km−1]r −→ · · · −→ [K1]r

∂1−→ [K0]r −→ 0

of finitely generated free R-modules. It is obvious that [Ks]r = 0 if
r < s. On the other hand, if r ≥ s, then{

Tα1
1 Tα2

2 · · ·Tαm+1

m+1 · ei1 ∧ ei2 ∧ · · · ∧ eis

∣∣∣ 0 ≤ α1, α2, . . . , αm+1 ∈ Z,
α1 + α2 + · · · + αm+1 = r − s,

1 ≤ i1 < i2 < · · · < is ≤ m

}
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is an R-basis of [Ks]r.

Proposition 3.1. If (R,m) is a local ring and A ∈ Mat (m,m+1 ;m),
we have

proj.dimR R/Ir =

{
r + 1 if r < m,

m+ 1 if r ≥ m.

Proof. By Proposition 2.2 and [4, 1.6.17], we see that

0 −→ Km
∂m−→ Km−1 −→ · · · −→ K1

∂1−→ K0
π−→ R(I) −→ 0

is a graded S-free resolution of R(I). Hence, for any integer r ≥ 0,

0 −→ [Km]r
∂m−→ [Km−1]r −→ · · · −→ [K1]r

∂1−→ [K0]r
π−→ Irtr −→ 0

is an R-free resolution of the R-module Irtr. Let us notice Irtr ∼= Ir as
R-modules. Suppose 1 ≤ s ≤ m and r ≥ s. Then, for any non-negative
integers α1, α2, . . . , αm+1 with α1+α2+ · · ·+αm+1 = r−s and positive
integers i1, i2, . . . , is with 1 ≤ i1 < i2 < · · · < iℓ ≤ m, we have

∂s(T
α1
1 Tα2

2 · · ·Tαm+1

m+1 · ei1 ∧ ei2 ∧ · · · ∧ eis)

= Tα1
1 Tα2

2 · · ·Tαm+1

m+1 ·
s∑

p=1

(−1)p−1

·
(m+1∑

j=1

aip,jTj

)
· ei1 ∧ · · · ∧ êip ∧ · · · ∧ eis

=
s∑

p=1

m+1∑
j=1

(−1)p−1aip,j · T
α1
1 · · ·T 1+αj

j · · ·Tαm+1

m+1 · ei1

∧ · · · ∧ êip ∧ · · · ∧ eis

∈ m · [Ks−1]r.

Hence, [K•]r gives a minimal R-free resolution of Ir. If r < m, we have
[Kr]r ̸= 0 and [Ks]r = 0 for any s > r, and so proj. dimR Ir = r. On
the other hand, if r ≥ m, we have [Km]r ̸= 0 and [Ks]r = 0 for any
s > m, and so proj. dimR Ir = m. Thus, we get the required equality
as proj. dimR R/Ir = proj. dimR Ir + 1. �
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By the Auslander-Buchsbaum formula (cf., [4, 1.3.3]), we get the
following.

Corollary 3.2. If (R,m) is local and A ∈ Mat (m,m+1 ;m), we have

depthR/Ir =

{
depthR− r − 1 if r < m,

depthR−m− 1 if r ≥ m.

Here we remark that depthR ≥ grade I1(A) ≥ m + 1 by our
assumption of this section. As a consequence of Corollary 3.2, we see
that the next assertion holds.

Corollary 3.3. Suppose that (R,m) is a local ring and A ∈ Mat (m,m+
1 ;m). Then we have m ∈ AssR R/Ir if and only if r ≥ m and
depthR = m+ 1.

The next result is a generalization of Corollary 3.3.

Proposition 3.4. Let I ⊆ p ∈ SpecR and 1 ≤ r ∈ Z. We put

ℓ = max{0 ≤ k < m | Ik(A) ̸⊆ p}.

Then the following conditions are equivalent.

(1) p ∈ AssR R/Ir.
(2) r ≥ m− ℓ and depthRp = m− ℓ+ 1.

When this is the case, grade Iℓ+1(A) = m− ℓ+ 1.

Proof. By Lemma 2.1, there exists B ∈ Mat (m− ℓ,m− ℓ+1 ; pRp)
such that Ik(B) = Ik+ℓ(A)p for any k ∈ Z. Hence, for any k =
1, . . . ,m− ℓ, we have

grade Ik(B) = grade Ik+ℓ(A)p ≥ m− (k + ℓ) + 2 = (m− ℓ)− k + 2.

Therefore, by Corollary 3.3, we see that pRp ∈ AssRp
Rp/Im−ℓ(B)

r

if and only if r ≥ m − ℓ and depthRp = m − ℓ + 1. Let us
notice Im−ℓ(B) = Ip. Because p ∈ AssR R/Ir if and only if pRp ∈
AssRp

Rp/Ip
r, we see (1) ⇔ (2). Furthermore, as Iℓ+1(A) ⊆ p, we have

grade Iℓ+1(A) ≤ depthRp, and so we get grade Iℓ+1(A) = m − ℓ + 1 if
condition (2) is satisfied. �
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For any positive integer r, let Λr
A be the set of integers i such

that max{1,m − r + 1} ≤ i ≤ m and grade Ii(A) = m − i + 2.
We denote by AsshR R/Ii(A) the set of p ∈ AssR R/Ii(A) such that
dimR/p = dimR/Ii(A). Then the following assertion holds.

Proposition 3.5. Let R be a Cohen-Macaulay ring. Then, for any
positive integer r, we have

AssR R/Ir =
∪

i∈Λr
A

AsshR R/Ii(A).

Proof. Let us take any p ∈ AssR R/Ir and put ℓ = max{0 ≤ k <
m | Ik(A) ̸⊆ p}. Then Iℓ+1(A) ⊆ p. Moreover, by Proposition 3.4, we
have r ≥ m− ℓ, depthRp = m− ℓ+ 1 and grade Iℓ+1(A) = m− ℓ+ 1.
Hence ℓ+1 ∈ Λr

A. Let us notice that ht p = depthRp and ht Iℓ+1(A) =
grade Iℓ+1(A) as R is Cohen-Macaulay. Therefore ht p = ht Iℓ+1(A),
which means p ∈ AsshR R/Iℓ+1(A).

Conversely, let us take any i ∈ Λr
A and q ∈ AsshR R/Ii(M). Then

ht q = ht Ii(A) = grade Ii(A) = m − i + 2. As our assumption implies
ht Ii−1(A) ≥ m − i + 3, it follows that i − 1 = max{0 ≤ k < m |
Ik(A) ̸⊆ q}. Let us notice r ≥ m − (i − 1) as m − r + 1 ≤ i,
which is one of the conditions for i ∈ Λr

A. Moreover, we have
depthRq = ht q = m − (i − 1) + 1. Thus we get q ∈ AssR R/Ir

by Proposition 3.4, and the proof is complete. �

As a natural question, one may ask whether the results stated above
can be extended to the case where A = (aij) ∈ Mat (m,n ;R) with
m < n. As far as the authors know, the following two kinds of
generalizations seem to be possible.

First, we would like to suggest considering the powers of modules.
We set M to be the cokernel of the R-linear map Rm −→ Rn defined
by tA. Let us assume grade Ik(A) ≥ m − k + 2 for all k = 1, . . . ,m.
Then, by [2, Proposition 4], M has rank n−m and the r-th symmetric
power S r(M) is torsion-free over R for any r ≥ 1. In this case, M
can be embedded into a finitely generated free R-module F and the
r-th power Mr of M is defined to be the image of S r(M) in S r(F ).
Similarly as the case of m×(m+1) matrix, we consider the polynomial
ring S = R[T1, T2, . . . , Tn] and set fi = ai1T1 + ai2T2 + · · ·+ ainTn ∈ S
for all i = 1, . . . ,m. Then, by [2, Propsosition 1 and Proposition 4], we
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get an R-free resolution of S r(F )/Mr by taking the homogeneous part
of the Koszul complex of f1, f2, . . . , fm over S. In this way, detailed
information on the associated primes of S r(F )/Mr could be deduced.

On the other hand, by using the free resolution of Akin-Buchsbaum-
Weyman [1], another generalization seems to be possible. This idea was
suggested by the referee. Similarly as in the case of the m × (m + 1)
matrix, we set I to be the ideal generated by the maximal minors of A,.
Let us assume grade Ik(A) ≥ (m−k+1)(n−m)+1 for any k = 1, . . . ,m.
Then, by [1, Theorem 5.4], we get an R-free resolution of R/Ir for any
r ≥ 1, and it could be used in place of Proposition 3.1 to deduce the
m× n matrix version of Propositions 3.4 and 3.5.

Proposition 3.6. Let R be an (m + 1)-dimensional Cohen-Macaulay
local ring, where 2 ≤ m ∈ Z. Let A be the matrix given in the
introduction. Then the following assertions hold :

(1) ht Ik(A) ≥ m− k + 2 for all k = 1, 2, . . . ,m.

(2) proj. dimR R/Ir =

 r + 1 if r < m,

m+ 1 if r ≥ m.

(3) depthR/Ir =

 m− r if r < m,

0 if r ≥ m.

Furthermore, if αij = 1 for all i and j, the following assertions hold :

(4) ht I2(A) = m and AsshR R/I2(A) ⊆ AssR R/Ir for any r ≥
m− 1.

(5) If m is an odd integer with m ≥ 3, then ht I3(A) = m− 1 and
AsshR R/I3(A) ⊆ AssR R/Ir for any r ≥ m− 2.

(6) If m ≥ 3, then (Ir)sat ( I(r) for any r ≥ m− 1.

Proof. (1) We aim to prove the following.

Claim. Jk−1 + Ik(A) is an m-primary ideal for any k = 1, 2, . . . ,m,
where Jk−1 = (x1, x2, . . . , xk−1)R.

If this is true, we have dimR/Ik(A) ≤ k − 1, and so ht Ik(A) ≥
dimR− (k − 1) = m− k + 2, which is the required inequality.
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In order to prove the claim, we take any p ∈ SpecR containing
Jk−1 + Ik(A). It is enough to show Jm+1 = (x1, x2, . . . , xm+1)R ⊆ p.
For that purpose, we prove Jℓ ⊆ p for any ℓ = k − 1, k, . . . ,m + 1
by induction on ℓ. As we obviously have Jk−1 ⊆ p, let us assume
k ≤ ℓ ≤ m + 1 and Jℓ−1 ⊆ p. Because the k-minor of A with respect
to the first k rows and the columns ℓ− k + 1, . . . , ℓ− 1, ℓ is congruent
with

det


x
α1,ℓ

ℓ

0 x
α2,ℓ−1

ℓ

. .
. ∗

x
αk,ℓ−k+1

ℓ


mod Jℓ−1, it follows that Jℓ−1+Ik(A) includes some power of xℓ. Hence
xℓ ∈ p, and so we get Jℓ ⊆ p.

(2) and (3) follow from Proposition 3.1 and Corollary 3.2, respec-
tively.

In the rest of this proof, we assume αij = 1 for any i and j,.

(4) Let q = (x1 − x2, x2 − x3, . . . , xm − xm+1)R. Then x1 ≡ xj mod
q for any j = 1, 2, . . . ,m + 1. Hence, any 2-minor of A is congruent
with

det

(
x1 x1

x1 x1

)
= 0

mod q. This means I2(A) ⊆ q, and so ht I2(A) ≤ µR(q) = m. On the
other hand, ht I2(A) ≥ m by (1). Thus, we get ht I2(A) = m. Then, for
any r ≥ m − 1, we have 2 ∈ Λr

A, and so AsshR R/I2(A) ⊆ AssR R/Ir

by Proposition 3.5.

(5) Let p be the ideal of R generated by {xi − xi+2}, where i runs
all odd integers with 1 ≤ i ≤ m − 2. Similarly, we set q to be the
ideal of R generated by {xj − xj+2}, where j runs all even integers
with 2 ≤ j ≤ m − 1. Let A′ be the submatrix of A with the rows
i1, i2, i3 and the columns j1, j2, j3, where 1 ≤ i1 < i2 < i3 ≤ m and
1 ≤ j1 < j2 < j3 ≤ m + 1. We can choose p, q with 1 ≤ p < q ≤ 3 so
that ip ≡ iq mod 2. Then, for any t = 1, 2, 3, we have ip + jt ≡ iq + jt
mod 2, and so, if ip + jt is odd (respectively, even), it follows that
aip,jt ≡ aiq,jt mod q (respectively, p). Hence, we see that the p-th row
of A′ is congruent with the q-th row of A′ mod p + q, which means
detA′ ≡ 0 mod p + q. As a consequence, we get I3(A) ⊆ p + q.
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Therefore, ht I3(A) ≤ µR(p)+µR(q) = (m− 1)/2+ (m− 1)/2 = m− 1.

(6) Let us take any p ∈ AsshR R/I2(A) and r ≥ m− 1. Then, by (4)
we have ht p = m ≥ 3 and p ∈ AssR R/Ir. Hence AssR R/Ir is not a
subset of {m} ∪MinR R/I. Therefore, by the observation stated in the
introduction, we get (Ir)sat ( I(r), and the proof is complete. �

4. Computing (Im)sat. In this section, we assume that (R,m) is
an (m+ 1)-dimensional Cohen-Macaulay local ring, where 2 ≤ m ∈ Z.
Let x1, x2, . . . , xm+1 be an sop for R, and let A be the matrix given in
the introduction. We put I = Im(A). Then, by (3) of Proposition 3.6,
we get assertion (1) of Theorem 1.1. Let us prove Theorem 1.1 (2).

For any j = 1, 2, . . . ,m+ 1, we set dj = (−1)j−1 · detAj , where Aj

is the submatrix of A determined by removing the j-th column. Then
I = (d1, d2, . . . , dm+1)R. Furthermore, for any k = 1, 2, . . . ,m + 1, we
denote by βk the minimum of the exponents of xk that appear in the
entries of A. Let us notice that A’s entries which are powers of xk

appear as follows:



x
α1,k

k

x
α2,k−1

k

. .
.

x
αk,1

k

x
αk+1,m+1

k

x
αk+2,m

k

. .
.

x
αm,k+2

k


if 1 ≤ k < m, and


x
α1,m
m

x
α2,m−1
m

. .
.

x
αm,1
m


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or 
x
α1,m+1

m+1

x
α2,m

m+1

. .
.

x
αm,2

m+1


if k = m or m+ 1, respectively. So, we have

βk =

 min{αi,k−i+1}1≤i≤k ∪ {αi,k−i+m+2}k<i≤m if 1 ≤ k < m,

min{αi,k−i+1}1≤i≤m if k = m or m+ 1.

Then, for any k = 1, 2, . . . ,m+ 1, we can choose ik so that one of the
following conditions is satisfied:

(i) 1 ≤ ik ≤ k and βk = αik,k−ik+1

or
(ii) k < ik ≤ m and βk = αik,k−ik+m+2.

Now, for any i = 1, 2, . . . ,m and j = 1, 2, . . . ,m+ 1, we set

a′ik =

 x
αi,k−i+1−βk

k if i ≤ k,

x
αi,k−i+m+2−βk

k if i > k.

Then a′ik,k = 1 for all k = 1, 2, . . . ,m + 1. The next assertion can be
verified easily.

Lemma 4.1. Suppose 1 ≤ i ≤ m and 1 ≤ j ≤ m+ 1.

(1) If i+ j ≤ m+2, setting k = i+ j − 1, we have 1 ≤ k ≤ m+ 1,

i ≤ k and aij = xβk

k · a′ik.
(2) If i+ j > m+2, setting k = i+ j−m− 2, we have 1 ≤ k < m,

i > k and aij = xβk

k · a′ik.

Let Q be the ideal of R generated by xβ1

1 , xβ2

2 , . . . , x
βm+1

m+1 . Then
A ∈ Mat (m,m + 1 ;Q) by Lemma 4.1. Assertion (2) of Theorem 1.1
follows from the next

Proposition 4.2. (Im)sat = Im :R Q and (Im)sat/Im ∼= R/Q.



SATURATIONS OF POWERS 181

Proof. Let S be the polynomial ring over R with variables T1, T2, . . . ,
Tm+1. We regard S as a graded ring by setting deg Tj = 1 for any
j = 1, 2, . . . ,m+ 1. Let

fi =

m+1∑
j=1

aijTj ∈ S1

for any i = 1, 2, . . . ,m, and let K• be the Koszul complex of
f1, f2, . . . , fm. Then K• is a graded complex. Let ∂• be the bound-
ary map of K•, and let e1, e2, . . . , em be an S-basis of K1 consist-
ing of homogeneous elements of degree 1 such that ∂1(ei) = fi for all
i = 1, 2, . . . ,m. As is stated in the proof of Proposition 3.1,

0 → [Km]m
∂m→ [Km−1]m → · · · → [K1]m

∂1→ [K0]m
ϵ→ R → 0

∥
Sm

is an acyclic complex, where ϵ is the R-linear map such that

ϵ(Tα1
1 Tα2

2 · · ·Tαm+1

m+1 ) = dα1
1 dα2

2 · · · dαm+1

m+1

for any non-negative integers α1, α2, . . . , αm+1 with α1 + α2 + · · · +
αm+1 = m. We obviously have Im ϵ = Im. We set e = e1∧e2∧· · ·∧em
and ěi = e1 ∧ · · · ∧ êi ∧ · · · ∧ em for any i = 1, 2, . . . ,m. Let us take
{e} and {Tj ěi | 1 ≤ i ≤ m, 1 ≤ j ≤ m + 1} as R-bases of [Km]m and
[Km−1]m, respectively. Because

(♯) ∂m(e) =

m∑
i=1

(−1)i−1fi · ěi =
m∑
i=1

m+1∑
j=1

(−1)i−1aij · Tj ěi,

we have ∂m([Km]m) ⊆ Q · [Km−1]m. Hence, by [14, 3.1] we get

(Im :R Q)/Im ∼= [Km]m/Q[Km]m ∼= R/Q.

Here, for any i = 1, 2, . . . ,m and j = 1, 2, . . . ,m+ 1, we set

Tik =

 Tk−i+1 if i ≤ k,

Tk−i+m+2 if i > k.

Then the following assertion holds:

Claim 1. Suppose 1 ≤ k, ℓ ≤ m + 1 and k ̸= ℓ. Then Tik ̸= Tiℓ for
any i = 1, 2, . . . ,m.
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In order to prove the above claim, we may assume k < ℓ. Then the
following three cases can happen: (i) i ≤ k < ℓ, (ii) k < i ≤ ℓ or
(iii) k < ℓ < i. Because k−i+1 < ℓ−i+1 and k−i+m+2 < ℓ−i+m+2,
we get Tik ̸= Tiℓ in cases (i) and (iii). Furthermore, as m+ 1 > ℓ− k,
we get k− i+m+2 > ℓ− i+1, and so Tik ̸= Tiℓ holds also in the case
of (ii). Thus, we have seen Claim 1.

Now, for any k = 1, 2, . . . ,m+ 1, we set

v(k,e) =
m∑
i=1

(−1)i−1a′ik · Tikěi ∈ [Km−1]m.

Then the following equality holds:

Claim 2. ∂m(e) =
m+1∑
k=1

xβk

k · v(k,e).

In fact, by (♯) and Lemma 4.1, we have

∂m(e) =

m∑
i=1

(m−i+2∑
j=1

(−1)i−1aij · Tj ěi +

m+1∑
j=m−i+3

(−1)i−1aij · Tj ěi

)

=
m∑
i=1

(m+1∑
k=i

(−1)i−1xβk

k a′ik · Tk−i+1ěi +
i−1∑
k=1

(−1)i−1xβk

k a′ik

· Tk−i+m+2ěi

)
=

m∑
i=1

m+1∑
k=1

(−1)i−1xβk

k a′ik · Tikěi,

and so the equality of Claim 2 follows.

Finally, we need the following:

Claim 3. {v(k,e)}1≤k≤m is a part of an R-basis of [Km−1]m.

If this is true, by [14, 3.4] (see [7, 3.4] for the case where m = 2) we get
depthR/(Im :R Q) > 0, which means (Im)sat = Im :R Q. So, let us
prove Claim 3. By Claim 1, we see that Ti1,1ěi1 , Ti2,2ěi2 , . . . , Tim,měim
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are different to each other. We set

U = {Tj ěi | 1 ≤ i ≤ m, 1 ≤ j ≤ m+ 1} \ {Tik,kěik | 1 ≤ k ≤ m}

and aim to prove that U ∪ {v(k,e)}1≤k≤m is an R-basis of [Km−1]m.
By [14, 3.3], it is enough to show that the submodule of [Km−1]m
generated by U∪{v(k,e)}1≤k≤m includes Tik,kěik for any k = 1, 2, . . . ,m.
This can be easily seen since

v(k,e) = (−1)k−1 · Tik,kěik +
∑
i ̸=ik

(−1)i−1a′ik · Tikěi

and Tikěi ∈ U if i ̸= ik, which follows from Claim 1. Thus the assertion
of Claim 3 follows, and the proof of Proposition 4.2 is complete. �

If we assume a suitable condition on {αij}, we can describe a
generator of (Im)sat/Im. For any i = 1, 2, . . . ,m and k = 1, 2, . . . ,m+1,
we set

bik =

{
a′ikdk−i+1 if i ≤ k

a′ikdk−i+m+2 if i > k,

and B = (bik) ∈ Mat (m,m+ 1 ; I). Then the next equality holds:

Lemma 4.3. B


xβ1

1

xβ2

2
...

x
βm+1

m+1

 =


0
0
...
0

.

Proof. For all i = 1, 2, . . . ,m, we have

m+1∑
j=1

aijdj = 0.

Let us divide the left side of this equality as follows:

m−i+2∑
j=1

aijdj +
m+1∑

j=m−i+3

aijdj = 0.

If 1 ≤ j ≤ m− i+ 2, setting k = i+ j − 1, we have i ≤ k ≤ m+ 1 and

aijdj = xβk

k a′ik · dk−i+1 = xβk

k · bik.
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On the other hand, if m− i+3 ≤ j ≤ m+1, setting k = i+ j−m− 2,
we have 1 ≤ k < i and

aijdj = xβk

k a′ik · dk−i+m+2 = xβk

k · bik.

Thus, we get
m+1∑
k=1

bik · xβk

k = 0

for all i = 1, 2, . . . ,m, which means the required equality. �

For any k = 1, 2, . . . ,m+1, we denote by Bk the submatrix of B de-
termined by removing the k-th column. We set bk = (−1)k−1 detBk ∈
Im.

Proposition 4.4. Suppose βk = αk,1 for any k = 1, 2, . . . ,m (For
example, this holds if αk,1 = 1 for any k = 1, 2, . . . ,m). Then, there

exists δ ∈ R such that xβk

k · δ = bk for any k = 1, 2, . . . ,m + 1 and
(Im)sat = Im + (δ).

Proof. The existence of δ such that xβk

k · δ = bk for any k =
1, 2, . . . ,m + 1 follows from Lemmas 2.3 and 4.3. Then δ ∈ Im :R
Q ⊆ (Im)sat. We put Q′ = (xβ1

1 , xβ2

2 , . . . , xβm
m )R. Then

A1 ≡


x
α1,m+1

m+1

0 x
α2,m

m+1

. .
. 0

x
αm,2

m+1

modQ′,

and so d1 ≡ ±xα
m+1 mod Q′, where α := α1,m+1 + α2,m + · · · + αm,2.

Furthermore, if 2 ≤ k ≤ m+1, we have dk ∈ Q′ since the entries of the

first column of Mk are xβ1

1 , xβ2

2 , . . . , xβm
m . Hence Q′ + I = Q′ + (xα

m+1).
On the other hand, the assumption of Proposition 4.4 implies that, for
all k = 1, 2, . . . ,m, we can take k itself as ik, and then a′kk = 1. Hence,

B =


d1 a′12d2 a′13d3 · · · a′1mdm a′1,m+1dm+1

a′21dm+1 d1 a′23d2 · · · a′2mdm−1 a′2,m+1dm
a′31dm a′32dm+1 d1 · · · a′3mdm−2 a′3,m+1dm−1

· · · · · · · · · · · · · · · · · ·
a′m1d3 a′m2d4 a′m3d5 · · · d1 a′m,m+1d2

 ,
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and so

Bm+1 ≡


±xα

m+1

±xα
m+1 0

0 . . .

±xα
m+1

modQ′,

which means bm+1 ≡ ±xmα
m+1 mod Q′. Thus, we get

x
βm+1

m+1 · δ ≡ xmα
m+1 modQ′.

Here we notice βm+1 ≤ α1,m+1 < α. Because xβ1

1 , xβ2

2 , . . . , x
βm+1

m+1 is an
R-regular sequence, it follows that

δ ≡ ±x
mα−βm+1

m+1 modQ′,

and so

Q′ + (δ) = Q′ + (x
mα−βm+1

m+1 ) ⊇ Q′ + (xmα
m+1) = Q′ + Im.

Now we consider the R-linear map

f : R −→
Q′ + (x

mα−βm+1

m+1 )

Q′ + (xmα
m+1)

=
Q′ + (δ)

Q′ + Im

such that f(1) is the class of x
mα−βm+1

m+1 . Then we have the following:

Claim. Ker f = Q.

If this is true, then R/Q ∼= (Q′ + (δ))/(Q′ + Im), and so

ℓR(R/Q ) = ℓR(
Q′ + (δ)

Q′ + Im
).

Because (Q′+(δ))/(Q′+Im) is a homomorphic image of (Im+(δ))/Im

and Im + (δ) ⊆ (Im)sat, we have

ℓR

(
Q′ + (δ)

Q′ + Im

)
≤ ℓR

(
Im + (δ)

Im

)
≤ ℓR( (I

m)sat/Im ) = ℓR(R/Q ),

where the last equality follows from Proposition 4.2. Thus, we see

ℓR

(
Im + (δ)

Im

)
= ℓR( (I

m)sat/Im ),
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and so Im + (δ) = (Im)sat holds. �

Proof of Claim. Let us take any z ∈ Ker f . Then, there exists w ∈ R
such that

z · xmα−βm+1

m+1 ≡ w · xmα
m+1 modQ′.

This congruence implies

x
mα−βm+1

m+1 (z − w · xβm+1

m+1 ) ∈ Q′.

Because xβ1

1 , . . . , xβm
m , x

mα−βm+1

m+1 is an R-regular sequence, we have

z − w · xβm+1

m+1 ∈ Q′, which means z ∈ Q. Hence, Ker f ⊆ Q. As
the converse inclusion is obvious, we get the equality of the claim, and
the proof of Proposition 4.4 is complete. �
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