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#### Abstract

We study some issues concerning the existence of weak solutions for two Boltzmann like equations: a Modified Boltzmann model and the Boltzmann Dirac model. The analysis of the collision operators rests on suitable decompositions. These are also provided for the Generalised Boltzmann operator. This study is performed without assuming Grad's angular cutoff hypothesis on the cross sections.


## 1. Introduction

In this work, we wish to show that the method introduced in our previous papers [Ale1, ..., 6] yields definite results on such issues as the existence, regularity ..., when looking to some related 3D Boltzmann models, for which Grad's usual cutoff hypothesis on the collision kernel $B$ fails to be true.
More precisely, the models studied in this paper are non homogeneous ones, that is they also depend on the position variable $x$ (via the free streaming operator) and the collision operators involved herein cannot be splitted into the usual gain and loss terms, in view of the high singularity of the collision cross sections.
For the sake of simplicity, we shall only consider 3D cases, although as already mentionned in [Ale 1, ..., 5], the computations could be extended to other dimensions, once one knows the (more or less) explicit expressions for the cross-sections.
To explain our purpose, let us recall that the usual Boltzmann equation consists in looking for a solution $f=f(t, x, v)$ where $t$ (the time) is in $\mathbf{R}^{+}, x$ (the position) in $\mathbf{R}^{3}$, $v$ (the velocity) in $\mathbf{R}^{3}$, of the following non linear partial differential equation

$$
\left\{\begin{array}{l}
\partial_{t} f(t, x, v)+v . \nabla_{x} f(t, x, v)=Q(f, f),  \tag{1.1}\\
f(0, x, v)=f_{0}(x, v) .
\end{array}\right.
$$

Here $f_{0}=f_{0}(x, v)$ is a given initial datum, and $Q$ is the so called collision operator

[^0]and acts on the variable $v$ as
\[

$$
\begin{equation*}
Q(f, f)(v) \equiv \int_{\mathbf{R}_{v_{1}^{\prime}}} \int_{S_{\omega}^{2}} d v_{1} d \omega\left\{f\left(v^{\prime}\right) f\left(v_{1}^{\prime}\right)-f(v) f\left(v_{1}\right)\right\} B\left(\left|v-v_{1}\right|,\left|\left(\frac{v-v_{1}}{\left|v-v_{1}\right|}, \omega\right)\right|\right) \tag{1.2}
\end{equation*}
$$

\]

$v_{1}^{\prime}$ and $v^{\prime}$ are the post collisional velocities, which can be parametrised by $\omega \in S^{2}$, unit sphere of $\mathbf{R}^{3}$, as

$$
\begin{equation*}
v^{\prime}=v+\left(v_{1}-v, \omega\right) \omega, \quad v_{1}^{\prime}=v_{1}-\left(v_{1}-v, \omega\right) \omega . \tag{1.3}
\end{equation*}
$$

Here $B$ is the given cross-section depending on the variables as pointed by (1.2). The physical meaning of all the above quantities is by now standard and may be found for instance in [ArBe, Cer, CIP, Gui].
Most of the mathematical works on (1.1) have been done under the so called Grad's angular cutoff hypothesis, which roughly means that

$$
\begin{equation*}
\omega \rightarrow B(\ldots) \in L^{1}\left(S^{2}\right), \tag{1.4}
\end{equation*}
$$

see also more precisely [Cer].
Let us mention that one main feature shared by the models considered herein consists in that we shall never use the concept of renormalised solutions of DiPerna and Lions [DiLil, 2, Liol].
This concept of solutions can be avoided for at least three models, which have a "clear" physical meaning : the Modified Boltzmann equation (MB) [CIP, DiLi], the Generalised Boltzmann equation (GB) [BePo, ArBe] and the Dirac Boltzmann model (DB) [Dol]. The mathematical theory is nearly clear for these models and again it has been done for cross sections $B$ such as (1.4), or less ...
The natural next step is therefore to ask for what happens if (1.4) fails to hold. That this question is indeed natural (physically) can be explained by turning to [Cer, Gui, Uka], where we are told that (1.4) never holds, at least for interaction potentials of the form $1 / r^{s}(s>2)$. Indeed, in this case, $B$ is close to

$$
\begin{equation*}
B\left(\left|v-v_{1}\right|,\left|\left(\frac{v-v_{1}}{\left|v-v_{1}\right|}, \omega\right)\right|\right) \equiv\left|v-v_{1}\right|^{v} \frac{1}{\left|\left(\frac{v-v_{1}}{\left|v-v_{1}\right|}, \omega\right)\right|^{v}}, \tag{1.5}
\end{equation*}
$$

where the critical exponents are defined by

$$
\begin{equation*}
\gamma=\gamma(s)=\frac{s-5}{s-1}, \quad \nu=\nu(s)=\frac{s+1}{s-1} . \tag{1.6}
\end{equation*}
$$

For such $B$, most of the mathematical results are concerned with the non linear homogeneous account of (1.1), see for instance [Ark 1, 2, Gou, Vil1], and regularity results are also proven to be true by [Des] in 2D cases and again in the homogeneous framework. In [Ale 1, 2, 3], we provide different decompositions of $Q$ containing a principal part which may be thought as elliptic, and we apply this to various issues in [Ale4, 5]. Problem (1.1) is still outside this scope, with the aim at getting the existence of global solutions for general initial data, satisfying the usual entropic
bounds. Indeed, the renormalisation method of Di Perna and Lions seems hard to fit, but not impossible, in view of the pdo like operators appearing in our previous works. In fact, we have been able [Ale6] to define renormalised solutions and thus to get ride of the assumption of average compacity of [Lio3], but I have only succeeded in showing that limits of such solutions are upper solutions (though formally, they are exact ones).
Note that the issue is similar to Landau's equation [Vil2], whose global solutions are unknown, in spite of the regularity results based on the entropy dissipation rate estimates [Lio2].
The aim of this work is to study the three above mentionned models, that is (in the order) (MB), (DB) and (GB).
Before introducing these ones, we would like to make some comments on some less known models. One such example is studied by [DeGo].
To begin with, we have shown [Ale2] that under (1.5) and (1.6), one could assume that the collision kernel $B$ takes the following form

$$
\begin{equation*}
B\left(\left|v-v_{1}\right|,\left|\left(\frac{v-v_{1}}{\left|v-v_{1}\right|}, \omega\right)\right|\right) \equiv \frac{\left|v_{1}-v^{\prime}\right|^{\gamma^{+v}}}{\left|v^{\prime}-v\right|^{v}} . \tag{1.7}
\end{equation*}
$$

The difference between (1.7) and (1.5) corresponds to a cutoff cross section. Subsequently, we shall always assume the form (1.7)-(1.6). In fact, we shall even make a cutoff in velocity, but for the moment, let us keep this assumption. In addition, see [Ale2], we have shown that the operator $Q$ may be written (in a somehow simplified form) as

$$
\begin{equation*}
Q(f, f)(v)=\int_{\mathbf{R}_{h}^{3}} \int_{\mathbf{R}_{a}^{3}} \frac{2 d h}{|h|^{\nu+2}} d \alpha \delta_{\alpha . h=0}\{f(v-h) f(\alpha+v)-f(v) f(\alpha+v-h)\}|\alpha|^{\gamma+\nu}, \tag{1.8}
\end{equation*}
$$

where $\delta_{\alpha, h=0}$ denotes the Dirac measure over the surface $\{\alpha . h=0\}$.
Next, if we want some more accessible mathematical models, one may first mollify this measure. The simplest way is to change it by 1 , and also replace $|\alpha|^{\gamma+\nu}$ by 1 , so that we get

$$
\begin{equation*}
Q_{M_{1}}(f, f)(v)=\left\{\int_{\mathbf{R}_{a}^{3}} f(\alpha) d \alpha\right\}\left\{\int_{\mathbf{R}_{h}^{3}} \frac{f(v-h)-f(v)}{|h|^{p+2}} d h\right\} . \tag{1.9}
\end{equation*}
$$

This operator, not only leads to a very simple model, but also in connection with (1. $1)$, yields $L^{p}$ estimates. Note that up to constants, one has

$$
\begin{equation*}
Q_{M_{\mathrm{i}}}(f, f)(v)=-\left\{\int_{\mathbf{R}_{a}^{a}} f(\alpha) d \alpha\right\}(-\Delta)^{\frac{\nu-1}{2}}(f)(v) . \tag{1.9'}
\end{equation*}
$$

If we want to keep the weight $|\alpha|^{\gamma^{+\nu}}$, one obtains

$$
Q_{M_{2}}(f, f)(v)=\left\{\int_{R_{a}^{3}} f(\alpha+v)|\alpha|^{\gamma+v} d \alpha\right\}\left\{\int_{\mathbf{R}_{h}^{3}} \frac{f(v-h)-f(v)}{|h|^{\nu+2}} d h\right\}-
$$

$$
\begin{equation*}
-f(v) \int_{\mathbf{R}_{\mathfrak{a}}} \int_{\mathbf{R}_{a}^{3}} \frac{f(\alpha+v-h)|\alpha|^{\gamma+v}-f(\alpha+v)|\alpha|^{\gamma+\nu}}{|h|^{\mid+2}}, \tag{1.10}
\end{equation*}
$$

that is also

$$
\begin{aligned}
& Q_{M_{2}}(f, f)(v)=-\left\{\int_{\mathbf{R}_{a}^{2}} f(\alpha+v)|\alpha|^{\gamma+v} d \alpha\right\}(-\Delta)^{\frac{v-1}{2}}(f)(v)+ \\
& \quad+f(v)(-\Delta)^{\frac{v-1}{2}}\left\{\int_{\mathbf{R}_{a}^{a}} f(\alpha+v)|\alpha|^{\gamma+\nu} d \alpha\right\}(v) .
\end{aligned}
$$

Next, if we want something nearest to the Dirac mass, we can approch it by a smooth function ... Finally, a last mathematical model can be obtained by changing in (1.8) $f(\alpha+v)$ and $f(\alpha+v-h)$ by their mean value.
In this paper, we shall not analyse these mathematical models, although they could be of interest. Nevertheless, one such study is provided by [DeGo] in one dimension. Turning now to our objective, we modify assumption (1.7) as follows

$$
\begin{equation*}
B\left(\left|v-v_{1}\right|,\left|\left(\frac{v-v_{1}}{\left|v-v_{1}\right|}, \omega\right)\right|\right) \equiv \theta\left(\left|v_{1}-v^{\prime}\right|\right) \frac{\left|v_{1}-v^{\prime}\right|^{\gamma+v}}{\left|v^{\prime}-v\right|^{v}} \tag{1.12}
\end{equation*}
$$

where $\theta$ belongs to $\delta^{+}$and is null for small values. This hypothesis simplifies many of the computations displayed in this paper, but should be weakened by looking for moments estimates, something that we skip completely in this paper .
Let us begin with the Modified Boltzmann model, see [CIP, DiLi]. In this case, the collision operator is given by

$$
\begin{equation*}
Q_{m b}(f, f)(v)=\frac{1}{1+\int f d v} Q(f, f)(v) \tag{1.13}
\end{equation*}
$$

We will study it in Section II. Even if the physical meaning of (1.13) is not clear, we include it in order to introduce some earlier ideas and to make the paper self-content. Next, we introduce (Section III) the collision operator for the Boltzmann Dirac model [Dol], (we set $\varepsilon=1$ with respect to this paper)

$$
\begin{equation*}
Q_{b d}(f, f)(v)=\int_{R_{R_{1}^{\prime}}} \int_{S_{2}^{2}} d v_{1} d_{\omega}\left\{f^{\prime} f_{1}^{\prime}(1-f)\left(1-f_{1}\right)-f f_{1}\left(1-f^{\prime}\right)\left(1-f_{1}^{\prime}\right)\right\} B(\ldots), \tag{1.14}
\end{equation*}
$$

again with B as in (1.12).
Then, for the Generalised Boltzmann operator (Section IV) studied by [BePo], we make some simplifications with respect to that paper. Let $R>0$, and $P=P(r),|r| \leq$ R , a measurable function such that

$$
\begin{equation*}
P \equiv P(|r|), \quad 0<P^{-} \leq P(r) \leq P^{+}<\infty . \tag{1.15}
\end{equation*}
$$

Now, as in the primitive variables, see (1.2) and (1.3), the corresponding operator $Q_{g b}$ acts on both variables $(x, v)$ as

$$
\begin{align*}
Q_{g b}(f, f)(x, v) & =\int_{-R}^{R} d r \int_{R_{v}^{3}} \int_{S_{\omega}^{2}} d v_{1} d \omega\left\{f\left(x, v^{\prime}\right) f\left(x+r_{\omega}, v_{1}^{\prime}\right)-\right. \\
& \left.-f(x, v) f\left(x+r \omega, v_{1}\right)\right\} B(\ldots) P(r), \tag{1.16}
\end{align*}
$$

with B still given by (1.12). As it is well known, we note that if $P=\delta_{r=0}$, then one recovers the usual Boltzmann operator.
Our aim is then to analyse the non homogeneous equation

$$
\left\{\begin{array}{l}
\partial_{t} f(t, x, v)+v . \nabla_{x} f(t, x, v)=\mathbb{Q}(f, f),  \tag{P}\\
f(0, x, v)=f_{0}(x, v)
\end{array}\right.
$$

where the operator $Q$ is one choice among the above operators.
These are dealt with in Sections II to V respectively. However, we only provide the decompositions associated with $Q_{g b}$ in Section V , leaving out any other questions. To make the paper worth reading, I will recall the framework of this Section in each of the following ones. I also use freely some results provided by my earlier papers, for which readers are referred to (in order to limit the typesetting time spent herein ...). Clearly, many issues are not dealt with herein. Let us mention unicity, moment estimates, trends to equilibrium, existence in other functional spaces, other models such as the Povzner's one [Mor, Pov] ... There are also other methods which may prove more interesting, as for instance non linear semi-groups [Lun] (and references therein). All this is left for future research.
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## 2. Problem (MB)

This Section is devoted to the modified Boltzmann model as introduced in Section
I. Recall that

$$
\begin{equation*}
B\left(\left|v-v_{1}\right|,\left|\left(\frac{v-v_{1}}{\left|v-v_{1}\right|}, \omega\right)\right|\right) \equiv \theta\left(\left|v_{1}-v^{\prime}\right|\right) \frac{\left|v_{1}-v^{\prime}\right|^{+v}}{\left|v^{\prime}-v\right|^{v}} \tag{2.1}
\end{equation*}
$$

where $\theta$ belongs $s^{+}$, is null for small values, and

$$
\begin{equation*}
\gamma=\gamma(s)=\frac{s-5}{s-1}, \quad \nu=\nu(s)=\frac{s+1}{s-1} . \tag{2.2}
\end{equation*}
$$

The modified collision operator is given as

$$
\begin{equation*}
Q_{m b}(f, f)(v)=\frac{1}{1+\int_{v} f d v} Q(f, f)(v) \tag{2.3}
\end{equation*}
$$

where $Q$ denotes the usual collision operator as given (1.2) of Section I. We are interested in the following problem

$$
\left\{\begin{array}{l}
\partial_{t} f(t, x, v)+v . \nabla_{x} f(t, x, v)=\mathrm{Q}_{m b}(f, f),  \tag{MB}\\
f(0, x, v)=f_{0}(x, v)
\end{array}\right.
$$

where $t \in(0, T), T>0$ fixed, $x \in \mathbf{R}^{3}, v \in \mathbf{R}^{3}$, and $f_{0}$ is the initial datum satisfying the usual entropic bounds, that is

$$
\begin{equation*}
\iint f_{0}\left(1+|x|^{2}+|v|^{2}+\left|\log f_{0}\right|\right) d x d v<\infty . \tag{H}
\end{equation*}
$$

We will follow the easiest way to deal with (MB), and we will not focus on any questions of unicity ....
First, let us recall the following result from [Ale2], assuming in the sequel that $f \geq$ $0, f$ regular and satisfies the usual entropic bounds

Lemma 2.1. With the above notations (2.1)-(2.3), the operator $Q_{m b}$ writes as

$$
Q_{m b}(f, f)=Q_{m b}^{1}(f, f)+Q_{m b}^{2}(f, f),
$$

where

$$
Q_{m b}^{1}(f, f)(v)=\frac{-C_{s}}{1+\int_{v} f d v} \int_{R^{d}} d \alpha f(\alpha+v) \bar{\theta}(|\alpha|)\left|S(\alpha) \cdot D_{v}\right|^{\nu-1}(f)(v),
$$

and

$$
Q_{m b}^{2}(f, f)(v)=\frac{C_{s} f(v)}{1+\int_{v} f d v} \int_{R^{2}} d \alpha \bar{\theta}(|\alpha|)\left|S(\alpha) \cdot D_{v}\right|^{\nu-1}(f)(\alpha+v),
$$

where $C_{s}$ is a constant depending on $s, \bar{\theta}$ denotes function $\theta$ multiplied by a power of $|\alpha|$, and $S(\alpha)$ is the projection over the hyperplane through 0 and orthogonal to $\alpha$.

Next, we simplify the expression of the operator $Q_{m b}^{2}$ as follows
Lemma 2.2. With the notations of Lemma 2.1, one has

$$
Q_{m b}^{2}(f, f)(v)=\frac{f(v)}{1+\int_{v} f d v} \int_{R^{a}} d k f(k) K(|v-k|)
$$

where $\mid K(|u|) \leq C_{v}$.
Proof. In view of Lemma 2.1, all amounts to compute, see also our papers [Ale]

$$
\int_{\mathbf{R}^{d}} d \alpha \bar{\theta}(|\alpha|)\left|S(\alpha) \cdot D_{v}\right|^{n-1}(f)(\alpha+v)=
$$

$$
\begin{equation*}
=\int_{k} f(k) \int_{\xi} e^{-i \xi(k-v)}|\xi|^{\nu-1} \psi(\xi) \tag{2.4}
\end{equation*}
$$

where we have settled

$$
\begin{equation*}
\psi(\xi)=\int_{\alpha} \bar{\theta}(|\alpha|)|S(\alpha) \cdot \xi|^{\nu-1} e^{-i \xi \cdot \alpha} \tag{2.5}
\end{equation*}
$$

Then, since $\psi$ is decreasing of any order wrt $\boldsymbol{\xi}$ (as $\theta \in \&$ )

$$
\begin{equation*}
\int_{\mathbf{R}^{2}} d \alpha \bar{\theta}(|\alpha|)\left|S(\alpha) \cdot D_{v}\right|^{\nu-1}(f)(\alpha+v)=\int_{\mathbf{R}_{k}^{2}} f(k) K(|k-v|) \tag{2.6}
\end{equation*}
$$

with

$$
\begin{equation*}
K(|u|)=\int_{\xi} e^{-i \xi \cdot(u)} \psi(\xi)|\xi|^{\nu-1} \tag{2.7}
\end{equation*}
$$

which directly leads to the Lemma.
From Lemma 2.2, one deduces easily the

Lemma 2.3. With the above notations

$$
\begin{gathered}
\left\|Q_{m b}^{2}(f, f)\right\|_{L_{i}} \leq C\|f\|_{L_{b}} \\
\left\|Q_{m b}^{2}(f, f)-Q_{m b}^{2}(g, g)\right\|_{L_{i}} \leq C\|f-g\|_{L_{i}}
\end{gathered}
$$

In particuliar, $Q_{m b}^{2}(f, f)$ has good functional properties, whereas we need to work a little more over $Q_{m b}^{1}(f, f)$. For this purpose, we will follow [Ale2, 6], setting the

Definition 2.1. Let us write

$$
\begin{gathered}
Q_{m b}^{1}(f, f)=Q_{m b}^{1 \prime}(f, f)+Q_{m b}^{12}(f, f), \\
Q_{m b}^{1 \prime}(f, f)=-a_{t, x}\left(v, D_{v}\right)(f)(v), \\
\left.\left.a_{t, x}(v, \xi)=\frac{1}{1+\int_{v} f} \int_{R^{2}} d \alpha f(t, x, \alpha) \tilde{\theta}(|\alpha-v|) \bar{\chi}(\mid \alpha-v) \wedge \xi \right\rvert\,\right)|(\alpha-v) \wedge \Xi|^{\nu-1}, \\
Q_{m b}^{12}(f, f)=\frac{1}{1+\int_{v} f} \int_{R^{3}} d \alpha f(t, x, \alpha+v) \chi\left(\left|\alpha \wedge D_{v l}\right|\right) \tilde{\theta}(|\alpha|)\left|\alpha \wedge D_{v \mid}\right|^{\nu-1}(f)(v),
\end{gathered}
$$

where $\chi: \boldsymbol{R}^{+} \rightarrow[0,1]$, supported in $[0,1]$, smooth, $=1$ for $t \leq 2 / 3$ and $\bar{\chi}(t)=1-\chi(t)$. As in the above papers, one has

Lemma 2.4. With the above notations, one has

$$
\begin{gathered}
\left|\partial_{v}^{m} \partial_{\xi}^{n} a_{L, x}(v, \xi)\right| \leq C_{n, m}(1+|\xi|)^{(v-1)}, \\
\left\|Q_{m b}^{12}(f, f)\right\|_{L_{v}^{\prime}} \leq C\|f\|_{L_{b}^{\prime}} .
\end{gathered}
$$

Now, we can introduce our definition of solutions for the (MD) model, following earlier notations

Theorem 2.1. Under the assumption ( $\mathscr{H}$ ), there exists a weak solution $f$ of (MD), that is $f$ satisfies

$$
\sup _{t \in(0, T)} \iint f\left[1+|v|^{2}+|x|^{2}|\log f|\right] d x d v \leq C_{T}
$$

the entropy dissipation rate

$$
\int_{0}^{T} \int_{x} \int_{v} \int_{v_{l}} \int_{\omega} \frac{B(. . .)}{1+S_{l} f}\left\{f^{\prime} f_{l}^{\prime}-f f_{l}\right\} \log \left\{\frac{f^{\prime} f_{l}^{\prime}}{f f_{l}}\right\} \leq C_{T},
$$

and $f$ satisfies in distribution sense

$$
\left\{\begin{array}{l}
\partial_{t} f(t, x, v)+v . \nabla_{v} f(t, x, v)=Q_{m b}^{11}(f, f)+Q_{m b}^{12}(f, f)+Q_{m b}^{2}(f, f), \\
f(0, x, v)=f_{0}(x, v) .
\end{array}\right.
$$

Furthermore, there is weak stability of such solutions.

In view of the previous statements on the operator $Q_{m b}$, this result follows at once from [Lio3] and the approximated problem considered by [DiLi], see also related issues in Section III. However, we would like to end this Section by showing how one could deduce regularity results from the entropic dissipation rate estimate (stated by Theorem 2.1), without resting on [BoDe] as done by [Lio3]. In the following, we let $g=\sqrt{f}, \rho=\int f$, so that one starts from

$$
\begin{equation*}
\int_{0}^{T} \int_{x} \int_{v_{1}} \int_{v_{1}} \int_{\omega} \frac{B}{1+\rho}\left|g^{\prime} g_{1}^{\prime}-g g_{\mathrm{I}}\right|^{2} \leq C_{T} . \tag{2.8}
\end{equation*}
$$

Next, we proceed as follows (note that the decomposition in [Vilı] is slightly different). Write first

$$
\begin{equation*}
\left|g^{\prime} g_{1}^{\prime}-g g_{1}\right|^{2}=\left(g_{1} g^{\prime}-g g_{1}^{\prime}\right)^{2}+\left(g^{\prime 2}-g^{2}\right)\left(g_{1}^{\prime 2}-g_{1}^{2}\right) . \tag{2.9}
\end{equation*}
$$

Then, consider the estimate (2.8) involving the second term in (2.9). We claim that it is bounded. By the usual change of variables, this is equivalent to show that

$$
\begin{equation*}
\left|\int_{0}^{T} \int_{x} \int_{v} \int_{v_{1}} \int_{\omega} \frac{B}{1+\int_{v} f} f\left(f_{1}^{\prime}-f_{1}\right)\right| \leq C . \tag{2.10}
\end{equation*}
$$

Indeed, letting $\mathcal{B}$ for the l.h.s of (2.10), one has first

$$
\begin{equation*}
\mathscr{B} \leq \int_{t, x} \sup _{v}\left|\int_{v_{1}} \int_{\omega} B\left(f_{1}^{\prime}-f_{1}\right)\right|, \tag{2.11}
\end{equation*}
$$

and as $\int_{v_{1}} \int_{\omega} B\left(f_{1}^{\prime}-f_{1}\right)$ is nothing else than the operator $Q^{2}$ of [Ale6], it follows $\mathscr{B} \leq$ $C\|f\|_{L L_{x, x}}$. In view of this estimate, one deduces from (2.8)-(2.9)

$$
\begin{equation*}
0 \leq \int_{0}^{T} \int_{x} \int_{V} \int_{v_{1}} \int_{\omega} \frac{B}{1+\rho}\left|g_{1} g^{\prime}-g g_{1}^{\prime}\right|^{2} \leq C_{T} \tag{2.12}
\end{equation*}
$$

Next, we use the Carleman's representation as in [Ale] to get from this

$$
\begin{equation*}
\int_{0}^{T} \int_{x} \int_{v} \int_{h} \frac{d h}{|h|^{\nu+2}} \int_{E_{0, n}} \frac{\bar{\theta}(|\alpha|)}{1+\rho}\{g(\alpha+v-h) g(v-h)-g(\alpha+v) g(v)\}^{2} \leq C . \tag{2.13}
\end{equation*}
$$

Setting

$$
\begin{equation*}
j(z, \alpha)=g(\alpha+z) g(z), \tag{2.14}
\end{equation*}
$$

and using the Parseval's relation with respect to the variable $v$, one gets

$$
\begin{equation*}
\int_{0}^{T} \int_{x} \int_{h} \frac{d h}{|h|^{\nu+2}} \int_{E_{0 . h}} \frac{\bar{\theta}(|\alpha|)}{1+\rho} \int_{k}\left|\hat{j}^{\prime}(k, \alpha)\right|^{2}\left|e^{-i h . k}-1\right|^{2} \leq C, \tag{2.15}
\end{equation*}
$$

( $\hat{j}^{\prime}$ denotes the F-transform w.r.t to the variable $z$ ) that is also

$$
\begin{equation*}
\int_{0}^{T} \int_{x} \int_{S_{\overline{2}}} \int_{E_{0, \omega}} \bar{\theta}(|\alpha|) \int_{k}\left|\hat{j}^{\prime}(k, \alpha)\right|^{2}|k \cdot \omega|^{\nu-1} \leq C, \tag{2.16}
\end{equation*}
$$

or, using previous notations

$$
\begin{equation*}
\int_{0}^{T} \int_{x} \int_{\alpha} \frac{\bar{\theta}(|\alpha|)}{1+\rho} \int_{k}\left|\hat{j}^{1}(k, \alpha)\right|^{2}|S(\alpha) \cdot k|^{\nu-1} \leq C . \tag{2.17}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\int_{0}^{T} \int_{x} \frac{1}{1+\rho} \int_{k}\left[\int_{\alpha} \bar{\theta}(|\alpha|)\left|\hat{j}^{1}(k, \alpha) \| k\right|^{\frac{\nu-1}{2}}\right]^{2} \leq C . \tag{2.18}
\end{equation*}
$$

Indeed, letting $\mathscr{A}$ for the left hand side of (2.18), one has

$$
\mathscr{A}=\int_{0}^{T} \int_{x} \frac{1}{1+\rho} \int_{k}\left[\int_{\alpha} \bar{\theta}(|\alpha|)\left|\hat{j}^{\prime}(k, \alpha) \| S(\alpha) \cdot k\right|^{\frac{\nu-1}{2}} \cdot \frac{|k|^{\frac{\nu-1}{2}}}{|S(\alpha) \cdot k|^{\frac{v-1}{2}}}\right]^{2},
$$

which, using Cauchy-Scharwz inequality with respect to the variable $\alpha$ gives

$$
\mathscr{A} \leq \int_{0}^{T} \int_{x} \frac{1}{1+\rho} \int_{k}\left\{\int_{\alpha} \bar{\theta}(|\alpha|)\left|\hat{j}^{\prime}(k, \alpha)\right|^{2}|S(\alpha) \cdot k|^{\nu-1}\right\} \times
$$

$$
\begin{equation*}
\times\left\{\int_{\alpha} \bar{\theta}(|\alpha|) \frac{|k|^{\nu-1}}{|S(\alpha) \cdot k|^{\nu-1}}\right\} . \tag{2.19}
\end{equation*}
$$

But

$$
\int_{\alpha} \bar{\theta}(|\alpha|) \frac{|k|^{\nu-1}}{\mid S(\alpha) \cdot k^{\nu-1}}=\int_{\alpha} \bar{\theta}(|\alpha|) \frac{1}{|S(k) \cdot \alpha|^{\nu-1}} \leq C,
$$

by assumptions on $\theta$ (note also that $0<\nu-1<2$ ). Therefore, it follows from (2.19) that

$$
\begin{equation*}
\mathscr{A} \leq C \int_{0}^{T} \int_{x} \frac{1}{1+\rho} \int_{k} \int_{\alpha} \bar{\theta}(|\alpha|)\left|\hat{j}^{1}(k, \alpha)\right|^{2}|S(\alpha) \cdot k|^{\nu-1} \tag{2.20}
\end{equation*}
$$

and the right hand side of (2.20) is bounded in view of (2.17), obtaining (2.18). From this, it follows

$$
\begin{equation*}
\int_{0}^{T} \int_{x} \frac{1}{1+\rho} \int_{k}|k|^{\nu-1}\left|\int_{\alpha} \bar{\theta}(|\alpha|) \hat{j}^{\prime}(k, \alpha)\right|^{2} \leq C . \tag{2.21}
\end{equation*}
$$

Note that $\left|\hat{j}^{\prime}(k, \alpha)\right|$ is up to dilatation in $\alpha$ the modulus of the Wigner transform of $g$ (and thus bounded in $L_{k, \alpha}^{2} \cap L_{k, \alpha}^{\infty}$ ). Finally, we obtain

$$
\begin{equation*}
\frac{1}{\sqrt{1+\rho}}\left(\sqrt{f} *_{v} \tilde{\theta}\right) \cdot \sqrt{f} \in L^{2}\left((0, T) \times \mathbf{R}_{x}^{3} ; H^{\frac{\nu-1}{2}}\left(\mathbf{R}_{v}^{3}\right)\right) . \tag{2.22}
\end{equation*}
$$

Note that this result improves on [Lio3]. Furthermore, one advantage is that this scheme of proof adapts to completely different collision operators. Let us note that we did not deduce regularity with respect to the variables ( $x, v$ ), see Section III for related results. However, it should be possible to get some results by looking to a renormalised form of the problem. Finally note that we asked for a somehow weaker formulation of solutions than possible, in that we can use instead the stronger notion of H -solutions as introduced by [Vill]. This is done in the next Section for model (BD).

## 3. Problem (BD)

This Section is devoted to the Boltzmann-Dirac model. As previously, let us introduce the notations to be used herein.
We consider for $f=f(v)$, the (BD) collision operator acting on the variable $v$ as follows

$$
\begin{equation*}
Q_{b d}(f, f)(v)=\int_{R_{R_{1}^{\prime}}} \int_{S_{2}^{2}} d v_{1} d \omega\left\{f^{\prime} f_{1}^{\prime}(1-f)\left(1-f_{1}\right)-f f_{1}\left(1-f^{\prime}\right)\left(1-f_{1}^{\prime}\right)\right\} B(\ldots) . \tag{3.1}
\end{equation*}
$$

We have used the classical notations of kinetic theory, and

$$
\begin{equation*}
B\left(\left|v-v_{1}\right|,\left|\left(\frac{v-v_{1}}{\left|v-v_{1}\right|}, \omega\right)\right|\right) \equiv \theta\left(\left|v_{1}-v^{\prime}\right|\right) \frac{\left|v_{1}-v^{\prime}\right|^{\gamma^{+}}}{\left|v^{\prime}-v\right|^{v}}, \tag{3.2}
\end{equation*}
$$

where $\theta$ belongs $\delta^{+}$, is null for small values, and

$$
\begin{equation*}
\gamma=\gamma(s)=\frac{s-5}{s-1}, \quad \nu=\nu(s)=\frac{s+1}{s-1} . \tag{3.3}
\end{equation*}
$$

Later on, we shall comment about possible weakenings on $\theta$, and in particuliar
allow for $\theta \equiv 1$. As in the former Section, the main advantage is to make easier some "classical" pdo analysis.
Among other issues, we want to solve the (BD) equation
(BD)

$$
\left\{\begin{array}{l}
\partial_{t} f(t, x, v)+v \cdot \nabla_{x} f(t, x, v)=Q_{b d}(f, f), \\
f(0, x, v)=f_{0}(x, v)
\end{array}\right.
$$

in whole phase space.
First, let us recall quickly the known facts on problem (BD) in the cutoff case [Dol]. To fix the ideas, let for $n \geq 1, \chi_{n}(t)=1$ for $t \leq n, 0$ elsewhere and

$$
\begin{equation*}
B^{n}(\ldots)=B\left(\ldots, \chi_{n}\left(\frac{\left|v-v^{\prime}\right|}{\left|v_{1}-v^{\prime}\right|}\right) .\right. \tag{3.4}
\end{equation*}
$$

Clearly, for any fixed $n \in \mathbf{N}$, it belongs to $L^{1}$. Then consider the following (cutoff type) problem
$\left(B D^{n}\right)$

$$
\left\{\begin{array}{l}
\partial_{t} f(t, x, v)+v . \nabla_{x} f(t, x, v)=Q_{b d}^{n}(f, f) \\
f(0, x, v)=f_{0}(x, v)
\end{array}\right.
$$

where $Q_{b d}^{n}$ denotes the BD operator with the cross section $B^{n}$ of (3.4). Naturally $f$ $=f^{n}$...
Dolbeault [Dol] has shown that under the following natural assumption on $f_{0}$

$$
\begin{equation*}
0 \leq f_{0} \leq 1 \text { a.e, } \iint_{\mathbb{R}_{x, v}} f_{0}(x, v)\left\{1+|v|^{2}+|x|^{2}+\left|\log f_{0}\right|\right\}<\infty, \tag{3.5}
\end{equation*}
$$

(of course, last part is superfluous), then there exists an unique solution $f^{n}$ to problem ( $B D^{n}$ ) satisfying

$$
\begin{equation*}
f^{n} \in L^{\infty}\left(\mathbf{R}^{+} \times \mathbf{R}_{x}^{3} \times \mathbf{R}_{v}^{3}\right), \quad 0 \leq f^{n} \leq 1 \quad \text { a.e }, \tag{3.6}
\end{equation*}
$$

with $f^{n}$ absolutely continuous with respect to $t$ and

$$
\begin{align*}
& \left\{\begin{array}{l}
f^{n} \in C^{0}\left(\mathbf{R}^{+} ; L^{1}\left(\mathbf{R}_{x}^{3} \times \mathbf{R}_{v}^{3}\right)\right), \\
\iint_{\mathbf{R}_{x, v}} f^{n}(t, x, v) d x d v=\iint_{\mathbf{R}_{x, v}^{f}} f_{0}(x, v) d x d v, \quad \forall t \in \mathbf{R}^{+},
\end{array}\right.  \tag{3.7}\\
& \left\{\begin{array}{l}
(t, x, v) \rightarrow f^{n}(t, x, v)|v|^{2} \in C^{0}\left(\mathbf{R}^{+} ; L^{1}\left(\mathbf{R}_{x}^{3} \times \mathbf{R}_{v}^{3}\right)\right), \\
\iint_{\mathbf{R}_{\hat{k}, v}} f^{n}(t, x, v)|v|^{2} d x d v=\iint_{\mathbf{R}_{x, v}^{f}} f_{0}(x, v)|v|^{2} d x d v,
\end{array}\right.
\end{align*}
$$

$$
\left\{\begin{array}{l}
(t, x, v) \rightarrow f^{n}(t, x, v)|x|^{2} \in C^{0}\left(\mathbf{R}^{+} ; L^{1}\left(\mathbf{R}_{x}^{3} \times \mathbf{R}_{v}^{3}\right)\right)  \tag{3.9}\\
\iint_{\mathbf{R}_{x, v}^{f}} f^{n}(t, x, v)|x-t v|^{2} d x d v=\iint_{\mathbf{R}_{x, v}^{f}} f_{0}(x, v)|x|^{2} d x d v
\end{array}\right.
$$

With the notations

$$
\begin{equation*}
s(u)=u \log u+(1-u) \log (1-u), \tag{3.10}
\end{equation*}
$$

$$
\begin{gathered}
e(f)(t, x, v)=\frac{1}{4} \int_{R_{1}^{2}} \int_{S_{w}^{2}} d v_{1} d \omega\left\{f^{\prime} f_{1}^{\prime}(1-f)\left(1-f_{1}\right)-f f_{1}\left(1-f^{\prime}\right)\left(1-f_{1}^{\prime}\right)\right\} \times \\
\\
\times \log \left\{\frac{f^{\prime} f_{1}^{\prime}(1-f)\left(1-f_{1}\right)}{f f_{l}\left(1-f^{\prime}\right)\left(1-f_{1}^{\prime}\right)}\right\} B^{n}(\ldots),
\end{gathered}
$$

one has also the following entropic type estimates

$$
\begin{equation*}
\iint_{\mathbb{R}_{x, v}}\left|f^{n} \log f^{n}\right|(t, x, v) d x d v \leq C+\iint_{\mathbb{R}_{x, v}^{f}} f_{0}(x, v)\left(|v|^{2}+|x|^{2}\right) d x d v, \tag{3.12}
\end{equation*}
$$

with the estimate, for a.e positive $t$

$$
\begin{equation*}
\iint_{\mathbf{R}_{x, v}} s\left(f^{n}\right)(t, x, v)+\int_{0}^{t} \iint_{\mathbf{R}_{x . v}^{f}} e\left(f^{n}\right)(s, x, v)=\iint_{\mathbf{R}_{x, v}^{f}} s\left(f_{0}\right)(x, v) . \tag{3.14}
\end{equation*}
$$

The main point is to note, although it is important in the proofs by [Dol], that all these bounds do not involve the $L^{1}$ norm of $B^{n}$.
Now what can we do to get (suitable) weak solutions of the non cutoff problem (BD)? One idea would be to pass to the limit as $n \rightarrow \infty$ directly in problem ( $B D^{n}$ ), in view of the above uniform bounds (3.6) to (3.14).
However, while this method is suitable for the homogeneous problems, see [Gou, Vill], it breaks down for the non homogeneous ones, since we have to account for the products involving functions of the variable $x$. The method choosen hereafter will need some compactness and for this purpose, the entropic rate bound, that is ( 3 . 11) with the non cutoff kernel, is essential as shown in [Lio3], see also[Ale3], in the pure Boltzmann case.
Therefore, instead of the problem ( $B D^{n}$ ), we introduce the following modification $\left(B D_{m}^{n}\right), n, m \geq 1$
$\left(B D_{m}^{\prime \prime}\right)$

$$
\left\{\begin{array}{l}
\partial_{t} f_{m}^{n}(t, x, v)+v . \nabla_{x} f_{m}^{n}(t, x, v)-\frac{1}{m} \Delta_{v} f_{m}^{n}=Q_{b d}^{n}\left(f_{m}^{n}, f_{m}^{n}\right), \\
f_{m}^{n}(0, x, v)=f_{0}(\mathrm{x}, v) .
\end{array}\right.
$$

First, we shall fix $m \geq 1$, pass to the limit as $n \rightarrow \infty$, then send $m \rightarrow \infty$. The problem $\left(B D_{m}^{n}\right)$ is one method for achieving the entropic dissipation bound, and note for instance the work of [Ale5] in the pure homogeneous Boltzmann case. Also note
that one could change $-\Delta_{v}$ by $\left(-\Delta_{v}\right)^{\alpha}$ with a suitable $\alpha$, in fact $\alpha \leq \frac{1}{s-1}$, whose advantage is clear, in view of some computations [Ale2]. However, we do not insist on this point.
Next, following [Dol], one has
Lemma 3.1. For $f_{0}$ satisfying (3.5), there exists an unique solution $f_{m}^{n}$ of problem $\left(B D_{m}^{n}\right)$, with the uniform bounds

$$
\begin{equation*}
f_{m}^{n} \in L^{\infty}\left(\boldsymbol{R}^{+} \times \boldsymbol{R}_{x}^{3} \times \boldsymbol{R}_{v}^{3}\right), \quad 0 \leq f_{m}^{n} \leq 1 \text { a.e }, \tag{3.15}
\end{equation*}
$$

with $f_{m}^{n}$ absolutely continuous with respect to $t$ and

$$
\left\{\begin{array}{l}
f_{m}^{n} \in C^{0}\left(\boldsymbol{R}^{+} ; L^{1}\left(\boldsymbol{R}_{x}^{3} \times \boldsymbol{R}_{v)}^{3}\right)\right),  \tag{3.16}\\
\iint_{\boldsymbol{R}_{x, v}^{\in}} f_{m}^{n}(t, x, v) d x d v=\iint_{\boldsymbol{R}_{x, v}} f_{0}(x, v) d x d v, \quad \forall t \in \boldsymbol{R}^{+},
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
(t, x, v) \rightarrow f_{m}^{n}(t, x, v)|v|^{2} \in C^{0}\left(\boldsymbol{R}^{+} ; L^{\prime}\left(\boldsymbol{R}_{x}^{3} \times \boldsymbol{R}_{v}^{3}\right)\right)  \tag{3.17}\\
\iint_{\boldsymbol{R}_{x, v}} f_{m}^{n}(t, x, v)|v|^{2} d x d v=\iint_{\mathbf{R}_{x, v}^{f}} f_{0}(x, v)|v|^{2} d x d v
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
(t, x, v) \rightarrow f_{m}^{n}(t, x, v)|x|^{2} \in C^{0}\left(\boldsymbol{R}^{+} ; L^{1}\left(\boldsymbol{R}_{x}^{3} \times \boldsymbol{R}_{v}^{3}\right)\right)  \tag{3.18}\\
\iint_{R_{x, v}^{f}} f_{m}^{n}(t, x, v)|x-t v|^{2} d x d v=\iint_{R_{x, v}^{f}} f_{0}(x, v)|x|^{2} d x d v
\end{array}\right.
$$

$$
\begin{equation*}
\iint_{R_{x, v}}\left|f_{m}^{n} \log f_{m}^{n}\right|(t, x, v) d x d v \leq C+\iint_{\mathbf{R}_{x, v}^{\epsilon}} f_{0}(x, v)\left(|v|^{2}+|x|^{2}\right) d x d v \tag{3.19}
\end{equation*}
$$

and for almost every $t \geq 0$

$$
\begin{gather*}
\frac{1}{m} \int_{0}^{t} \iint_{R_{x, v}^{\epsilon}}\left|\nabla_{v} \sqrt{f}\right|^{2} d x d v+ \\
+\int_{0}^{t} \iint_{R_{x, v}^{s}} \int_{R_{v, 1}^{s}} \int_{S_{2}^{2}} d v_{1} d \omega\left\{f^{\prime} f_{1}^{\prime}(1-f)\left(1-f_{1}\right)-f f_{1}\left(1-f^{\prime}\right)\left(1-f_{1}^{\prime}\right)\right\} \times \\
\times \log \left\{\frac{f^{\prime} f_{1}^{\prime}(1-f)\left(1-f_{1}\right)}{f f_{1}\left(1-f^{\prime}\right)\left(1-f_{1}^{\prime}\right)}\right\} B^{n}(\ldots, .) \leq C^{\prime} \tag{3.20}
\end{gather*}
$$

where we set $f=f_{m}^{n}$ to simplify.
Note that from the first part of (3.20) and usual arguments, one has, at least

$$
\begin{equation*}
\frac{1}{m} \int_{0}^{t} \iint_{\mathbf{R}_{x, v}^{6}}\left|\nabla_{v} \beta\left(f_{m}^{n}\right)\right|^{2} d x d v \leq C \tag{3.21}
\end{equation*}
$$

for all $\beta \in C^{\prime}(\mathbf{R})$.
Now, as a preliminary step, we want to send $n$ to $\infty$, while keeping $m$ fixed. Note then, we fall into the non cutoff BD operator and therefore, we must first define suitable weak solutions for problem $\left(B D_{m}\right)$. One way is to proceed as in [Ark2, Gou, Vill].

Definition 3.1. We say $g$ is an $H$-solution of problem $\left(B D_{m}\right)$ if $g$ satisfies (3. 15) to (3.20), without the index $n$ and thus in the non cutoff case, with $B$ such as in the beginning of this Section, and if $g$ satisfies in $D^{\prime}$ sense
$\left(B D_{m}\right)$

$$
\left\{\begin{array}{l}
\partial_{t} g(t, x, v)+v \cdot \nabla_{x} g(t, x, v)-\frac{1}{m} \Delta_{v} g=Q_{b d}(g, g) \\
g(0, x, v)=f_{0}(x, v)
\end{array}\right.
$$

Let us note that $Q_{b d}(g, g)$, with $g$ such as (3.15) to (3.20), is well defined. Indeed

Lemma 3.2. Assume that $g$ satisfies (3.15) to (3.20), where $Q_{b d}$ is given by (3. 1), (3.2) and (3.3). Then one has

$$
\left.Q_{b d}(g, g) \in L^{2}(0, T) \times \boldsymbol{R}_{x}^{3} ; H^{-\frac{\nu-1}{2}}\left(\boldsymbol{R}_{v}^{3}\right)\right)
$$

and more precisely

$$
\left|<Q_{b d}(g, g) ; \phi>\right| \leq C\|\phi\|_{L^{2}\left((0, T) \times R_{x}^{3} ; H^{\left.\frac{\nu-1}{2}\left(R_{v}^{3}\right)\right)}\right.}
$$

with $C$ a constant only depending on the above uniform bounds, and not on $n$.

Proof. Using the above entropic estimate, note that $g$ satisfies (since $g$ is bouded)

$$
\begin{equation*}
\int_{0}^{T} \iint_{\mathbf{R}_{x, v}^{6}} \int_{\mathbf{R}_{\mathbf{R}_{1}^{3}}} \int_{S_{\omega}^{2}} d v_{1} d \omega\left\{g^{\prime} g_{1}^{\prime}(1-g)\left(1-g_{1}\right)-g g_{1}\left(1-g^{\prime}\right)\left(1-g_{1}^{\prime}\right)\right\}^{2} B(., .) \leq C . \tag{3.22}
\end{equation*}
$$

Next, for smooth $\phi$

$$
\begin{gathered}
<Q_{b d}(g, g) ; \phi>=-\int_{0}^{T} \iint_{\mathbf{R}_{x, v}^{6}} \int_{\mathbf{R}_{v}^{3}} \int_{S_{\omega}^{2}} d v_{1} d \omega\left\{g^{\prime} g^{\prime},(1-g)\left(1-g_{1}\right)-\right. \\
\left.-g g_{1}\left(1-g^{\prime}\right)\left(1-g_{1}^{\prime}\right)\right\} B(., .)\left\{\phi^{\prime}-\phi\right\} d t d x d v
\end{gathered}
$$

We have used the classical symmetries associated with the operator $Q_{b d}$. Therefore, using (3.22), we find

$$
\begin{equation*}
\left|<Q_{b d}(g, g) ; \phi>\right| \leq C\left\{\int_{0}^{T} \iint_{\mathbf{R}_{x, v}^{\epsilon}} \int_{\mathbf{R}_{\varepsilon_{1}}^{s}} \int_{S_{\omega}^{2}} B(., .)\left|\phi^{\prime}-\phi\right|^{2}\right\}^{\frac{1}{2}} \tag{3.23}
\end{equation*}
$$

Using the same computations as in [Ale2], one may write

$$
\begin{aligned}
& \{.\}=\int_{0}^{T} \iint_{\mathbb{R}_{x, v}} \int_{\mathbb{R}_{h}^{3}} \frac{2 d h}{|h|^{\nu+2}} \int_{E_{, ., h}}\{\phi(x, v-h)-\phi(x, v)\}^{2} \bar{\theta}(|\alpha|) d \alpha \\
& \leq C \int_{0}^{T} \iint_{\mathbb{R}_{x, v}} \int_{\mathbb{R}_{A}^{3}} \frac{2 d h}{|h|^{\nu+2}}\{\phi(x, v-h)-\phi(x, v)\}^{2} d v d x d t \\
& \leq C \int_{0}^{T} \iint_{\mathbf{R}_{X}^{2}}\left\{\left|\bar{\phi}^{2}(x, \xi)\right|^{2}|\xi|^{\nu-1} d \xi\right\},
\end{aligned}
$$

by classical results, see for instance [Ste1, 2] and as $0<\nu-1<2$. Therefore, we have shown

$$
\begin{equation*}
\left|<Q_{b d}(g, g) ; \phi>\right| \leq C\| \|_{L^{2}\left((0, T) \times \mathbf{R}_{x}^{3} ; H^{L^{-L_{2}^{2}}}\left(\mathbf{R}_{b}^{3}\right)\right)} \tag{3.24}
\end{equation*}
$$

Note that $Q_{b d}$ is also well defined on $C^{2}$ functions, with suitable decay estimates. Now, let us turn to the sequence $f_{m}^{n}, m$ fixed, of solutions of problem $\left(B D_{m}^{n}\right)$ as given by Lemma 3.1, that is
$\left(B D_{m}^{n}\right) \quad\left\{\begin{array}{l}\partial_{t} f_{m}^{n}(t, x, v)+v . \nabla_{x} f_{m}^{n}(t, x, v)-\frac{1}{m} \Delta_{v} f_{m}^{n}=Q_{b d}^{n}\left(f_{m}^{n}, f_{m}^{n}\right), \\ f_{m}^{n}(0, x, v)=f_{0}(x, v) .\end{array}\right.$
In view of Lemma 3.2 and all previous estimates, one has the following uniform bound, with respect to $n$

$$
\begin{equation*}
\left|<Q_{b d}^{n}\left(f_{m}^{n}, f_{m}^{n}\right) ; \phi>\right| \leq C\|\phi\|_{\left.L^{2}(0, T) \times \mathbf{R}_{\mathbf{x}}^{3} ; H^{\frac{\varphi^{2}}{2}-1}\left(\mathbf{R}_{i}^{2}\right)\right)} . \tag{3.25}
\end{equation*}
$$

Recalling that $m$ is fixed for the moment, and using (3.20) and [Lio2, 3], this is enough to conclude that the sequence $\left\{f_{m}^{n}\right\}_{n}$ is strongly compact in $L^{p}\left((0, T) \times \mathbf{R}_{x, v}^{6}\right)$, for any $1 \leq p<\infty$, and we let $f_{m}$ be a limit point.
Obviously, it satisfies estimates (3.15) to (3.20), with $B^{n}$ turned to $B$ as results from the above strong convergence and Fatou's lemma.
In conclusion, we prove
Theorem 3.1. Under the assumption (3.5) on $f_{0}$, there exists an $H$-solution $f_{m}$ of problem $\left(B D_{m}\right)$ that is satisfying in weak sense
$\left(B D_{m}\right) \quad\left\{\begin{array}{l}\partial_{t} f_{m}(t, x, v)+v . \nabla_{x} f_{m}(t, x, v)-\frac{1}{m} \Delta_{v} f_{m}=Q_{b d}\left(f_{m}, f_{m}\right), \\ f_{m}(0, x, v)=f_{0}(x, v),\end{array}\right.$
see Definition 3.1 and Lemma 3.2, and the following bounds

$$
\begin{equation*}
f_{m} \in L^{\infty}\left(\boldsymbol{R}^{+} \times \boldsymbol{R}_{x}^{3} \times \boldsymbol{R}_{v}^{3}\right), \quad 0 \leq f_{m} \leq 1 \text { a.e } \tag{3.26}
\end{equation*}
$$

$$
\left\{\begin{array}{l}
f_{m} \in L^{\infty}\left(\boldsymbol{R}^{+} ; L^{1}\left(\boldsymbol{R}_{x}^{3} \times \boldsymbol{R}_{v}^{3}\right)\right),  \tag{3.26}\\
\iint_{\boldsymbol{R}_{x, v}} f_{m}(t, x, v) d x d v=\iint_{\boldsymbol{R}_{x, v}^{k}} f_{0}(x, v) d x d v, \quad \forall t \in \boldsymbol{R}^{+}
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
(t, x, v) \rightarrow f_{m}(t, x, v)|v|^{2} \in L^{\infty}\left(\boldsymbol{R}^{+} ; L^{1}\left(\boldsymbol{R}_{x}^{3} \times \boldsymbol{R}_{v}^{3}\right)\right)  \tag{3.27}\\
\iint_{\boldsymbol{R}_{x, v}} f_{m}(t, x, v)|v|^{2} d x d v \leq \iint_{\boldsymbol{R}_{x, v}^{f}} f_{0}(x, v)|v|^{2} d x d v
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
(t, x, v) \rightarrow f_{m}(t, x, v)|x|^{2} \in L^{\infty}\left(\boldsymbol{R}^{+} ; L^{1}\left(\boldsymbol{R}_{x}^{3} \times \boldsymbol{R}_{v}^{3}\right)\right)  \tag{3.28}\\
\iint_{R_{x, v}^{f}} f_{m}(t, x, v)|x-t v|^{2} d x d v \leq \iint_{\boldsymbol{R}_{x, v}} f_{0}(x, v)|x|^{2} d x d v
\end{array}\right.
$$

$$
\begin{equation*}
\iint_{R_{x, v}^{\mid}}\left|f_{m} \log f_{m}\right|(t, x, v) d x d v \leq C+\iint_{R_{x, v}^{s}} f_{0}(x, v)\left(|v|^{2}+|x|^{2}\right) d x d v \tag{3.29}
\end{equation*}
$$

and for almost every $t \geq 0$

$$
\begin{gathered}
\frac{1}{m} \int_{0}^{t} \iint_{R_{x, 0}^{\epsilon}}\left|\nabla_{v} \sqrt{f_{m}}\right|^{2} d x d v+ \\
+\int_{0}^{t} \iint_{R_{x, v}} \int_{R_{v,}^{3}} \int_{S_{s}^{2}} d v_{1} d \omega\left\{f^{\prime} f_{1}^{\prime}(1-f)\left(1-f_{1}\right)-f f_{1}\left(1-f^{\prime}\right)\left(1-f_{1}^{\prime}\right)\right\} \times \\
\times \log \left\{\frac{f^{\prime} f_{1}^{\prime}(1-f)\left(1-f_{1}\right)}{f f_{1}\left(1-f^{\prime}\right)\left(1-f_{1}^{\prime}\right)}\right\} B(. . .) \leq C
\end{gathered}
$$

where we set $f=f_{m}$ to simplify.
Having at our disposal a sequence $\left\{f_{m}\right\}_{m}$ of H solutions of problem ( $B D_{m}$ ), (possibly non unique), we want to pass to the limit as $m \rightarrow \infty$, so that we loose the compactifying properties of the viscosity term $-\frac{1}{m} \Delta_{v}$.
However, as shown in the pure Boltzmann case, see [Ale3, Lio3], we will see that the entropy dissipation rate bound, that is the uniform estimate in $m$ of the second term of the left hand side of (3.30), leads to some regularity and compactness. The following are modelled on the steps of Section II.
Omitting the index $m$ in the remainder, we start from the estimate ( $T>0$ fixed)

$$
\begin{equation*}
\int_{0}^{T} \iint_{\mathbf{R}_{R_{1}^{f}}} \int_{\mathbf{R}_{z_{1}^{3}}} \int_{S_{a}^{2}} B\left\{f^{\prime} f_{1}^{\prime}(1-f)\left(1-f_{1}\right)-f f_{1}\left(1-f^{\prime}\right)\left(1-f_{1}^{\prime}\right)\right\}^{2} \leq C, \tag{3.31}
\end{equation*}
$$

that we write as follows

$$
\begin{equation*}
\int_{0}^{T} \iint_{\mathbf{R}_{x, t}^{f}} \int_{\mathbf{R}_{1,1}^{\prime}} \int_{S_{u}^{2}} B\left\{f_{1}^{\prime}\left(1-f_{1}\right)\left(f^{\prime}-f\right)+f\left(1-f^{\prime}\right)\left(f_{1}^{\prime}-f_{1}\right)\right\}^{2} \leq C . \tag{3.32}
\end{equation*}
$$

Using the (classical) change of variables $\left(v, v_{1}\right) \rightarrow\left(v^{\prime}, v_{1}\right)$, one gets also

$$
\begin{equation*}
\int_{0}^{T} \iint_{\mathbf{R}_{x, v}^{f},} \int_{\mathbf{R}_{2,}^{\prime}} \int_{S_{z}^{2}} B\left\{f_{1}^{\prime}\left(1-f_{1}^{\prime}\right)\left(f-f^{\prime}\right)+f^{\prime}(1-f)\left(f_{1}-f_{1}^{\prime}\right)\right\}^{2} \leq C . \tag{3.33}
\end{equation*}
$$

From (3.32) and (3.33), we get finally the following estimate

$$
\begin{align*}
& \int_{0}^{T} \iint_{R_{R_{1}}} \int_{R_{R 1}^{\prime}} \int_{S_{s}} B \mid\left\{\left(1-f_{1}^{\prime}\right) f_{1}+\left(1-f_{1}\right) f_{1}^{\prime}\right\}\left(f^{\prime}-f\right)+ \\
& \quad+\left.\left\{\left(1-f^{\prime}\right) f+(1-f) f^{\prime}\right\}\left(f_{1}^{\prime}-f_{1}\right)\right|^{2} \leq C . \tag{3.34}
\end{align*}
$$

Next, we make the change of, variables due to Carleman [Car], and provided by [Ale1, 2, Wen] to get, where we still use the notations $f^{\prime}, f_{1}^{\prime}, f$ and $f_{1}$ this time for $f(v-h), f(\alpha+v), f(v)$ and $f(\alpha+v-h)$ respectively,

$$
\begin{align*}
& \left.\int_{0}^{T} \iint_{\mathbb{R}_{x, 0}^{\prime}} \int_{\mathbb{R}_{h}^{2}} \frac{2 d h}{|h|^{\nu+2}} \int_{E_{0, h}} \bar{\theta}(|\alpha|) \right\rvert\,\left\{\left(1-f_{1}^{\prime}\right) f_{1}+\left(1-f_{1}\right) f_{i}^{\prime}\right\}\left(f^{\prime}-f\right)+ \\
& \quad+\left.\left\{\left(1-f^{\prime}\right) f+(1-f) f^{\prime}\right\}\left(f_{1}^{\prime}-f_{1}\right)\right|^{2} d \alpha d v d x d t \leq C \tag{3.35}
\end{align*}
$$

We keep the same notations as in our previous papers, in particuliar $E_{0, h}$ denotes the hyperplane through 0 and orthogonal to $h$.
In view of the properties of function $\theta$, we can use Jensen's inequality with respect to the variable $\alpha$ to get

$$
\begin{align*}
& \left.\int_{0}^{T} \iint_{R_{f_{x, v}^{\prime}}} \int_{\mathbb{R}_{h}^{3}} \frac{1}{|h|^{\nu+2}} \right\rvert\,\left[\int_{E_{0, h}} \bar{\theta}(|\alpha|) \mid\left\{\left(1-f_{1}^{\prime}\right) f_{1}+\left(1-f_{1}\right) f_{1}^{\prime}\right\}\right]\left(f^{\prime}-f\right)+ \\
& +\left\{\left(1-f^{\prime}\right) f+(1-f) f^{\prime}\right\}\left[\int_{E_{0, h}} \bar{\theta}(|\alpha|)\left(f_{1}^{\prime}-f_{1}\right)\right]^{2} d h d v d x d t \leq C . \tag{3.36}
\end{align*}
$$

Recall the notations, and in particuliar that $f$ and $f^{\prime}$ do not depend on $\alpha$. Next, we want to show the estimate

$$
\begin{equation*}
\int_{0}^{T} \iint_{\mathbb{R}_{x, 1}^{\prime}} \int_{\mathbb{R}_{n}^{2}} \frac{1}{|h|^{\nu+2}}\left[\int_{E_{0, n}} \bar{\theta}(|\alpha|)\left\{\left(1-f_{1}^{\prime}\right) f_{1}+\left(1-f_{1}\right) f_{1}^{\prime}\right\}\right]^{2}\left(f^{\prime}-f\right)^{2} d h d v d x d t \leq C \tag{3.37}
\end{equation*}
$$

In view of (3.36), it is enough to show

$$
\begin{equation*}
\int_{0}^{T} \iint_{\mathbb{R}_{x, t}^{f}} \int_{\mathbb{R}_{h}} \frac{1}{|h|^{v+2}}\left\{\left(1-f^{\prime}\right) f+(1-f) f^{\prime}\right\}^{2}\left[\int_{E_{0, h}} \bar{\theta}(|\alpha|)\left(f_{1}^{\prime}-f_{1}\right)\right]^{2} d v d x d t \leq C . \tag{3.38}
\end{equation*}
$$

The left hand side of (3.38), denoted by B hereafter, reads as

$$
\begin{aligned}
& B \leq C \int_{0}^{T} \int_{\mathbf{R}_{h}^{2}} \sup \left\{(1-f)^{2} f^{2}\right\} \int_{\mathbf{R}_{v}^{2}} \int_{\mathbf{R}_{n}^{2}} \frac{1}{|h|^{\nu+2}} \times \\
& \times\left|\int_{E_{0, h}} \bar{\theta}(|\alpha|)\{f(\alpha+v)-f(\alpha+v-h)\} d \alpha\right|^{2}
\end{aligned}
$$

If one denotes

$$
\beta\left(z, \frac{h}{|h|}\right) \equiv \int_{E_{0 . h}} f(\alpha+z) \bar{\theta}(|\alpha|) d \alpha,
$$

and by $\hat{\beta}^{1}$ its Fourier transform with respect to the first variable, we are led to

$$
B \leq C \int_{0}^{T} \int_{\mathbf{R}_{h}^{s}} \sup \left\{(1-f)^{2} f^{2}\right\} \int_{\mathbf{R}_{v}^{3}} \int_{\mathbf{R}_{h}^{3}} \frac{1}{\mid h v^{\mid+2}}\left\{\beta\left(v, \frac{h}{|h|}\right)-\beta\left(v-h, \frac{h}{|h|}\right)\right\}^{2}
$$

which, using Parseval's relation, leads to

$$
B \leq C \int_{0}^{T} \int_{\mathbf{R}_{x}^{3}} \sup \left\{(1-f)^{2} f^{2}\right\} \int_{\mathbf{R}_{\vec{R}}} \frac{1}{|h|^{\nu+2}} \int_{\mathbf{R}_{k}^{2}}\left|\bar{\beta}^{\prime}\left(k, \frac{h}{|h|}\right)\right|^{2}\left\{e^{i h . k}-1\right\}^{2} .
$$

Shifting $h=r \omega$ in polar coordinates, one gets also

$$
B \leq C \int_{0}^{T} \int_{\mathbf{R}_{x}^{2}} \sup \left\{(1-f)^{2} f^{2}\right\} \int_{S_{2}^{2}} \int_{\mathbf{R}_{k}^{2}}\left|\hat{\beta}^{1}(k, \omega)\right|^{2}|k \cdot \omega|^{\nu-1} .
$$

Now, recalling that $S(\omega)$ denotes the orthogonal projection over $E_{0, h}$ one obtains

$$
\hat{\beta}^{\prime}(k, \omega)=\hat{f}(k) \hat{\theta}(|S(\omega) \cdot k|),
$$

and therefore

$$
B \leq C \int_{0}^{T} \int_{\mathbf{R}_{x}^{2}} \sup \left\{(1-f)^{2} f^{2}\right\} \int_{\mathbf{R}_{k}^{2}}|\hat{f}(k)|^{2} \leq C .
$$

As the estimate (3.38) holds true, we arrive at the final estimate (3.37). Next, since

$$
\left(1-f_{1}^{\prime}\right) f_{1}+\left(1-f_{1}\right) f_{1}^{\prime} \geq\left(1-f_{1}^{\prime}\right) f_{1}^{\prime}
$$

one gets

$$
\begin{gather*}
\int_{0}^{T} \iint_{\mathbf{R}_{R, 0}^{\hat{0}}} \int_{\mathbb{R}_{h}^{3}} \frac{1}{\left.T h\right|^{v+2}}\left[\int_{E_{0, h}} \bar{\theta}(|\alpha|)(1-f(\alpha+v)) f(\alpha+v)\right]^{2} \times \\
\times|f(v-h)-f(v)|^{2} d v d x d t \leq C . \tag{3.39}
\end{gather*}
$$

We want to work this estimate. For this purpose, let us set

$$
\begin{equation*}
g(z)=\{1-f(z)\} f(z), \tag{3.40}
\end{equation*}
$$

so that the term inside estimate (3.39) is $\{g(\alpha+v) f(v-h)-f(v) g(\alpha+v)\}$, that we write as

$$
\begin{equation*}
\{.\}=g(\alpha+v-h) f(v-h)-f(v) g(\alpha+v)+f(v-h)\{g(\alpha+v)-g(\alpha+v-h)\} . \tag{3.41}
\end{equation*}
$$

The second term of (3.41) may be estimated as above (for $B$ ), so that we are led to the estimate

$$
\begin{gather*}
\left.\int_{0}^{T} \int_{\mathbf{R}_{\underset{x}{3}}} \int_{\mathbf{R}_{h}^{3}} \frac{1}{|h|^{\nu+2}} \int_{\mathbf{R}_{\hat{\imath}}^{3}} \right\rvert\, \int_{E_{0, n}} \bar{\theta}(|\alpha|)\{g(\alpha+v-h) f(v-h)- \\
\quad-f(v) g(\alpha+v)\}\left.d \alpha\right|^{2} d x d t \leq C . \tag{3.42}
\end{gather*}
$$

Setting

$$
\begin{equation*}
j\left(z, \frac{h}{|h|}\right)=\left\{\int_{E_{0, h}} \bar{\theta}(|\alpha|) g(\alpha+z)\right\} f(z), \tag{3.43}
\end{equation*}
$$

the estimate (3.42) reads as

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbf{R}_{x}^{3}} \int_{\mathbf{R}_{h}^{2}} \frac{1}{|h|^{\nu+2}} \int_{\mathbf{R}_{i}^{3}}\left|j\left(v-h, \frac{h}{|h|}\right)-j\left(v, \frac{h}{|h|}\right)\right|^{2} d v d x d t \leq C, \tag{3.44}
\end{equation*}
$$

which again using Parseval's relation leads to

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbf{R}_{x}^{3}} \int_{\mathbf{R}_{n}^{2}} \frac{1}{|h|^{\nu+2}} \int_{\mathbf{R}_{k}^{2}}\left|\hat{j}^{\prime}\left(k, \frac{h}{|h|}\right)\right|^{2}\left|e^{-i h . k}-1\right|^{2} d k d x d t \leq C . \tag{3.45}
\end{equation*}
$$

Using again polar coordinates in $h=r \omega$, one gets

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbf{R}_{x}^{2}} \int_{\mathbf{R}_{k}^{2}} \int_{S_{\omega_{2}^{2}}^{2}}\left|\hat{j}^{1}(k, \omega)\right|^{2} \int_{0}^{\infty} d r \frac{\left|e^{-i r \omega, k}-1\right|^{2}}{r^{v}} d r d k d x d t \leq C, \tag{3.46}
\end{equation*}
$$

and from previous computations, we finally have

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbf{R}_{x}^{3}} \int_{\mathbf{R}_{k}^{3}} \int_{S_{\omega}^{2}}\left|\hat{j}^{\prime}(k, \omega)\right|^{2}|k . \omega|^{\nu-1} d x d t \leq C . \tag{3.47}
\end{equation*}
$$

Using again ... Jensen's inequality in variable $\omega$ leads to

$$
\begin{equation*}
\left.\left.\int_{0}^{T} \int_{\mathbf{R}_{x}^{\mathbf{x}}} \int_{\mathbf{R}_{k}^{2}}\left|\int_{S_{u}^{2}} \hat{j}^{\prime}(k, \omega)\right| k \cdot \omega\right|^{\frac{\nu-1}{2}} d \omega\right|^{2} d x d t \leq C . \tag{3.48}
\end{equation*}
$$

Let us compute the term inside the term |.|. We obtain

$$
\begin{gathered}
\int_{S_{\alpha}^{2}} \hat{j}^{\prime}(k, \omega)|k \cdot \omega|^{\frac{\nu-1}{2}} d \omega= \\
=\int_{S_{s}^{2}} \int_{\mathbf{R}_{2}^{3}}\left\{\int_{E_{0, \omega}} \bar{\theta}(|\alpha|) g(\alpha+z)\right\} f(z) e^{-i \cdot k z}|k \cdot \omega|^{\frac{\nu-1}{2}} \\
=\int_{\mathbb{R}_{3}^{3}} \int_{\mathbb{R}_{a}^{3}} \bar{\theta}(|\alpha|) g(\alpha+z) f(z) e^{-i k \cdot z}\left\{\int_{S_{w, \omega}^{2}, \alpha=0}|k \cdot \omega|^{\left\lvert\, \frac{\nu-1}{2}\right.} d \omega\right\}
\end{gathered}
$$

$$
\begin{aligned}
& =C_{s} \int_{\mathbb{R}_{\frac{B}{z}}} \int_{\mathbf{R}_{a}^{a}} \bar{\theta}(|\alpha|) g(\alpha+z) f(z) e^{-i k \cdot z}|S(\alpha) \cdot k|^{\frac{\nu-1}{2}} \\
& =C_{s} \int_{\mathbf{R}_{s}^{s}} \int_{\mathbf{R}_{a}^{3}} \bar{\theta}(|\alpha|) g(\alpha+z) f(z) e^{-i k \cdot z}|\alpha \wedge k|^{\frac{\nu-1}{2}}
\end{aligned}
$$

With this expression, turning to (3.48) and using Parseval's inequality for the variable $k$, we find

$$
\begin{equation*}
\mathscr{A}_{l, x}^{*}(f)(v) \in L^{2}\left((0, T) \times \mathbf{R}_{x}^{3} \times \mathbf{R}_{v}^{3}\right), \tag{3.48}
\end{equation*}
$$

where $\mathscr{A}_{t, x}^{*}$ is the operator given by (up to unimportant constants)

$$
\begin{equation*}
\mathscr{A}_{l, x}^{*}(f)(v) \equiv \int_{\mathbf{R}_{z}^{3}} \int_{\mathbf{R}_{k}^{\mathfrak{R}}}\left\{\int_{\mathbf{R}_{a}^{d}} d \alpha \bar{\theta}(|\alpha|) g(\alpha+z)|\alpha \wedge k|^{\frac{\nu-1}{2}}\right\} f(z) e^{-i(z-v), k} \tag{3.49}
\end{equation*}
$$

$\mathscr{A}_{t, x}^{*}$ is nothing else than the adjoint of the operator

$$
\begin{equation*}
\mathscr{A}_{t, x}(f)(v) \equiv \int_{\mathbf{R}_{a}^{3}} \bar{\theta}(|\alpha|) g(\alpha+v)\left|\alpha \wedge D_{v}\right|^{\frac{\nu-1}{2}}(f)(v), \tag{3.50}
\end{equation*}
$$

see for instance our previous papers.
If there were no time and space dependence, one could deduce, exactly as in [Alel], and for non trivial $f$, that the symbol of $\mathscr{A}$ satisfies, for all $v \in \Omega, \Omega$ being any bounded open set of $\mathbf{R}_{v}^{3}$

$$
\begin{equation*}
\int_{\mathbf{R}_{a}^{3}} \tilde{\theta}(|\alpha|) g(\alpha+v)|\alpha \wedge k|^{\frac{\nu-1}{2}} \geq C_{K}|k|^{\frac{\nu-1}{2}} \int_{\mathbf{R}_{a}^{3}} \bar{\theta}(|\alpha|) g(\alpha), \tag{3.51}
\end{equation*}
$$

and therefore $f \in H_{l o c}^{\frac{\nu-1}{2}}\left(\mathbf{R}_{v}^{3}\right)$. But unfortunatly (!) and as in Section II, we must account for these variables, so at this point, we just state the result obtained (which could be interesting by itself)

Lemma 3.3. If $f \geq 0$ satisfies the above bounds, and in particuliar the entropic estimate (3.31), then

$$
\begin{equation*}
\mathscr{A}_{t, x}^{*}(f)(v) \in L^{2}\left((0, T) \times \boldsymbol{R}_{x, v}^{6}\right), \tag{3.52}
\end{equation*}
$$

where the operators $\mathscr{A}_{t, x}^{*}$ and $\mathscr{A}_{t, x}$ are given by (3.49) and (3.50) respectively, with $g(\alpha) \equiv(1-f(\alpha)) f(\alpha)$.

Remark 3.1. In the above computations, there is some kind of Winger transform involved therein.

Remark 3.2. As in any Sections of the paper, the cutoff (in velocity function) $\theta$, or $\bar{\theta}, \ldots$. reduces the computations.
Of course, it is likely that the same results will hold true in the general case, see Section I, by putting enough moments in the entropy dissipation rate bound, so as to use Jensen's inequality.

For instance, we have used the fact that the measure $\bar{\theta}(|\alpha|)$ has finite mass (over $\left.E_{0 . h}\right)$. In the general case where $\theta(|\alpha|)=1$, see also the examples in $[$ Ale 1$]$, then $\bar{\theta}$ $(|\alpha|)=|\alpha|^{\nu+\gamma}$, and the entropy dissipation rate bound reads as, forgetting variables ( $t, x$ ) (with obvious notations)

$$
\begin{equation*}
\int_{\mathbb{R}_{\square}^{3}} \int_{\mathbf{R}_{n}^{3}} \frac{2 d h}{|h|^{\nu+2}} \int_{E_{0, n}} d \alpha|\alpha|^{\nu+\gamma} \ldots d v \leq C . \tag{3.53}
\end{equation*}
$$

Recall $\nu+\gamma>0$. Next, letting $\delta>1$, the use of Jensen's inequality yields

$$
\begin{equation*}
\left.\int_{\mathbb{R}_{0}^{3}} \int_{\mathbb{R}_{h}^{3}} \frac{2 d h}{|h|^{\nu+2}}\left|\int_{E_{0 . n}} d \alpha\right| \alpha\right|^{\frac{v+\gamma}{2}} \frac{1}{\left(1+|\alpha|^{2}\right)^{\frac{\delta}{2}} .\left.\right|^{2}} d v \leq C, \tag{3.54}
\end{equation*}
$$

and one may proceed as earlier. In fact, it is even simplier from (3.53) to note that it is bigger than our estimate with $\theta$.

As said previously, the uneasiness is to keep track of the variables $(t, x)$.
Recall that our main intention is to prove the compactness of the sequence $\left\{f_{m}\right\}$ of H -solutions of problem $\left(B D_{m}\right)$. Although it should be possible to adapt the arguments of [Lio3], note that we have to work out the computations from [BoDe] in the Boltzmann Dirac case. Instead, we provide a direct method, following exactly Section II, which I believe will prove usefull for different collision operators. At this point, let us say that we have'nt looked for optimal estimates below ....
Starting from (3.47), let us first deal with the case $0<\nu-1<1$ that is $s>3$.
We claim that

$$
\begin{equation*}
\int_{0}^{T} \int_{x} \int_{k}\left[\int_{S_{2}^{2}}\left|\hat{j}^{\prime}(k, \omega) \| k\right|^{\frac{\nu-1}{2}}\right]^{2} \leq C . \tag{3.55}
\end{equation*}
$$

Indeed, letting $\mathscr{C}$ for the left hand side of (3.55), one has

$$
\begin{equation*}
\mathscr{C}=\int_{0}^{T} \int_{x} \int_{k}\left[\int_{S_{\omega}^{2}}\left|\hat{j}^{\prime}(k, \omega) \| k \cdot \omega\right|^{\frac{\nu-1}{2}} \frac{|k|^{\frac{\nu-1}{2}}}{|k \cdot \omega|^{\frac{\nu-1}{2}}}\right]^{2} \leq C, \tag{3.56}
\end{equation*}
$$

and by Cauchy-Scharwz inequality in $\omega$

$$
C \leq \int_{0}^{T} \int_{x} \int_{k}\left[\int_{S_{\omega}^{2}}\left|\hat{j}^{\prime}(k, \omega)\right|^{2}|k \cdot \omega|^{\nu-1}\right]\left[\int_{S_{\omega}^{2}} \frac{1}{\left|\frac{k}{|k|} \cdot \omega\right|^{\nu-1}}\right] .
$$

Since $\omega \rightarrow \frac{1}{\left|\frac{k}{|k|^{2}}\right|^{\nu^{-1}}}$ is integrable over $S^{2}$, we deduce that $\mathscr{C}$ is bounded in view of (3.47) and thus (3.55) is proven.

Next, from (3.55), we use again Jensen's inequality in $\omega$ (as for (3.47) to (3.48)), and finally we obtain

Lemma 3.4. If $f \geq 0$ satisfies the above bounds, and in particuliar the entropic estimate (3.31), with the assumption $s>3(0<\nu-1<1)$ then

$$
\left\{\int_{R_{d}^{d}} d \alpha \bar{\theta}(|\alpha|) g(\alpha+v)\right\} f(v) \in L^{2}\left((0, T) \times \boldsymbol{R}_{x}^{3} ; H^{\frac{\nu-1}{2}}\left(\boldsymbol{R}_{v}^{3}\right)\right)
$$

In the case $2<s \leq 3$, note that one has (3.47) with the weight $|k . \omega|^{\nu-1}$ changed to $\mid$ $k .\left.\omega\right|^{\nu-2} \ldots$, and therefore, proceeding as above, we get

Lemma 3.5. If $f \geq 0$ satisfies the above bounds, and in particuliar the entropic estimate (3.31), with the assumption $2<s \leq 3(0<\nu-2<1)$ then

$$
\left\{\int_{R_{B}^{d}} d \alpha \bar{\theta}(|\alpha|) g(\alpha+v)\right\} f(v) \in L^{2}\left((0, T) \times \boldsymbol{R}_{x}^{3} ; H^{\frac{\nu-1}{2}}\left(\boldsymbol{R}_{v}^{3}\right)\right)
$$

In view of [Lio2, 3], the Lemmas 3.4 and 3.5 are enough to conclude that the sequence $\left\{f_{m}\right\}$ of H -solutions of problem ( $B D_{m}$ ) is strongly compact in any $L^{p}((0, T)$ $\left.\times \boldsymbol{R}_{x, v}^{6}\right), 1 \leq p<\infty$.
We finally obtain the following existence theorem for the (initial !) problem ( $B D$ ). Note we can pass to the limit in $Q_{b d}$ by "symmetrising" classically the inner integral.

Theorem 3.2. Under the assumption (3.5) on $f_{0}$, there exists an $H$-solution $f$ of problem (BD), that is satisfying in weak sense

$$
\left\{\begin{array}{l}
\partial_{t} f+v . \nabla_{x} f=Q_{b d}(f, f),  \tag{BD}\\
f(0, x, v)=f_{0}
\end{array}\right.
$$

see also Definition 3.1 and Lemma 3.2, and the following bounds

$$
0 \leq f \leq 1 \text { a.e, } f \in L^{\infty}\left(\boldsymbol{R}^{+} ; L^{1}\left(\boldsymbol{R}_{x}^{3} \times \boldsymbol{R}_{v}^{3}\right)\right),
$$

$$
\begin{equation*}
\iint_{R_{x, v}^{f}} f(t, x, v) d x d v=\iint_{R_{x, v}^{f}} f_{0}(x, v) d x d v, \quad \forall t \in \boldsymbol{R}^{+} \tag{3.57}
\end{equation*}
$$

$$
\begin{equation*}
\iint_{R_{x, v}} f(t, x, v) d x d v\left\{|v|^{2}+|x-v t|^{2}\right\} \leq \iint_{R_{x, v}^{〔}} f_{0}(x, v)\left\{|x|^{2}+|v|^{2} d x d v\right. \tag{3.58}
\end{equation*}
$$

$$
\begin{gather*}
\iint_{R_{x, v}^{\delta}}|f \log f|(t, x, v) d x d v \leq C+\iint_{R_{x, v}^{6}} f_{0}(x, v)\left(|v|^{2}+|x|^{2}\right) d x d v,  \tag{3.59}\\
\int_{0}^{t} \iint_{R_{x, v}^{\prime}} \int_{R_{v, 1}^{\prime}} \int_{S_{\omega}^{2}} d v_{1} d \omega\left\{f^{\prime} f_{1}^{\prime}(1-f)\left(1-f_{1}\right)-f f_{1}\left(1-f^{\prime}\right)\left(1-f_{1}^{\prime}\right)\right\} \times \\
\quad \times \log \left\{\frac{f^{\prime} f_{1}^{\prime}(1-f)\left(1-f_{1}\right)}{f f_{1}\left(1-f^{\prime}\right)\left(1-f_{1}^{\prime}\right)}\right\} B(., .) \leq C . \tag{3.60}
\end{gather*}
$$

It also satisfies the conclusions of Lemma 3.4 and Lemma 3.5.
Having provided an entropic solution satisfying some "regularity" in the variable $v$,
we want to bootstrap this information on all variables ( $t, x, v$ ), at least in $(x, v)$. One instance of this is the compactness of sequences of entropic solutions, as shown by P.L. Lions [Lio2, 3]. Another one is the fact that the velocity averages of $f$ has some regularity in $(t, x)$. Let us show how we can use this. In the sequel, we will simplify our study by assuming that $s>3$, so that one may use Lemma 3.4.
In view of Lemma 3.2, using [DiLi2, DiLiMe], one has for all $\psi \in \mathscr{D}\left(\mathbf{R}_{v}^{3}\right)$

$$
\begin{equation*}
\int_{\mathbf{R}_{v}^{3}} f(t, x, v) \psi(v) d v \in H^{\frac{1}{1+\frac{v^{-1}}{2}}}{ }^{\frac{1}{2}}\left((0, T) \times \mathbf{R}_{x}^{3}\right) . \tag{3.61}
\end{equation*}
$$

Therefore, in view of the above bounds, one has also

$$
\begin{equation*}
\left.\rho *\left\{\int_{\mathbf{R}_{a}^{\theta}} \overline{\bar{\theta}}(|\alpha|)(1-f(\alpha)) f(\alpha)\right) d \alpha\right\} \int_{\mathbf{R}_{\Delta}^{3}} f(t, x, v) \psi(v) d v \in H^{\frac{1}{1+\frac{v^{-1}}{2}}}\left(\frac{1}{2}(0, T) \times \mathbf{R}_{x}^{3}\right), \tag{3.62}
\end{equation*}
$$

where $\rho$ is a smooth function of the variables $(t, x)$. Next, let (note that we use the same letter $g$...)

$$
\begin{equation*}
g(t, x, v) \equiv \rho *\left\{\int_{\mathbf{R}_{a}^{\prime}} \bar{\theta}(|\alpha|)(1-f(\alpha)) f(\alpha) d \alpha\right\} \phi(v) f(t, x, v) \psi(v) \tag{3.63}
\end{equation*}
$$

where $\phi \in \mathscr{D}\left(\mathbf{R}_{v}^{3}\right)$, omitting cutoff in the variables $(t, x) \ldots$, and if we denote ( $\tau, k, \xi$ ) for the dual variables of ( $t, x, v$ ) respectively, then from [DiLi2, DiLiMe], the information (3.62) can be translated into, where $g$ denotes the Fourier transform in all variables

$$
\begin{equation*}
\left(1+|\tau|^{2}+|k|^{2}\right)^{\frac{1}{1+\frac{v-1}{2}} \frac{1}{2}} g \in L^{\infty}\left(\mathbf{R}_{\xi}^{3} ; L^{2}\left(\mathbf{R}_{\tau} \times \mathbf{R}_{k}^{3}\right)\right) \tag{3.64}
\end{equation*}
$$

According to the Lemma 3.4, one has ( $g$ there is $(1-f) f$....)

$$
\begin{equation*}
\left(1+|\xi|^{2}\right)^{\frac{\nu-1}{2}} g \in L^{2}\left(\mathbf{R}_{\xi}^{3} ; L^{2}\left(\mathbf{R}_{\tau} \times \mathbf{R}_{k}^{3}\right)\right) \tag{3.65}
\end{equation*}
$$

In particuliar, one has also

$$
\begin{equation*}
\frac{\left(1+|\tau|^{2}+|k|^{2}\right)^{\frac{1}{1+\frac{\nu-1}{2}} \frac{1}{2}}}{\left(1+|\xi|^{2}\right)^{\delta}} g \in L^{2}\left(\mathbf{R}_{\xi}^{3} ; L^{2}\left(\mathbf{R}_{\tau} \times \mathbf{R}_{k}^{3}\right)\right) \tag{3.66}
\end{equation*}
$$

for all $\delta>3 / 4$, and finally

$$
\begin{equation*}
\left\{\left(1+|\xi|^{2}\right)^{\frac{\nu-1}{2}}+\frac{\left(1+|\tau|^{2}+|k|^{2}\right)^{\frac{1}{1+\frac{\nu-1}{2}} \frac{1}{2}}}{\left(1+|\xi|^{2}\right)^{\delta}} g \in L^{2}\left(\mathbf{R}_{\xi}^{3} ; L^{2}\left(\mathbf{R}_{\tau} \times \mathbf{R}_{k}^{3}\right)\right)\right. \tag{3.67}
\end{equation*}
$$

Since for all $p>1, a, b>0$, one has $\frac{1}{p}\left(a^{\frac{1}{p}}\right)^{p}+\frac{1}{p^{\prime}}\left(b^{\frac{1}{p^{\prime}}}\right)^{p^{\prime}} \geq a^{\frac{1}{p}} b^{\frac{1}{p^{\prime}}}$, where $\frac{1}{p}+\frac{1}{p^{\prime}}=1$, one deduces from (3.67) that

$$
\begin{equation*}
\left(1+|\xi|^{2}\right)^{\frac{\nu-1}{2 p}-\frac{\delta}{p^{\prime}}}\left(1+|\tau|^{2}+|k|^{2}\right) \frac{1}{1+\frac{\nu-1}{2}} \frac{1}{2 p^{\prime}} g \in L^{2}\left(\mathbf{R}_{\xi}^{3} ; L^{2}\left(\mathbf{R}_{\tau} \times \mathbf{R}_{k}^{3}\right)\right) \tag{3.68}
\end{equation*}
$$

Setting

$$
\begin{equation*}
\beta=\inf \left\{\frac{\nu-1}{2 p}-\frac{\delta}{p^{\prime}} ; \frac{1}{1+\frac{\nu-1}{2}} \frac{1}{2 p^{\prime}}\right\}, \tag{3.69}
\end{equation*}
$$

which is positive by choosing p sufficiently close to 1 , we get finally

$$
\begin{equation*}
\left(1+|\xi|^{2}+|\tau|^{2}+|k|^{2}\right)^{\beta} g \in L^{2}, \tag{3.70}
\end{equation*}
$$

and therefore, we have arranged for
Theorem 3.3. For all $\phi, \psi, \rho \in \mathscr{D}$, set

$$
g(t, x, v) \equiv \rho *\left\{\int_{R_{a}^{*}} \bar{\theta}(|\alpha|)(1-f(\alpha)) f(\alpha) d \alpha\right\} \phi(v) f(t, x, v) \psi(v) .
$$

where $f$ is the solution provided by Theorem 3.2, with $s>3$. Then, one has

$$
g \in H^{\beta}\left(\boldsymbol{R}_{t} \times \boldsymbol{R}_{x}^{3} \times \boldsymbol{R}_{v}^{3}\right),
$$

where $\beta$ is defined as

$$
\beta=\inf \left\{\frac{\nu-1}{2 p}-\frac{\delta}{p^{\prime}} ; \frac{1}{1+\frac{\nu-1}{2}} \frac{1}{2 p^{\prime}}\right\},
$$

for all $\delta>3 / 4, p>1$, such that $\beta \geq 0$.
Remark 3.3. In particuliar, note that for all $\mu>0$ small enough, one has $g$ in $H^{\frac{\nu-1}{2(1+\mu)}-\frac{\delta_{\mu}}{1+\mu}}\left(\boldsymbol{R}_{t} \times \boldsymbol{R}_{x}^{3} \times \boldsymbol{R}_{v}^{3}\right)$, that is something which is close to $H^{\frac{\nu-1}{4}}$. For instance, choosing $\delta=1$, then for $1 \leq p \leq 1+\frac{1}{2} \frac{(\nu+1)(\nu-1)}{\nu+2}$, one obtains $\beta=\frac{\nu-1}{2 p}-\frac{1}{p^{\prime}}$. However this regularity result is likely not optimal. One may also wonder if $H^{\beta}$ spaces are the good spaces, and if instead we should not take some kind of Orlicz's type spaces, see for instance [PiSi]. Finally, it seems possible to deduce (small) regularity on $f$ as in [DeGo].

Now that we have produced $H$-solutions with some (partial) regularity, can we bootstrap this type of result?
It seems that we cannot do this, since we rested upon the entropic dissipation rate bound and used "only" the non linear pde (that is problem ( $B D$ )) to get the regularity of the velocity averages.
So, we must turn to the pde, and notice (at this point) that the weak form of problem ( $B D$ ) is not (or at least I do not know) well suited for (micro) local analysis. This is where the decompositions, as those provided for the pure Boltzmann case, could be usefull as we believe. In the following, we just explain these decompositions, leaving out any possible applications.
A first step is to write the curly brackets term of (3.1) as follows

$$
\begin{equation*}
\{.\}=\left(1-f_{1}\right) f_{1}^{\prime}\left(f^{\prime}-f\right)+\left(1-f^{\prime}\right) f\left(f_{1}^{\prime}-f_{1}\right) \tag{3.71}
\end{equation*}
$$

However, I have not succeeded in using this form, one reason being that, when going
over to the representation in variables ( $h, \alpha$ ) for the operator (3.1), then $f^{\prime}, f_{1}^{\prime}, f^{\prime}$ and $f$ stand for $f(\alpha+v-h), f(\alpha+v), f(v-h)$ and $f(v)$ respectively, and looking to [Ale2], note that a significant step there was that the change of variables $h \rightarrow-h$ left "invariant" the pure Boltzmann operator. In our case (3.71), note that $Q_{b d}$ "transforms" as, where $\bar{f}_{1}, \bar{f}^{\prime}$ mean $f(\alpha+v+h), f(v+h)$ respectively,

$$
\begin{equation*}
\{.\}=\left(1-\bar{f}_{1}\right) f_{1}^{\prime}\left(\bar{f}^{\prime}-f\right)+\left(1-\bar{f}^{\prime}\right) f\left(f_{1}^{\prime}-\bar{f}_{1}\right) \tag{3.72}
\end{equation*}
$$

and thus we cannot factorize terms such as $\bar{f}^{\prime}+f^{\prime}-2 f \ldots$...
However, I believe that this can be made, as it is suggested by the pure Boltzmann case, note also in [Dol] that $f$ and $1-f$ are somehow linked.
Since we are only interested from now in bootstrapping some regularity, I shall simply write \{.\} as

$$
\begin{equation*}
\{.\}=\left(1-f_{1}^{\prime}\right) f_{1}^{\prime}\left(f^{\prime}-f\right)+(1-f) f\left(f_{1}^{\prime}-f_{1}\right)+\left(f_{1}^{\prime}-f_{1}\right)\left(f^{\prime}-f\right)\left(f_{1}^{\prime}-f\right), \tag{3.73}
\end{equation*}
$$

from which follows

Theorem 3.4. With $Q_{b d}$ as given by (3.1) and the previous assumptions, one may write

$$
Q_{b d}(f, f)(v)=Q_{b d}^{1}(f, f)(v)+Q_{b d}^{2}(f, f)(v)+Q_{b d}^{3}(f, f)(v),
$$

where

$$
\begin{gathered}
Q_{b d}^{1}(f, f)(v) \equiv \int_{R_{12}^{3}} \int_{S_{w}^{2}} \frac{\bar{\theta}\left(\left|v_{1}-v^{\prime}\right|\right)}{\left|v-v^{\prime}\right| v}\left(1-f_{1}^{\prime}\right) f_{1}^{\prime}\left(f^{\prime}-f\right), \\
Q_{b d}^{2}(f, f)(v) \equiv \int_{R_{v_{1}^{\prime}}} \int_{S_{2}^{2}} \frac{\bar{\theta}\left(\left|v_{1}-v^{\prime}\right|\right)}{\left|v-v^{\prime}\right|^{v}}(1-f) f\left(f_{1}^{\prime}-f_{1}\right), \\
Q_{b d}^{3}(f, f)(v) \equiv \int_{R_{v_{1}^{3}}^{3}} \int_{S_{w}^{2}} \frac{\bar{\theta}\left(\left|v_{1}-v^{\prime}\right|\right)}{\left|v-v^{\prime}\right|^{v}}\left(f_{1}^{\prime}-f_{1}\right)\left(f^{\prime}-f\right)\left(f_{1}^{\prime}-f\right),
\end{gathered}
$$

In fact, I should have written the last term as

$$
\left(f_{1}^{\prime}-f_{1}\right)\left(f^{\prime}-f\right)\left(f_{1}^{\prime}-f\right)=\left(f_{1}^{\prime}-f_{1}\right)\left(f^{\prime}-f\right) f_{1}^{\prime}-\left(f_{1}^{\prime}-f_{1}\right)\left(f^{\prime}-f\right) f
$$

and in view of the previous estimates, one notes that

$$
Q_{b d}^{3} \in L^{2}\left((0, T) \times \mathbf{R}_{x}^{3} ; H^{-\frac{\nu-1}{2}}\left(\mathbf{R}_{v}^{3}\right)\right)
$$

so in the following we shall just concetrate on the two first terms $Q_{b d}^{1}(f, f)$ and $Q_{b d}^{2}$ $(f, f)$. Oncemore, let us say that we do not believe that this is the right way, as we think that a more symetric form could be possible as in [Ale] and in the previous Section. Anyway, for these operators, we just refer to our papers where the following results are shown

Lemma 3.6. With the above assumptions, the operator $Q_{b d}^{1}$ of Theorem 3.4 writes as

$$
Q_{b d}^{\dagger}(f, f)(v)=-C_{s} \int_{R_{a}^{d}} d \alpha f(\alpha+v)[1-f(\alpha+v)] \bar{\theta}(|\alpha|)|S(\alpha) \cdot D|^{\nu^{-1}}(f)(v),
$$

where $C_{s}$ is a fixed constant (depending only on $\nu$ ). Recall that $S(\alpha)$ denotes the orthogonal projection over $E_{0, \alpha}$, the hyperplane passing through 0 and orthogonal to $\alpha$.

Lemma 3.7. With the above assumptions, the operator $Q_{b d}^{2}$ of Theorem 3.4 writes as

$$
Q_{b d}^{2}(f, f)(v)=C_{s}(1-f(v)) f(v) \int_{R_{a}^{z}} d \alpha \bar{\theta}(|\alpha|)|S(\alpha) \cdot D|^{\nu-1}(f)(\alpha+v),
$$

with same notations as in Lemma 3.6.
Let us show how to expound suitably these terms, beginning with the simpliest $Q_{b d}^{2}$
Lemma 3.8. With the above definition of $Q_{b d}^{2}(f, f)$, one has

$$
Q_{b d}^{2}(f, f)(v)=(1-f(v)) f(v) \int_{R_{k}^{R}} f(k) K(|k-v|) d k
$$

where $K \in L^{\infty}$.
The proof follows that of the previous section and is omitted.
Next, for $Q_{b d}^{1}$ as given by Lemma 3.6, we let, in view of considerations already explained earlier, $\chi(t), t \in \mathbf{R}^{+}$, a smooth function positive, with support in [0,1], 1 for $t \leq 2 / 3, \bar{\chi}=1-\chi$, and decompose

$$
\begin{equation*}
Q_{b d}^{\prime}(f, f)(v)=Q_{b d}^{11}(f, f)(v)+Q_{b d}^{12}(f, f)(v), \tag{3.74}
\end{equation*}
$$

with

$$
\begin{equation*}
Q_{b d}^{11}(f, f)(v)=-C_{s} \int_{\mathbb{R}_{a}^{s}} d \alpha f(\alpha+v)[1-f(\alpha+v)] \theta(|\alpha|)|\alpha \wedge D|^{\nu-1} \chi(|\alpha \wedge D|)(f)(v) \tag{3.75}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{b d}^{12}(f, f)(v)=-C_{s} \int_{\mathbb{R}_{a}^{3}} d \alpha f(\alpha+v)[1-f(\alpha+v)] \theta(|\alpha|)|\alpha \wedge D|^{v-1} \bar{\chi}(|\alpha \wedge D|)(f)(v) . \tag{3.76}
\end{equation*}
$$

For these expressions, one has
Lemma 3.9. $\quad Q_{b d}^{11}(f, f)(v)$ defined by (3.75) belongs to $L^{2}\left((0, T) \times \mathbf{R}_{x, v}^{6}\right)$.
Proof. Omitting the variables ( $t, x$ ), if we denote

$$
\tau_{\alpha}(f)(v) \equiv|\alpha \wedge D|^{\nu-1} \chi(|\alpha \wedge D|)(f)(v)
$$

then $\tau_{\alpha}: L^{2} \rightarrow L^{2}$ is bounded for each $\alpha$ non null and uniformly. Therefore, the generalised Minkowski's inequality yields the result.

There remains to study $Q_{b d}^{12}(f, f)$ as given by (3.76), and we deal with it as follows. If one sets, omitting ( $t, x$ ) dependance,

$$
\begin{equation*}
a(v, \xi) \equiv-C_{s} \int_{\mathbb{R}_{a}^{3}} d \alpha f(\alpha)[1-f(\alpha)] \theta(|\alpha-v|)|(\alpha-v) \wedge \xi|^{\nu-1} \bar{\chi}(|(\alpha-v) \wedge \xi|) \tag{3.77}
\end{equation*}
$$

then one checks that this is a good symbol within the class $\mathscr{S}_{0,0}^{\nu-1}$, with $(t, x)$ as parameters, and thus we can define $Q_{b d}^{12}(f, f)$ in $D^{\prime}$ sense as

$$
\begin{equation*}
<Q_{b d}^{12}\left(f, f^{\prime}\right) ; \phi>=<f ; a^{*}\left(v, D_{v}\right)(\phi)>. \tag{3.78}
\end{equation*}
$$

using the whole calculus of [Marl, 2, 3, Tay]. Recalling Theorem 3.2, one has finally
Theorem 3.5. Under the assumption (3.5) on $f_{0}$, there exists a weak solution $f$ of problem (BD), satisfying the conclusions of Theorem 3.2 and (BD) in distribution sense where

$$
Q_{b d}(f, f)=Q_{b d}^{11}(f, f)+Q_{b d}^{12}(f, f)+Q_{b d}^{2}(f, f)+Q_{b d}^{3}(f, f)
$$

## 4. Problem (BG)

In this Section, we will only provide the decompositions for the $(B G)$ operator and leave out any other issues. Let us again recall quickly the setting of Section I.
We let $\mathscr{Y}$ for the unit periodic box, and introduce a measurable bounded function $P=P(r),|r| \leq R(R>0$ fixed $)$, such that

$$
\begin{equation*}
P \equiv P(|r|), \quad 0<P^{-} \leq P(r) \leq P^{+}<\infty, \tag{4.1}
\end{equation*}
$$

and we set

$$
\begin{equation*}
B\left(\left|v-v_{1}\right|,\left|\left(\frac{v-v_{1}}{\left|v-v_{1}\right|}, \omega\right)\right|\right) \equiv \theta\left(\left|v_{1}-v^{\prime}\right|\right) \frac{\left|v_{1}-v^{\prime}\right|^{\gamma^{+v}}}{\mid v^{\prime}-v^{v}}, \tag{4.2}
\end{equation*}
$$

where $\theta$ belongs to $\delta^{+}$and is null for small values, and

$$
\begin{equation*}
\gamma=\gamma(s)=\frac{s-5}{s-1}, \quad \nu=\nu(s)=\frac{s+1}{s-1} . \tag{4.3}
\end{equation*}
$$

The other quantities are defined as in Section I. Furthermore, we still denote by $P$ the extension by 0 for $|r| \geq R$.
Next, we define, for $f=f(t, x, v)$, the operator

$$
J(f, f)(x, v)=\int_{-R}^{R} d r \int_{\mathbf{R}_{v_{1}^{\prime}}} \int_{S_{w}^{2}} d v_{1} d \omega\left\{f\left(x, v^{\prime}\right) f\left(x+r \omega, v_{1}^{\prime}\right)-\right.
$$

$$
\begin{equation*}
\left.-f(x, v) f\left(x+r \omega, v_{1}\right)\right\} B(., .) P(r) \tag{4.4}
\end{equation*}
$$

The different expression for $J(f, f)$ starts as follows
Lemma 4.1. With the assumptions (4.1) to (4.3), the operator $J$ given by (4.4) writes as

$$
\begin{gathered}
J(f, f)(x, v)=\int_{-R}^{R} d r \int_{\mathbf{R}_{h}^{3}} \frac{2 d h}{|h|^{\nu+2}} \int_{\mathbf{R}_{a}^{z}} \delta_{\alpha, h=0}\left\{f(x, v-h) f\left(x+r \frac{h}{|h|}, \alpha+v\right)-\right. \\
\left.-f(x, v) f\left(x+r \frac{h}{|h|}, \alpha+v-h\right)\right\} \theta(|\alpha|)|\alpha|^{\gamma+\nu} P(r) .
\end{gathered}
$$

The proof is omitted as it is infered from [Ale2] by an easy inspection.
In the sequel, we shall use the notation $\bar{\theta} \ldots$ to denote any function $\theta$ multiplied by a power of $|\alpha|$. In fact below, $\bar{\theta}(|\alpha|)=\theta(|\alpha|) .|\alpha|^{\gamma+\nu}, \ldots$
Still as in [Ale2], we split $J$ according to the
Definition 4.1. One has

$$
J(f, f)(x, v)=J_{1}(f, f)(x, v)+J_{2}(f, f)(x, v),
$$

where $J_{1}(f, f)$ and $J_{2}(f, f)$ are defined by

$$
\begin{aligned}
J_{1}(f, f)(x, v)= & \int_{-R}^{R} d r \int_{\mathbf{R}_{h}^{3}} \frac{2 d h}{|h|^{v+2}} \int_{\mathbf{R}_{a}^{3}} \delta_{\alpha \cdot h=0}\{f(x, v-h)-f(x, v)\} \times \\
& \times f\left(x+r \frac{h}{|h|}, \alpha+v\right) \bar{\theta}(|\alpha|) P(r),
\end{aligned}
$$

and

$$
\begin{aligned}
J_{2}(f, f)(x, v)= & f(x, v) \int_{-R}^{R} d r \int_{\mathbb{R}_{h}^{R}} \frac{2 d h}{|h|^{\nu+2}} \int_{\mathbf{R}_{a}^{s}} \delta_{\alpha . h=0}\left\{f\left(x+r \frac{h}{|h|}, \alpha+v\right)-\right. \\
& \left.-f\left(x+r \frac{h}{|h|}, \alpha+v-h\right)\right\} \bar{\theta}(|\alpha|) P(r) .
\end{aligned}
$$

The second step consists in an explicit expression for these operators, using Fourier transform as in [Ale2]. For $J_{1}$ one has

Lemma 4.2. With the notations and hypothesis of Definition 4.1, one has

$$
J_{1}(f, f)(x, v)=-a\left(x, v, D_{v}\right)(f)(x, v),
$$

where the symbol $a$ is given explicitely by

$$
a(x, v, \xi)=\int_{R_{h}^{3}} \int_{R_{a}^{3}} C_{s}^{\prime} \delta_{\alpha, h=0} \frac{P(|h|)|\xi . h|^{\nu-1}}{|h|^{\nu+1}} \bar{\theta}(|\alpha|) f(x+h, \alpha+v) d \alpha d h .
$$

Proof. Making the change of variables $h \rightarrow-h$ and $r \rightarrow-r$, one finds that

$$
\begin{aligned}
& J_{1}(f, f)(x, v)=\int_{-R}^{R} d r \int_{\mathbf{R}_{h}^{3}} \frac{d h}{|h|^{p+2}} \int_{\mathbb{R}_{a}^{s}} \delta_{\alpha, h=0}\{f(x, v-h)+f(x, v+h)-2 f(x, v)\} \times \\
& \times f\left(x+r \frac{h}{|h|}, \alpha+v\right) \bar{\theta}(|\alpha|) P(r) .
\end{aligned}
$$

Next, let us define

$$
\begin{equation*}
\beta_{f}\left(x, \frac{h}{|h|}, v\right)=\int_{-R}^{R} d r \int_{\mathbf{R}_{a}^{3}} \delta_{\alpha, h=0} \bar{\theta}(|\alpha|) P(r) f\left(x+r \frac{h}{|h|}, \alpha+v\right) d \alpha . \tag{4.5}
\end{equation*}
$$

$J_{1}(f, f)(x, v)$ writes as

$$
J_{1}(f, f)(x, v)=\int_{\mathbf{R}_{h}^{3}} \frac{\mathrm{dh}}{|h|^{\mid v^{+2}}} \beta_{f}\left(x, \frac{h}{|h|}, v\right)\{f(x, v-h)+f(x, v+h)-2 f(x, v)\} .
$$

Thus, writing $h$ in polar coordinates $h=u \omega, u=|h|$, we get

$$
J_{1}(f, f)(x, v)=\int_{0}^{+\infty} d u \int_{S_{u}^{2}} d \omega \frac{1}{u^{\nu}}\{f(x, v+u \omega)+f(x, v-u \omega)-2 f(x, v)\}_{\beta_{f}}(x, \omega, v) .
$$

Setting $\hat{f}^{2}(x, \xi)$ for the Fourier transform of with respect to the variable $v$, one gets

$$
\begin{gathered}
J_{1}(f, f)(x, v)=\int_{\mathbf{R}_{e}^{2}} d \xi \hat{f}^{2}(x, \xi) e^{i \xi \cdot v} \int_{S_{\omega}^{2}} d \omega \beta_{f}(x, \omega, v)\left\{\int_{0}^{+\infty} d u \frac{1}{u^{v}}\left\{e^{i \omega \xi \cdot \omega}-2\right\}\right\} \\
=-C_{s} \int_{\mathbf{R}_{e}^{2}} d \xi \hat{f}^{2}(x, \xi) e^{i \xi \cdot v}\left\{\int_{S_{\omega}^{2}} d \omega \beta_{f}(x, \omega, v)|\xi \cdot \omega|^{\nu-1}\right\} .
\end{gathered}
$$

In view of (4.5), note that

$$
\int_{S_{\omega}^{2}} \beta_{f}(x, \omega, v)|\xi \cdot \omega|^{\nu-1}=\int_{S_{\omega}^{2}} \int_{-R}^{R} \int_{\mathbb{R}_{\alpha}^{3}} \delta_{\alpha \cdot \omega=0} \bar{\theta}(|\alpha|) P(r) f(x+r \omega, \alpha+v)|\xi \cdot \omega|^{\nu-1}
$$

which putting $h=r \omega$ with the identification $r=|h|, \omega=\frac{h}{|h|}$, gives us

$$
\int_{S_{\omega}^{2}} \beta_{f}(x, \omega, v)|\xi \cdot \omega|^{\nu-1}=\int_{\mathbb{R}_{A}^{2}} \int_{\mathbb{R}_{a}^{3}} \delta_{\alpha, h=0} \frac{P(|h|)|\xi \cdot h|^{\nu-1} \bar{\theta}(|\alpha|)}{\mid h \nu^{\nu-1}} f(x+h, \alpha+v) .
$$

We get the Lemma setting

$$
a(x, v, \xi)=\int_{\mathbf{R}_{h}^{3}} \int_{\mathbf{R}_{a}^{3}} \delta_{\alpha, h=0} \frac{P(|h|)|\xi \cdot h|^{\nu-1} \bar{\theta}(|\alpha|)}{|h|^{\nu+1}} f(x+h, \alpha+v) .
$$

Let us come to $J_{2}$ for which we have similarly
Lemma 4.3. With the notations and hypothesis of Definition 4.1,

$$
J_{2}(f, f)(x, v)=C_{s}^{\prime \prime} f(x, v) \int_{R_{h}^{2}} \int_{R_{k}^{\prime}} \frac{P(|h|)|h|^{\nu-4}}{|h \cdot k|^{\nu-2}} \bar{\theta}\left(\frac{|h \wedge k|}{|h|}\right) f(x+h, v+k) .
$$

Proof. From

$$
\begin{gathered}
J_{2}(f, f)(x, v)=f(x, v) \int_{|r| \leq R} d r \int_{\mathbf{R}_{h}^{3}} \frac{2 d h}{|h|^{\nu+2}} \int_{\mathbf{R}_{a}^{2}} d \alpha \delta_{\alpha, h=0} \\
\left\{f\left(x+r \frac{h}{|h|}, \alpha+v\right)-f\left(x+r \frac{h}{|h|}, \alpha+v-h\right)\right\} \bar{\theta}(|\alpha|) P(r),
\end{gathered}
$$

and setting $h=u_{\omega}$ in polar coordinates, we get

$$
\begin{aligned}
& J_{2}(f, f)(x, v)=f(x, v) \int_{|r| \leq R} d r \int_{0}^{+\infty} d u \int_{S_{u}^{2}} d \omega \frac{1}{u^{v}} \int_{\mathbf{R}_{a}^{3}} \delta_{\alpha, \omega=0} \\
& \left\{f\left(x+r_{\omega}, \alpha+v\right)-f\left(x+r_{\omega}, \alpha+v-u \omega\right)\right\} \bar{\theta}(|\alpha|) P(r)= \\
& =f(x, v) \int_{|r| \leq R} d r \int_{\mathbb{R}_{a}^{2}} d \alpha \delta_{\alpha \cdot \omega=0} \int_{\mathbf{R}_{\frac{1}{2}}} \hat{f}^{2}(x+r \omega, \xi) \times \\
& \times e^{i(\alpha+\nu) \xi} \int_{0}^{+\infty} d u \frac{1}{u^{\nu}}\left(2-e^{i u \omega \cdot \xi}-e^{-i u \omega \cdot \xi}\right) \bar{\theta}(|\alpha|) P(r)= \\
& =f(x, v) C_{s}^{\prime \prime} \int_{|r| \leq R} d r \int_{S_{\omega}^{2}} d \omega P(r) \int_{\mathbb{R}_{k}^{2}} f(x+r \omega, k) \times \\
& \times\left\{\int_{\mathbf{R}_{\epsilon}^{3}} \int_{\mathbf{R}_{\alpha}^{3}, \alpha, \omega=0}|\xi \cdot \omega|^{\nu-1} \bar{\theta}(|\alpha|) e^{i(\alpha+\nu) \cdot \xi} e^{-i k \cdot \xi}\right\} .
\end{aligned}
$$

As

$$
\int_{\mathbb{R}_{\alpha, \alpha, \omega}^{3}=0} \bar{\theta}(|\alpha|) e^{i \alpha, \xi} d \alpha=\bar{\theta}(|S(\omega) . \xi|),
$$

(after some computations), the above curly brackets term reads

$$
\{.\}=C_{s}^{\prime \prime} \frac{1}{\left|(k-v) \cdot \omega^{\nu-2}\right|^{\nu-2}} \bar{\theta}(|S(\omega) \cdot(k-v)|) .
$$

To sum up

$$
\begin{aligned}
J_{2}(f, f)(x, v) & =f(x, v) C, \stackrel{,}{S_{|r| \leq R}} d r \int_{S_{\psi}^{2}} d \omega P(r) \int_{\mathbf{R}_{R}^{2}} f(x+r \omega, k) \times \\
& \times \frac{1}{|(k-v) \cdot \omega|^{v^{-2}} \bar{\theta}(S(\omega) \cdot(k-v) \mid),}
\end{aligned}
$$

and thus setting $h=r \omega \ldots$, we are done.
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