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LIMIT THEOREMS FOR SOME
CRITICAL SUPERPROCESSES

YAN-XIA REN, RENMING SONG AND RUI ZHANG

ABSTRACT. Let X = {X;,t > 0;P,} be a critical superprocess
starting from a finite measure p. Under some conditions, we first
prove that limy— oo tP, (|| X¢|| # 0) = v~ {¢o, 1), where ¢ is the
eigenfunction corresponding to the first eigenvalue of the infini-
tesimal generator L of the mean semigroup of X, and v is a posi-
tive constant. Then we show that, for a large class of functions f,
conditioning on || X;|| # 0, t 7' (f, X;) converges in distribution to
(f,v0)m W, where W is an exponential random variable, and o
is the eigenfunction corresponding to the first eigenvalue of the
dual of L. Finally, if (f,%0)m =0, we prove that, conditioning
on || X¢|| #0, (£ (¢o, X¢),t~2(f, X+)) converges in distribution
to (W,G(f)VW), where G(f) ~ N(0,0%) is a normal random
variable, and W and G(f) are independent.

1. Introduction

1.1. Motivation. It is well known that if {Z,,,n > 0} is a critical (single
type) branching process with finite second moment, then

(1.1) lim nP(Z, >0)= 2

n—00 o2

Received August 17, 2015; received in final form November 16, 2015.

The research of the first author is supported by NSFC (Grant No. 11271030 and
11128101) and Specialized Research Fund for the Doctoral Program of Higher Education.

The research of the second author is supported in part by a grant from the Simons
Foundation (208236).

The third author is supported by the China Scholarship Council. Corresponding author.

2010 Mathematics Subject Classification. Primary 60F05, 60J80. Secondary 60J25,
60J35.

(©2016 University of Illinois

235


http://www.ams.org/msc/

236 Y.-X. REN, R. SONG AND R. ZHANG

and
(1.2) im P(L20)> 2 ‘Z()>0 T 23>0
. im —Z(n)>—x|Z(n =e x
n— oo n 2 ’ -7
where o2 is the variance of the offspring distribution. The first result, due

to Kolmogorov [34], says that the non-extinction rate is of order 1/n as n —
0o0. The second result, due to Yaglom [54], says that conditioned on non-
extinction at time n, the total population size in generation n grows like n.
For references to these results in English, one can see, for example, [21] and
[25]. For probabilistic proofs of these results, see Lyons, Pemantle and Peres
[40]. For continuous time critical branching processes {Z;,¢ > 0}, Athreya
and Ney [4, Theorem 3 and Lemma 2 on p. 113] proved the following limit
theorem:

1 o?
. 1 — —_— = -z >
(1.3) t%P<tZ(t)> 23:‘Z(t)>0> e, x>0,
where o2 is a positive constant determined by the branching rate and the

variance of the offspring distribution.

For discrete time multitype critical branching processes {Z(n),n > 0},
Athreya and Ney [4] gave two limit theorems under the finite second moment
condition, see [4, Section V.5]. Let v be a positive left eigenvector of the mean
matrix associated with the eigenvalue 1. The first order limit theorem says
that if w-v >0, then

(1.4) lim P(M > x‘Z(n) > 0) —e"T/M, >0,
n

n— 00 -

where 1 := (W) is a positive constant. The second order limit theorem says
that if w-v =0, then

Z(n) - o0
(1.5) 7}1—>H;OP(% >1:‘Z(n) >O> :/ fly)dy, zeR,
where
Lo—yl/re
fly)= 2—726 el yeR,

and 75 := y2(w) is a positive constant. The limit result (1.4) is a generalization
of (1.2) from the single type case to the multitype case, and was first proved
by Joffe and Spitzer [22]. The limit result (1.5) was first proved in Ney [42].

For continuous time multitype critical branching processes, Athreya and
Ney [5] proved two limit theorems, similar to (1.4) and (1.5) respectively,
under the finite second moment condition, see [5, Theorems 1 and 2].

For limit theorems of critical branching processes (single type or multitype)
without the finite second moment condition, one can see, for instance, [20],
[43], [49], [51], [52], [53] and the references therein.
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Asmussen and Hering [3] discussed similar questions for critical branching
Markov processes {Y,t > 0} in a general space E under the so-called condition
(M) (see [3, p. 156]) on the first moment semigroup of {Y;,t > 0}. For each
fixed t > 0, Y; is a random measure on F. For any finite measure g on F and
any measurable function f on E, we use ||u|| to denote the total mass of u
and (f, 1) to denote the integral of f with respect to p. In [3, Proposition 3.3
on p. 201], Asmussen and Hering discussed the finite time extinction property
of branching Markov processes. [3, Theorem 3.4 on p. 202] provided the rate
of non-extinction, more precisely, it was shown that

Jim ¢P, (1511 £0) =7 [ dn(o)utdo)

uniformly in g with ||| =n for any integer positive n, where v is a positive
constant and ¢ is the first eigenfunction of the first moment semigroup of
{Y:;,t>0}. [3, Theorem 3.8 on p. 204] gave a result similar to (1.4), while [3,
Theorem 3.3 on p. 297] gave a result similar to (1.5). [3, Section 4, Chapter
V1] discussed the limit theorems for the critical branching Markov processes
with infinite second moments.

As far as we know, not much has been done regarding limiting theorems
of (f,Y:) for critical branching Markov processes conditioned on ||Y| # 0,
since the book [3]. For critical superprocesses conditioned on non-extinction
at time ¢, Evans and Perkins [19] obtained results similar to (1.1) and (1.4)
when o(r,2) = 22, B(x) =1 and the spatial process satisfies some ergodicity
conditions. [19] did not consider central limit theorem type results. We note
in passing that [19] also obtained results similar to (1.4) conditioned on remote
survival. See [7] for similar results for multitype Dawson—Watanabe processes
conditioned on remote survival.

The main purpose of this paper is to establish limit theorems similar to
(1.1), (1.4) and a central limit type theorem for critical superprocesses, under
the finite second moment condition and other very general, easy to check
conditions. Here is a summary of our main results. Let X = {X;,t>0;P,} be
a critical superprocess starting from a finite measure y. Under some conditions
to be specified later, we first prove that lim_, tP,, (|| X¢| # 0) = v~ g0, 1),
where ¢g is the eigenfunction corresponding to the first eigenvalue of the
infinitesimal generator L of the mean semigroup of X, and v is a positive
constant. Then we show that, for a large class of functions f, conditioning
on || X¢|| #0, t=1(f, X;) converges in distribution to (f,o),W, where W is
an exponential random variable, and 1 is the eigenfunction corresponding to
the first eigenvalue of the dual of L. Finally, if (f,%o)m =0, we prove that,
conditioning on || X,|| # 0, (t~ (¢o, X;),t~2(f, X;)) converges in distribution
to (W,G(f)VW), where G(f) ~ N(0,0%) is a normal random variable, and
W and G(f) are independent.
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In our recent papers [44], [46], we established some spatial central limit the-
orems for supercritical superprocesses. See also [1], [41], [45], [47] for related
results for supercritical branching Markov processes and supercritical super-
processes. Our original motivation for the present paper is to establish spatial
central limit theorems for critical superprocesses. One of the main tools of the
papers above is the analytical and spectral properties of the Feynman—Kac
semigroup of the spatial process, which also play an important role in this
paper. We will assume that the dual, with respect to a certain measure, of
the semigroup of the spatial process is a Markov semigroup. See the next
subsection for details.

For branching Markov processes, there is a clear particle picture. This par-
ticle structure was used essentially in proving the central limit theorems for
supercritical branching Markov processes in [1], [45], [47]. For superprocesses,
the particle picture is less clear. In this case, the backbone decomposition
or the excursion measures are frequently used to describe the ‘infinitesimal
particles’. [41], [44] used the backbone decomposition to establish central
limit theorems for supercritical super-OU processes, while [46] used the ex-
cursion measures of superprocesses to prove central limit theorems for general
supercritical superprocesses. In this paper, we will also use the excursion
measure to prove our central limit theorem. Up to now, there is no known
backbone decomposition for critical superprocesses conditioned on survival up
to t yet.

1.2. Superprocesses and assumptions. In this subsection, we describe
the superprocesses we are going to work with and formulate our assumptions.
Since one of the main tools of this paper is the analytic properties of the
semigroup of the spatial process, we will need to assume that the semigroup
of the spatial process has a dual with respect to a certain measure m and the
dual semigroup is Markovian.

Suppose that E is a locally compact separable metric space and that m is
a o-finite Borel measure on E with full support. Suppose that 0 is a separate
point not contained in E. O will be interpreted as the cemetery point. We
will use Fy to denote E U {J}. Every function f on E is automatically
extended to Ep by setting f(9) =0. We will assume that & = {&,II,} is a
Hunt process on E and ¢ :=inf{t > 0:& = 9} is the lifetime of £&. We will
use {P;:t >0} to denote the semigroup of &. We will use B(E) (B*(F)) to
denote the set of (non-negative) Borel measurable functions on F, and use
By(E) (B, (E)) to denote the set of (non-negative) bounded Borel measurable
functions on F.

The superprocess X = {X; : t > 0} we are going to work with is determined
by three parameters: a spatial motion & = {£;,II,} on E which is a Hunt
process, a branching rate function 8(z) on E which is a non-negative bounded
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measurable function and a branching mechanism ¢ of the form
(1.6) o(r,2) = —a(z)z + b(x)2?
+/ (6*Zy—l+zy)n(x,dy), reFE 2>0,
(0,400)

where a € By(E), b€ By (E) and n is a kernel from E to (0,00) satisfying

(1.7) Sup/ y*n(z,dy) < oo
2€E J (0,400)

The assumption (1.7) is the counterpart of the second moment condition in
[25]. In the multitype continuous time branching process case, one does not
need to take the supremum and explicitly assume that 8 is bounded, since
the state space of the spatial process, that is, the type space, is finite. Under
this assumption, the superprocess X has finite second moments (see (2.13)
below). In our paper, we will not consider the special case that 3(-)(b(-) +
n(-,(0,00))) =0, a.e.-m.

Let Mp(FE) be the space of finite measures on E, equipped with topology
of weak convergence. The superprocess X is a Markov process taking values in
Mp(E). The existence of such superprocesses is well-known, see, for instance,
[13], [15] or [39]. For any u € MF( ), we denote the law of X with initial
configuration p by P,. As usual, = [ f(z)p(dz) and ||u]| == (1, ).
Throughout this paper, a real—valued functlon u(t x) on [0,00) X Ep is said
to be locally bounded if for any ¢ > 0, sup,c(,1j,vcp, |4(s,2)| < 00. According
to [39, Theorem 5.12], there is a Hunt process X = {Q,G,G;, X;,P,} taking
values in M p(E), such that, for every f € B (E) and p € Mp(E),

(18) —1OgPM(€_(f’Xt’>) — <U/f(t, ')’/’[/>7
where uy(t,x) is the unique locally bounded non-negative solution to the
equation

t
(19) uf(tax)+Hz/0 \I/(fs,Uf(t—S,fs)) ds:Hmf(gt)v x € By,

where U(x,z) = B(x)p(z,2), x € E and z > 0, while ¥(9,z) =0, z> 0. Since
f(0) =0, we have uy(t,0) = 0 for any ¢t > 0. In this paper, the superprocess we
deal with is always this Hunt realization. The function 3 is usually called the
branching rate, and ¢ is called the branching mechanism. For more general
superprocesses, 3 can be a measure on E. For the process X in this paper, 3
can be absorbed to . That is to say, we could have, without loss of generality,
supposed that §=1. To be consistent with the formulations of our previous
papers [44], [45], [46], [47], we keep 8 as a function.
Define

(1.10)  a(x):=p(x)a(x) and A(z):=p(x) (Qb(:c) + /0OO yPn(z, dy))
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Then, by our assumptions, a(z) € By(E) and A(x) € B, (E). Thus there exists
K >0 such that

(1.11) ilelgﬂa(xﬂ—i—/l(x)) <K.
For any f € By(E) and (¢,x) € (0,00) x E, define
(1.12) T, f(2) =1L, [eo @) s p(g,)].

It is well known that T} f(x) =Ps, (f, X;) for every x € E.

Our standing assumption on ¢ is that there exists a family of continuous
strictly positive functions {p(¢,z,y):t >0} on E x E such that, for any ¢ >0
and nonnegative function f on E,

Puf@) = [ ot s midy).
Define
ay(w) = /Ep(t,m,y)gm(dy)» ay(x) = /Ep(t,y»af)gm(dy)-
In this paper, we assume the following assumption.

AssuMPTION 1.1. (i) For any t >0, [, p(t,z,y)m(dx) <1.
(ii) For any t > 0, we have

(1.13) o i /E ay(z)m(dz) = /E ay(2)m(dz)
= [ [ stz Pm(agymian) <.

Moreover, the functions  — a;(x) and x — a¢(x) are continuous on F.

Note that, in Assumption 1.1(i), the integration is with respect to the first
space variable. It implies that the dual semigroup {P;:¢ >0} of {P;:t >0}
with respect to m defined by

Pif(z) = /E p(t,y, ) f(y)m(dy)

is Markovian. Assumption 1.1(ii) is a pretty weak L? condition and it allows
us to apply results on operator semigroups in Hilbert spaces.
By Holder’s inequality, we have

(L14)  p(t+s,2.9)= /E Pt 2, 2)p(s, 2, y)m(d2) < (ar(2)) > @ (1)

It is well known and easy to check that, {P,:t >0} and {P,:¢> 0}
are strongly continuous contraction semigroups on L?(E,m), see [47] for a
proof. Recall that {P,:¢t > 0} is a strongly continuous contraction semi-
group on L?(E,m) means that, for any f € L2(E,m), limy_o ||P.f — f]l2=0
and ||P.f]l2 < || fll2 for all £>0. We will use (-,-),, to denote inner product

1/2
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in L2(E,m). Since p(t,z,y) is continuous in (z,y), by (1.14) and Assump-
tion 1.1(ii), using the dominated convergence theorem, we get that, for any
feL*(E,m), P.f and P, f are continuous.

It follows from Assumption 1.1(ii) that, for eAach t>0, P, and {ﬁt} are

compact operators on L?(E,m). Let L and L be the infinitesimal gen-
erators of the semigroups {FP;} and {P;} in L?(E,m) respectively. Define

Xo :=supR(c(L)) = supR(c(L)). By Jentzsch’s theorem (Theorem V. -6.6 on

p. 337 of [48]), Xo is an eigenvalue of multiplicity 1 for both L and L and
that an eigenfunction <25o of L corresponding to )\0 can be chosen to be strlctly

positive m-almost everywhere with ||¢o|lz = 1 and an eigenfunction ¢ of L
corresponding to )\0 can be chosen to be strictly positive m-almost everywhere
with ((;50,1/1()) =1. Thus for m-almost every x € E,

ex“io(x) = Pyo(), €X°7:/;0(95) = Pyio(z).

Hence, 50 and QZO can be chosen to be continuous and strictly positive every-
where on E.
Our second assumption is the following.

ASSUMPTION 1.2. (i) ¢ is bounded.
(ii) The semigroup {P; :t >0} is intrinsically ultracontractive, that is, there
exists ¢; > 0 such that

(1.15) p(t,,y) < cedo(a)vo(y).

Assumption 1.2 is a pretty strong assumption on the semigroup {P; : t > 0}.
However, this assumption is satisfied in a lot of cases. In Section 1.4, we will
give many examples where Assumptions 1.1 and 1.2 are satisfied. Here we
only give one very special example. If F consists of finitely many points and
& ={& :t >0} is a conservative irreducible Markov process on E, then &
satisfies Assumptions 1.1 and 1.2 for some finite measure m on E with full
support. So, as special cases, our results give the analogs of the results of
Athreya and Ney [5] for critical super-Markov chains.

We will prove in Lemma, 2.1 that there exists a function ¢(¢, z,y) on (0, 00) x
E x E which is continuous in (z,y) for each ¢ > 0 such that

(1.16) e " *p(t,z,y) <q(t,z,y) <e"'plt,a,y), (t2,y)€(0,00) x EXE
and that for any bounded Borel function f and any (¢,z) € (0,00) X E,

7if(0) = [ alt.)fwmldy).
E
It follows immediately that
(1.17) IT:fll2 < e 1Pifllo < e[ f]l2-
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In [47], we have proved that {7} : ¢ > 0} is a strongly continuous semigroup on
L?(E,m). Let {T; : t > 0} be the adjoint operators on L?(E,m) of {T} : t > 0},
that is, for f,g € L2(E,m),

[ raTg@mdn) = [ o) feym(da)
and

Tof(x) = /E a(t,y.2) F(y)m(dy).

We have proved in [47] that {YA} :t > 0} is also a strongly continuous semigroup
on L2(E,m). We claim that, for all ¢ >0 and f € L2(E,m), T,f and T,f are
continuous. In fact, since ¢(¢, x,y) is continuous in (x,y), by (1.14), (1.16) and
Assumption 1.1(ii), using the dominated convergence theorem, we get that,
for any f € L?(E,m), Ty f and ﬁf are continuous.

By Assumption 1.1(ii) and (1.16), we get that

[ [t ammin < [ [ pmmm) <o

Thus, for each ¢t >0, T; and {ﬁ} are compact operators on L?(E,m). Let
L and L be the infinitesimal generators of the semigroups {T;} and {T}} in
L2(E,m) respectively. Define A :=supR(o(L)) = supR(c(L)). By Jentzsch’s
theorem, Ay is an eigenvalue of multiplicity 1 for both L and E, and that
an eigenfunction ¢y of L corresponding to Ay can be chosen to be strictly
positive m-almost everywhere with ||¢g|l2 =1 and an eigenfunction v of L
corresponding to A\g can be chosen to be strictly positive m-almost everywhere
with {¢g,%0)m = 1. Thus for m-almost every z € E,

e*o(x) = Tido(), 1o () = Tyao ().
Hence, 1o and ¢ can be chosen to be continuous and strictly positive every-
where on F.
Using Assumption 1.2, the boundedness of o and an argument similar to
that used in the proof of [12, Theorem 3.4], one can show the following;:

(i) ¢ is bounded.
(ii) The semigroup {7} :¢ > 0} is intrinsically ultracontractive, that is, there
exists ¢; > 0 such that

(1.18) q(t,z,y) < cedo()ho(y).

The condition (M) on [3, p. 156] is a condition similar in spirit to the intrin-
sic ultracontractivity of {7} :¢t > 0}. This condition is not very easy to check.
Essentially the only examples given in [3] satisfying this condition are branch-
ing diffusion processes in bounded smooth domains. Our Assumption 1.2 is
in terms of the intrinsic ultracontractivity of {P; :¢ > 0}. Intrinsic ultracon-
tractivity has been studied intensively in the last 30 years and there are many
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results on the intrinsic ultracontractivity of semigroups. Using these results,
we will give in Section 1.4 many examples satisfying Assumption 1.2.
Let A be the L*-growth bound of the semigroup 73, that is,

.1
Aoo i= tli)rgo 7 log | T¢] s, 00-

It is easy to see that A\g < A,. Note that A\g gives the rate of local growth when
it is positive, and implies local extinction otherwise. While if A\, # 0, then
in some sense, the exponential growth/decay rate of (1,X;), the total mass
of Xy, is Aeo, see [18]. According to [28, Theorem 2.7], under Assumptions
1.1 and 1.2, there exist constants v > 0 and ¢ > 0 such that, for any (¢,z,y) €
(1,00) x E x E, we have

(1.19) le g (t,2,y) — do(x)o(y)| < ce™ " do(z)1bo(y).
Hence for (t,z,y) € (1,00) x E x E, we have
(1.20) e Mg (t,x,y) > (1 - ce ™) do(2)to(y)-

Since q(t,z,) € L'(E,m), we have ¢y € L'(E,m). Therefore, by (1.19), for
t>1, | Ti]lco.00 < (14 ¢)|l¢0]l00 (1, %0)me 0, which implies Mg = Aoo-

The main interest of this paper is on critical superprocesses, so we assume
the following.

ASSUMPTION 1.3. A\ =0.

Define ¢:(x) :=Ps, (|| X¢|| =0). Note that, since Ps_ || X¢|| = T:1(x) > 0, we
have Ps_ (|| X¢|| = 0) < 1. In this paper, we also assume the following.

ASSUMPTION 1.4. For any t >0 and z € E, ¢:(z) € (0,1). And, there exists
to > 0 such that,

(1.21) grelgqto(x) > 0.

In Section 2.2, we will give a sufficient condition (in term of the function ¥)
for Assumption 1.4. In Lemma 3.3, we will show that, under our assumptions,
lim; o ¢:(z) =1, uniformly in xz € E.

1.3. Main results. In this subsection, we will state our main results. In
the following, we use the notation

Peu () =Py (][I Xe]| #0).
Recall that the process X is defined on (2,G). Suppose that, for each ¢ >0,
Y; is a measurable map from (€,G) to a Polish space S and that Z is an
S-valued random variable on a probability space ((NZ, g , P), we write

d
Y;5|Pt’u _>Z7

if limy—y oo Py [ f(Y2)] = P[f(Z)] for all bounded continuous real-valued func-
tions f on S.



244 Y.-X. REN, R. SONG AND R. ZHANG

Define
(1.22) vi= 5 (Algo),th),,-
It is easy to see that 0 < v < co. Define
Cp = {f € B(E) :{|fI",%0),, < oo}

and C :=C, NB*(E). By (1.18) and the fact that q(t,z,y) is continuous,
using the dominated convergence theorem, we get that, for f € Cy, T f(x) is
continuous. Since 1y € L*(E,m), By(E) C C,. Moreover, by Hélder’s inequal-
ity, we get Co C C;.

THEOREM 1.5. For any non-zero p € Mp(E),
(123) i 68, (X £0) = v (90, ).

Furthermore, the convergence above is uniform in p with p(E) < M, where
M >0 is any constant.

THEOREM 1.6. If f € Co then, for any non-zero p € Mp(E), we have

(1.24) XD e, S (o) mW,

where W is an exponential random variable with parameter 1/v. In particular,
we have

(1.25) t= g0, X1)lp . SW.

REMARK 1.7. (1) The distributional limit (f, )W in Theorem 1.6 does
not depend on the starting measure p.
(2) Since 1 € By(E) C Cq, thus the limit result above implies that

t71 <1a Xt>|Pt,/L i <17 w0>mW,

which says that, conditioned on no-extinction at time ¢, the growth rate of
the total mass (1, X;) is ¢t as t — oc.

It is well known, see, for instance, [24, Theorem A2.3] that the collection of
Radon measures on E equipped with the vague topology forms a Polish space.
Let p(-,-) be a metric on the space of Radon measures on E compatible with
the vague topology. Let [ be the finite (deterministic) measure on F defined

by I(dz) = ¥ (xz)m(dz).

COROLLARY 1.8. For any f € Co and non-zero pu € Mp(E), it holds that,
as t — 00,

(f, X¢)

d
<¢07Xt> - — <fa 1/’0>m

(1.26)
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Moreover, for any non-zero u € Mg(E) and € >0,

) X
_ At > =0.
1o P (p( (B0, X¢) J) - 6) 0

The above corollary can be thought of as a “weak” law of large numbers.
Thus it is natural to consider a corresponding central limit type theorem. For
this, we need to find constants a; such that

“t<<¢o),(3<t> ‘l)

for some nontrivial finite random measure Y. According to [24, Theo-
rem 16.16], it suffices to show that for each continuous function f with com-
pact support in F,

a ( <f7Xt>
"\ (b0, Xz)

This is equivalent to finding a; such that

(f. X:)
(@0, Xy)

where f = f — (f,10)mo satisfies (f,10)m = 0. This is the reason that we

consider only functions f € Co and (f,%0)m =0 in the next theorem.
Define

(1.27) oF= /OOO<A(TSf)2’%>mds.

Ay

Pt

& (1,Y).
Pt

(o)

d
<f7 Y>3
Pt,u

ay

THEOREM 1.9. Suppose that f € Co and (f,10)m =0, then we have O’J% < o0
and, for any non-zero p € Mp(FE),

(1.28) (t71<¢0,Xt>7t71/2<f7 Xy)) |]1:>t,“i> (W,G(f)\/W),

where G(f) NN(O,O’?) is a normal random variable and W is the random
variable defined in Theorem 1.6. Moreover, W and G(f) are independent.

Combining Theorems 1.6 and 1.9, we see that, when J]2c > 0, the density of

G(f)VW is
d(z) = — exp{— 2lz] } z€R.

2 / 2
21/0'f 21/af

As a consequence of Theorem 1.9, we immediately get the following result,
which can be thought of as some sort of central limit theorem.
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COROLLARY 1.10. Suppose that f € Co and {f,¥o)m =0, then we have
O'J% < oo and, for any non-zero p € Mp(E),

<fa Xt> )

<¢07Xt>

where G(f) NN(O,O'J%) is a normal random variable and W is the random
variable defined in Theorem 1.6. Moreover, W and G(f) are independent.

L (w,G(f)),

Pty

(1.29) (t_1<¢0,Xt>7

REMARK 1.11. Suppose that m is a probability measure, the spatial motion
¢ is conservative (that is, P,1 = 1), and that the branching mechanism is
spatial-independent with

(1.30) U(z) =b2> + /OOO (e7* — 14 zy)n(dy),

where b>0 and [;~ z%n(dz) < co. Then T; = Py, Ao =0 and ¢o(z) = 1. Thus,
Assumption 1.3 is satisfied. The process {||X¢||,t > 0} is a continuous state
branching process with branching mechanism W. We assume that ¥ satisfies
the Grey condition:

<1
Then, for any € Mp(E),
lim ¢B,, (1] 0) =247 ],

where A=2b+ [~ y*n(dy), and

_ d
= Xelle,, = W,

where W is an exponential random variable with parameter 2A~!. The proofs
can be found in [36], [37]. It is easy to check that, under the assumptions
above, Assumption 1.4 is satisfied, see the end of Section 2.2.

Suppose that the spatial motion £ satisfies Assumption 1.1 and

ASsUMPTION 1.2'. There exists to > 0 such that ay,,as, € L*(E,m).

Then using an argument similar to that in [47, Lemma 2.6(1)], we can get
that, for f € L2(E,m)N L*(E,m),

. _ 2
tlgr()l()V&mﬂ(f, Xi) =07 <o0.

Thus, using the same arguments as in the proofs of Theorem 1.6 and Theo-
rem 1.9 below, we can get that Theorem 1.6 and Theorem 1.9 are also valid in
this case for f € L?(E,m)NL*(E,m) and u € Mp(FE) with compact support.
We will not give the detailed proof in this case.

Note that in this case we do not need Assumption 1.2. One can check
that super inward Ornstein—Uhlenbeck processes satisfy Assumption 1.1 and
Assumption 1.2, see [11, Examples 4.1]. Thus, Theorem 1.6 and Theorem 1.9
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hold for super inward Ornstein—Uhlenbeck processes with spatial-independent
branching mechanism ¥ given by (1.30).

1.4. Examples. In this subsection, we present a list of examples which
satisfy Assumptions 1.1 and 1.2. For simplicity, we will not try to give the
weakest possible conditions. The first six are examples where the processes
are symmetric with respect to some measure.

EXAMPLE 1.12. Suppose that E is a connected open subset of R? with
finite Lebesgue measure and that m denotes the Lebesgue measure on F.
Let € be the subprocess in E of a diffusion process in R¢ corresponding to
a uniformly elliptic divergence form second order differential operator. Then
it is well known that & has a transition density p(¢,z,y) which is a strictly
positive, continuous and symmetric function of (z,y) for any ¢ > 0 and that
there exists ¢ > 0 such that

p(t,z,y) < ct?, (t,z,y) € (0,00) x E x E.

Thus Assumption 1.1 is trivially satisfied. If E is a bounded Lipschitz con-
nected open set, then it follows from [12] that the semigroup {F; :¢ > 0} of
¢ is intrinsic ultracontractive and that the eigenfunction %0 corresponding to
the largest eigenvalue of the generator of {P; :t >0} is bounded. Thus As-
sumption 1.2 is satisfied. Under much weaker regularity assumptions on FE,
Assumptions 1.1 and 1.2 are still satisfied. For some of these weaker regularity
assumptions, one can see [6] and the references therein.

EXAMPLE 1.13. Suppose that E is the closure of a bounded connected C?
open set in R? and that m denotes the Lebesgue measure on E. Let & be the
reflecting Brownian motion in E. Then £ has a transition density p(t,z,y)
which is a strictly positive, continuous and symmetric function of (x,y) for
any t > 0 and that there exists ¢ > 0 such that

p(t,z,y) <ct?? (t,x,y) € (0,00) x E x E.

The largest eigenvalue of the generator of the semigroup {P; : ¢t > 0} of £ is

Ao = 0 and the corresponding eigenfunction ¢q is a positive constant. Thus,
Assumptions 1.1 and 1.2 are trivially satisfied.

EXAMPLE 1.14. Suppose that E is an open subset of R? with finite
Lebesgue measure and that m denotes the Lebesgue measure on F. Let &
be the subprocesses in E of any of the subordinate Brownian motions studied
in [32], [33]. Then it is known (see [9], [10]) that & has a transition density
p(t,z,y) which is a strictly positive, continuous, bounded, symmetric function
of (z,y) for any ¢t > 0. Thus Assumption 1.1 is trivially satisfied. It follows
from [29] that the semigroup {F;:¢ >0} of £ is intrinsic ultracontractive
and that the eigenfunction q~50 corresponding to the largest eigenvalue of the
generator of {P; :¢ >0} is bounded. Thus, Assumption 1.2 is also satisfied.
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EXAMPLE 1.15. Suppose a > 2 is a constant. Assume that F =R? and m is
the Lebesgue measure on R%. Let £ be a Markov process on R? corresponding
to the infinitesimal generator A — |z|®. Let p(t,x,y) denote the transition
density of ¢ with respect to the Lebesgue measure on R, It follows from [12,
Theorem 6.1] and its proof that, for any ¢ > 0, there exists ¢; > 0 such that

2 2
p(t,z,y) < crexp <2+a|xl+a/2) exp (m|y|1+a/2> , z,yEeRY,
that the eigenfunction (50 corresponding to the largest eigenvalue of the gen-
erator of {P;:t >0} of £ is bounded and that {P, : ¢ > 0} is intrinsically
ultracontractive. Thus, Assumptions 1.1 and 1.2 are satisfied.

EXAMPLE 1.16. Assume that F =R?% and m is the Lebesgue measure on
R?. Suppose that V is a nonnegative and locally bounded function on R¢
such that there exist R >0 and M > 1 such that for all |z| > R,

M7'(1+V(2) <V(y) <M(1+V(2)), y€B(al),

and that
V(z)

im =
|| o0 log ||
Suppose 3 € (0,2) is a constant. Let & be a Markov process on R? correspond-
ing to the infinitesimal generator —(—A)#/2 —V (x). Let p(t,z,y) denote the
transition density of & with respect to the Lebesgue measure on R%. It follows
from [23, Corollaries 3 and 4] that, for any ¢ > 0, there exists ¢; > 0 such that
1 1
L4+ V(@) (L+[z))HF (14 V(y)) 1+ |y e
that the eigenfunction 50 corresponding to the largest eigenvalue of the gen-

erator of {P; :t >0} of £ is bounded and that {P; : ¢ > 0} is intrinsically
ultracontractive. Thus, Assumptions 1.1 and 1.2 are satisfied.

p(t,x,y)ﬁct( vaERda

EXAMPLE 1.17. Assume that £ =R? and m is the Lebesgue measure on
R?. A nondecreasing function L : [0,00) — [0,00) is said to be in the class L
if lim;, o L(t) = 0o and there exists ¢ > 1 such that

Lt+1)<c(14+L(t)), t=>0.
Suppose that V is a nonnegative function on R? such that
Viz) _
lz|=oo |x|
and that there exists a function L € L such that there exists C' > 0 such that
L(lz|) <V(z) < C(1+L(|z])), zeR™

Suppose that > 0 and S € (0,2) are constants. Let £ be a Markov process on
R¢ corresponding to the infinitesimal generator r — (—A 4 72/8)8/2 — vV (z).
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Let p(t,z,y) denote the transition density of £ with respect to the Lebesgue
measure on R%. It follows from [35, Theorem 1.6] that, for any ¢ > 0, there
exists ¢; > 0 such that for all ,y € R?,

exp(—rt/|z|) exp(—r/P|y|)
14+ V(x))(1+ |z])@d+A+1/2 (1 4+ V (y)) (1 + |y|)dt+p+1)/2’

p(t,z,y) < 7

that the eigenfunction 250 corresponding to the largest eigenvalue of the gen-
erator of {P;:¢ >0} of £ is bounded and that {P;:¢ > 0} is intrinsically
ultracontractive. Thus, Assumptions 1.1 and 1.2 are satisfied.

In the next five examples, the processes may not symmetric.

EXAMPLE 1.18. Suppose that § € (0,2) and that ¢t = {§t(1) :t>0} is a
strictly S-stable process in R%. Suppose that, in the case d > 2, the spherical
part 1) of the Lévy measure u of £(1) satisfies the following assumption: there
exist a positive function ® on the unit sphere S in R? and & > 1 such that

dn

@:% and K 1<®(2)<Kk onS,

where o is the surface measure on S. In the case d =1, we assume that the
Lévy measure of £ is given by

plda) = 1z Py + colz| 7 P 1z

with ¢1,c > 0. Suppose that E is an open set in R? of finite Lebesgue measure.
Let & be the process in F obtained by killing €Y upon exiting E. Then it
follows from [30, Example 4.1] that £ has a transition density p(¢,x,y) which
is a strictly positive, bounded continuous function of (x,y) for any ¢ > 0. Thus
Assumption 1.1 is trivially satisfied. It follows also from [30, Example 4.1]
that the semigroup {P; :t >0} of & is intrinsic ultracontractive and that the
eigenfunction 50 corresponding to the largest eigenvalue of the generator of
{P,:t>0} is bounded. Thus, Assumption 1.2 is also satisfied.

EXAMPLE 1.19. Suppose that 8 € (0,2) and that ¢?2) = {ft@) :t>0}is a
truncated strictly 3-stable process in R?, that is, £ is a Lévy process with
Lévy measure given by

pldr) = p(dz) Lz <1y,

where p is the Lévy measure of the process €1 in the previous example.
Suppose that E is a connected open set in R? of finite Lebesgue measure.
Let & be the process in E obtained by killing ¢ upon exiting E. Then it
follows from [30, Example 4.2 and Proposition 4.4] that £ has a transition
density p(t,z,y) which is a strictly positive, bounded continuous function of
(z,y) for any ¢ > 0. Thus, Assumption 1.1 is trivially satisfied. It follows also
from [30, Example 4.2 and Proposition 4.4] that the semigroup {P;:¢ >0}
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of £ is intrinsic ultracontractive and that the eigenfunction 50 corresponding
to the largest eigenvalue of the generator of {P;:t >0} is bounded. Thus,
Assumption 1.2 is also satisfied.

EXAMPLE 1.20. Suppose 3 € (0,2), £ = {§§1) :t >0} is a strictly 8-stable
process in RY satisfying the assumptions in Example 1.18 and that B = {B; :
t >0} is an independent Brownian motion in R?. Let £€3) be the process

defined by 5153) = t(l) + B;. Suppose that E is an open set in R? of finite
Lebesgue measure. Let ¢ be the process in E obtained by killing £¢(®) upon
exiting E. Then it follows from [30, Example 4.5 and Lemma 4.6] that & has
a transition density p(¢,z,y) which is a strictly positive, bounded continuous
function of (z,y) for any ¢ > 0. Thus Assumption 1.1 is trivially satisfied.
It follows also from [30, Example 4.5 and Lemma 4.6] that the semigroup
{P;:t >0} of ¢ is intrinsic ultracontractive and that the eigenfunction o
corresponding to the largest eigenvalue of the generator of {F;:t > 0} is
bounded. Thus, Assumption 1.2 is also satisfied.

ExAMPLE 1.21. Suppose 8 € (0,2), £3) = {5752) :t >0} is a truncated
strictly S-stable process in R? satisfying the assumptions in Example 1.19
and that B = {B;:t >0} is an independent Brownian motion in R?. Let ¢®)

be the process defined by {54) = §§2) + B;. Suppose that F is a connected
open set in R? of finite Lebesgue measure. Let & be the process in E obtained
by killing £®) upon exiting E. Then it follows from [30, Example 4.7 and
Lemma 4.8] that £ has a transition density p(¢,z,y) which is a strictly posi-
tive, bounded continuous function of (z,y) for any ¢ > 0. Thus Assumption 1.1
is trivially satisfied. It follows also from [30, Example 4.7 and Lemma 4.8]
that the semigroup {P;:t >0} of £ is intrinsic ultracontractive and that the
eigenfunction 50 corresponding to the largest eigenvalue of the generator of
{P,:t>0} is bounded. Thus Assumption 1.2 is also satisfied.

EXAMPLE 1.22. Suppose d >3 and that = (u!,...,u?), where each p is
a signed measure on R? such that

lim sup / M =0.
=0 R B(z,r) |l‘ - y‘d_l

Let £€5) = {¢/”) 1+ >0} be a Brownian motion with drift z in R, see [26].
Suppose that E is a bounded connected open set in R¢ and that K >0 is a
constant such that F C B(0,K/2). Put B= B(0,K). Let Gg be the Green
function of ¢ in B and define H(z):= fB Gp(z,y)dy. Then H is a strictly
positive continuous function on B. Let & be the process obtained by killing £(%)
upon exiting E. Let m be the measure on E defined by m(dx) = H(x)dz.
Then it follows from [55, Example 4.6] or [27], [29] that £ has a transition
density p(t,z,y) with respect to m and that p(t,z,y) is a strictly positive,
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bounded continuous function of (z,y) for any ¢ > 0. Thus Assumption 1.1 is
trivially satisfied. It follows also from [55, Example 4.6] or [27], [29] that the
semigroup {P; : t > 0} of £ is intrinsic ultracontractive and that the eigenfunc-
tion 50 corresponding to the largest eigenvalue of the generator of {P; : ¢ > 0}
is bounded. Thus, Assumption 1.2 is also satisfied.

EXAMPLE 1.23. Suppose d > 2, 8 € (1,2), and that p = (u!,..., u?), where
each p7 is a signed measure on R? such that

I|(d
lim sup/ %:0.
=0y cRrd B(z,r) |$_y|

Let £0) = {§,§6) :t >0} be an B-stable process with drift p in RY, see [31].
Suppose that E is a bounded open set in R? and suppose K > 0 is such that
D c B(0,K/2). Put B= B(O K). Let G be the Green function of £ in B
and define H(z):= [ 5 GB(z,y)dy. Then H is a strictly positive continuous
function on B. Let ¢ be the process obtained by killing ¢(®) upon exiting D.
Let m be the measure on F defined by m(dz) = H(z) dx. Then it follows from
[65, Example 4.7] or [8] that £ has a transition density p(¢,z,y) with respect
to m and that p(t,z,y) is a strictly positive, bounded continuous function of
(z,y) for any t > 0. Thus, Assumption 1.1 is trivially satisfied. It follows also
from [55, Example 4.7] or [8] that the semigroup {P;:¢ >0} of £ is intrinsic
ultracontractive and that the eigenfunction 50 corresponding to the largest
eigenvalue of the generator of {P; :t >0} is bounded. Thus, Assumption 1.2
is also satisfied.

2. Preliminaries

2.1. Density of {T;:t>0}. In this subsection, we show that, under As-
sumption 1.1, the semigroup {7} : t > 0} has a strictly positive density q(¢, z,y)
and, for any t > 0, (¢, z,y) is continuous in (z,y).

LEMMA 2.1. Suppose that Assumption 1.1 holds. The semigroup {T; : t > 0}
has a density q(t,z,y) such that

(2.1) e Kip(t,z,y) <qt,z,y) <eXip(t,z,y), (t,x,y)€ (0,00) x ExE.

Furthermore, for any t >0, q(t,z,y) is a continuous function of (x,y) on
ExE.

Proof. For any (t,z,y) € (0,00) x E x E, define
Iy(t,z,y) :=p(t,z,y),
a(t,x,y) : // (s,2,2)I_1(t — s,z,y)a(z)m(dz)ds, n>1.
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Using arguments similar to those in Section 1.2 of [45], we easily get that the
function

(2.2) q(t,z,y): ZI (t,z,y), (t,z,y)€(0,00)x EXE

is well defined and q(t,x,y) is the density of T} satisfying (2.1). We omit the
details.

We now prove the continuity of ¢(t,z,y) in (z,y) € E x E for each fixed
t>0. As in Section 1.2 of [45], it suffices to show that, for any 0 <e < t/2,

/t E/ (s,@,2)p(t — s, 2,y)a(z)m(dz) ds

is continuous on F x E. By (1.14), we get that
p(S,I,Z)p(t* S,Z,y)|0& |
< Kas/Q (x)1/265/2(y>1/221\575/2(Z)l/gatfsfs/2(z)1/2'

We claim that the function ¢ — [}, a;(x)m(dx) is decreasing. Using this claim
and Holder’s inequality, we get that

t—e
/ / as—E/Q(Z)l/zat—s—e/Z(Z)l/zm(dz) ds
£ E

<[ ([ as_m(z)m(dz))m (f at_s_emz)m(dz))l/z ds
_ [ Gy—ej2(2)m(dz) v Qo s—e o(2)m(dz) " s
5 E E

<t /E ae/2(2)m(dz).

The equality above follows from the fact [,a:(z)m(dz) = [, ai(z)m(dz)
Thus, by Assumption 1.1(ii) and the dominated convergence theorem, we
get that the function

(x,y)»—)/ _E/Ep(s,x,z)p(t—s,z,y)a(z)m(dz)ds

is continuous.
Now, we prove the claim that the function ¢t — [, a;(x)m(dz) is decreasing.
In fact, by Fubini’s theorem and Holder’s inequality, we get

aess() = /E Pt +5,2,9) /E p(t, 2, 2)p(s, 2, y)m(d=)m(dy)
- [E p(t,,2) /E p(t + 5, 2,9)p(s, 2, y)m(dy)m(dz)
<an@'? [ plta2)an(:) i),
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which implies that

(23)  args(a) < (/Ep(t,zvz)as(Z)l/Zm(dZ))QS/Ep(f,w,Z)as(Z)m(dZ)-

Thus, by Fubini’s theorem and Assumption 1.1(i), we get that

(2.4) / aos s (2)m(de) < / as(2) / p(t,z, 2)m(dz)m(dz) < / ay(2)m(d2).
E E E E
We have now finished the proof of our claim. O

2.2. Extinction and non-extinction of {X; :¢ > 0}. In this subsection, we

will give some sufficient conditions for Assumption 1.4, see Lemma 2.3 below.

In the case when the function a(z) in (1.6) is identically zero, this lemma

follows from [13, Lemma 11.5.1]. Here we provide a proof for completeness.
Let U(z, z) be a function on Ey x (0,00) with the form:

(2.5) U(z,2) = —a(x)z + b(z) 2>

+/ (efzy71+zy)ﬁ(x,dy), x € FEy,2>0,
(0,+00)
where @ € By(Ep), be B (Ep) and 7 is a kernel from Ep to (0,00) satisfying
(2.6) / (y A y?)(z, dy) < <.

(0,+00)

The following Lemma 2.2 is similar to [39, Corollary 5.18]. Recall that,
unless explicitly mentioned otherwise, every function f on E is automatically
extended to Ey by setting f(9) =0. The function g in the lemma below may
not satisfy g(9)=0.

LEMMA 2.2. Suppose that U(z,z) > \Tl(x,z) for allx € E and z>0. As-
sume that f and g are bounded nonnegative measurable functions on Ey such
that f(0) =0 and f(z) < g(z) for all x € Ey. If vg(t,x) is the unique locally
bounded non-negative solution to the equation:

t
vg(t,m:—nxfo B (Eayvg(t — 5,60)) ds + Tog(&), € Eayt >0,

then vy(t,x) > us(t,x) for all t >0 and x € E, where uy is the unique locally
bounded non-negative solution to (1.9).

Proof. Recall that us(t,0) =0 and

uf(t,ac):—/o Hm(\Il(fs,uf(t—3,55)))(15—1—1'[1(]”(&)), x € Ey.



254 Y.-X. REN, R. SONG AND R. ZHANG

Define another branching mechanism ¥, (x,z) as follows:
\T/(:L‘, z), z€E;
0, r=20.

Put ¢1(x) = g(x)1g(z), for x € Ey. Then, for all € Ey, ¥y(x,2) < U(x,z2)
and f(x) < gi(x). Let u} (t,2) be the unique locally bounded non-negative
solution to the equation:

t

“5171 (t,z) = —/0 I1, (\Ill(fs,uél (t— s,{s))) ds + 11, (gl(&g)), x € Ey,t>0.
It follows from [39, Corollary 5.18] that
(2.7) us(t, :E)<u (t,z), xz€E,t>0.

By [39, Proposition 2.20], we have u} (t, 3) < Iyleh O‘(55)‘15g1(§t)] =0, here

we used the fact that g;(9) =0. Therefore uy (t,8) =0. Since U(x,0) =0, we
have that

Hm (\Ill (fsaugln (t — S,gs))) = Hfﬂ (E](Es’uél (t B s,&s));s < C)
= 0, ( (€, (¢ - ,62))),

which implies that u L (t,z) is the unique locally bounded non-negative solu-
tion to the equation:

uél(t,x):f/o Hx(\fl(fs,uél(tfs,fs)))derHx(gl(ft)), x € Ey,t>0.

Since g1(x) < g(x), for all x € Ey, by [39, Corollary 5.18], we have
(2.8) ugl(t,z) <wy(t,z), xz€E,t>0.

Combining (2.7) and (2.8), we arrive at the desired assertion of this lemma.
O

LEMMA 2.3. Suppose that W(z) < infyep ¥(z,2), and ¥(2) can be written
in the form

U(z) =az+bz* + / (e™* — 1+ zy)n(dy)
0

with@€R, b>0 and 7t is a measure on (0,00) satisfying fooo(y AyH)n(dy) <
0. If W(oco) =00 and W(z) satisfies

(2.9) /OO \T/(lz) dz < o0,

then, for any t >0, infcg q:(x) > 0.
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Proof. Let X be a continuous state branching process with branching mech-
anism W. Let P be the law of X with Xo=1. Define

ug(t,x) = — logIE”(gl,e_‘QHXf”7 vo(t) =— logf"e_a)z.

It is easy to see that ug(¢t,0) =0 and, for x € E and t > 0,

ue(t,x):—Hm//\lf(gs,uf(t—&fs)) ds+ 011, (t < ()
0
and .

vg(t):—/o T (vp(s)) ds + 0.

Applying Lemma 2.2 with U(z, z) = U(2), 2 € Ey, 2z > 0 and g(z) = 0, z € E»,
we get that, for all ¢ >0, z € E and 6 >0, up(t,z) < wvp(t). Letting 6 — oo,
we get —logPs, (|| X;|| = 0) < —logP(X; = 0). It is well known that, un-
der the conditions of this lemma, @()?t =10) > 0. Thus infeepq(x) =
infoer Ps, (| X = 0) > P(X, =0) > 0. O

It was proved in [50] that (2.9) is equivalent to [~ =1 3G )dz < 00, where
®(z) := U(z) — az. Lemma 2.3 says that if the spatially dependent branch-
ing mechanism ¥(z,z) is dominated from below by a spatially independent
branching mechanism ¥(z) satisfying ¥(co) = oo and (2.9), then Assump-
tion 1.4 holds. In particular, when ¥ does not depend on the spatial variable
z and satisfies ¥(0c0) = 0o and the condition [~ ﬁ dX < 00, Assumption 1.4

holds. If b:= inf,cpb(z)B(x) >0, then U(z,z) > —-Kz —1—5,22, where K is the
constant given in (1.11). In this case, we can take ¥(z) := —Kz + bz? and it
is clear that U(z) satisfies (2.9).

2.3. Estimates on moments. In the remainder of this paper, we will use
the following notation: for two positive functions f and g on E, f(z) < g(x)
for © € E means that there exists a constant ¢ > 0 such that f(x) <cg(x) for
all z € F. Throughout this paper, c¢ is a constant whose value may vary from
line to line.

By (1.19) and the assumption that A\g =0, we have, for any (¢,z,y) €
(1,00) x EX E,

(2.10) lq(t, z,y) — do(x)o(y)| < ce™ " do(x)o(y).

It follows that, if f € Cy, we have, for (¢,z) € (1,00) X E,
(2.11) T f(2) = (f,00)mdo(x)| < ce” V(| f],40),,d0(x)
and

(2.12) T, f ()| < (1+0)<|f|7¢0>m¢0(9€)-
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Recall the second moment formula of the superprocess {X; : t > 0} (see, for
example, [39, Corollary 2.39]): for f € By(E), we have for any t > 0,

(2.13) Pu(f, Xe)? = (Pu(f, X¢)) // A(Ty— s f)?] () dsp(da).
Thus,

(2.14) Var,(f,X;) = (Vars (f, X¢), / / A(T,—s f)?](z) dsp(da),

where Var, stands for the variance under P,. For any f € Cy and
xr € E, applying the Cauchy-Schwarz inequality, we have (T;_,f)?(x) <
KT, (f?)(x), which implies that

(2.15) /0 T [A(Ti—s f)?](z) ds < "' T3 (£2) (2) < o0.

Thus, using a routine limit argument, one can easily check that (2.13) and
(2.14) also hold for f € Cs.

LEMMA 2.4. Assume that f € Co. If (f,%po)m =0, then for (t,x) € (2,00) x
FE, we have

(2.16) |Var5m (f, X+) — O'J%Qi)o(l‘)‘ Se Mgo(x),
where 0% is defined in (1.27). Therefore, for (t,x) € (2,00) x E, we have
(2.17) Vars, (f, Xi) < do().

Proof. First, we show that 07 < co. For s <1, [T, f(x)]* < ™ T, (f?)(x).
Hence, for s <1,

(2.18) (AT f)%40),, < Ke*(Ts(f?),¢0),, = Ke* ¥ (% 40),,
For s > 1, by (2.11), |Tsf(x)| < e (| f],Y0)meo(x). Hence, for s > 1,

(2.19) (AT )? o), S e
Therefore, combining (2.18) and (2.19) we have that

e’} 1 o
0f= / (A(T. )%, 20),, ds < / e ds + / ™21 ds < oo.
0

0 1
By (2.14), for t > 2, we have

|Vars, (f, X) — oFo(z)|

s/of T, [A(T f)?] () — (A(To f )%, 4b0), do(x)| ds

[ ne A [ T AL o), dsoo(a)
t—1 t—1
(2.20) =Vi(t,x) + Va(t,x) + V5(t, x).
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First, we consider Vj(t,z). By (2.11), for t — s > 1, we have

[T [A(T 1)) (2) = (AT ) th0),, B0 ()] S €T (A(TLS)?, o), 60 ()
Therefore, by (2.18) and (2.19), we have, for (¢,z) € (2,00) x E,

t 1
(2.21)  Vi(t,x) §/ e 78) dsgo () +/ e 7 ) dsgo(x) < e Mo ().
1 0

For Va(t,x), by (2.11), for s>t —1> 1, [T, f(x)| S e "®¢o(x). Thus,
t

(2.22) Vg(t,x)g/ e 2T [4F] (z) ds:e_%t/ T, [¢3] (z) ds.

t—1 0
By Holder’s inequality, we have

3 (x) = (Tido(x))” < T (85) (x).
Thus by (2.22) and (2.12), for (¢,z) € (2,00) x E, we have

1
(2.23) Va(t,z) S e 2" / Tor (62) (2) ds < e V().
0

For V3(t,x), by (2.11), for s>t —1> 1, [T, f(x)| S e "®¢o(x). Thus,

(2.24) Vs(t,z) < /oo e 21 ds(¢g, o), d0(x) S e o ().

t—1

It follows from (2.21), (2.23) and (2.24) that, for (¢,z) € (2,00) x E,

|Vars, (f, X¢) — oFdo(x)| S e ¢o(x).
Now (2.17) follows immediately. d

2.4. Excursion measures of {X;:t>0}. We use D to denote the space
of Mp(E)-valued right continuous functions ¢ — w; on (0,00) having zero as
a trap. We use (A, A;) to denote the natural o-algebras on D generated by
the coordinate process.

Under Assumption 1.4, it is known (see [39, Chapter 8]) that one can
associate with {P;_ : « € E'} a family of o-finite measures {N, : z € E'} defined
on (D, A) such that N,({0}) =0, and

Nx(l - e_<f’°’t>) = —logPs, (e_<f’Xt>), fe B;'(E),t > 0.

For further information on excursion measures of superprocesses, we refer the
reader to [16], [17], [38].

For any u € Mp(E), let N(dw) be a Poisson random measure on the space
D with intensity [, Ny (dw)p(dz), in a probability space (Q, F, P,). We define
another process {A;:¢ >0} by Ag = p and

At Z:/th(dW), t>0.
D
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Let F; be the o-algebra generated by the random variables {N(A): A € A,}.
Then {A, (]T"t)tZO,PH} has the same law as {X,(G¢)¢>0,Pu}, see [39, Theo-
rem 8.24].

Now we list some properties of N,,. The proofs are similar to those of [16
Corollary 1.2, Proposition 1.1].

PROPOSITION 2.5. If Py |(f, X:)| < 00, then

(225) Nx<f7wt> :P(S:v <f7Xt>
If Ps, (f, X¢)? < o0, then
(2.26) No(f,wi)? = Vars, (f, X1).

For f e€Cy, by (2.12), T;f is bounded and in C;. It follows from Proposi-
tion 2.5 that, for any f € Cq,

/ / (11,05 )No (dw) Xs(dz) < 00, Pp-as.
EJD
Now, by the Markov property of X, we get that for any f €y,

(2:27) Py [exp{if(f, Xi+s) }1X:]
=Py, [exp{ib(f, Xs)}| =Px, [exp{if(f, As)}]

_ exp{ / / (cUFwe) I(dw)Xt(dx)}.

3. Proofs of main results

In this section, we will prove our main theorems.

3.1. Proofs of Theorems 1.5 and 1.6. For z € E and z > 0, define

(3.1) r(z,z) =V(x,2) +a(z)z

and

(3.2) r®(z,2) =0(x,2) + a(x)z — %A(x)z2
LEMMA 3.1. For any x € E and z > 0,

(3.3) 0<r(x,2)<Kz%/2

and

(3.4) ‘T(Q) (, z)’ <e(x,2)2?,

where

(3.5) e(z,2) = B(z) /Ooo % (1 A éyz) n(z, dy).
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Proof. 1t is easy to see that

(3.6) r(z,z) = p(z) <b(l‘)2’2 + /000 (e7® -1+ Zy)n(x,dy))

and

r®(z,2) = B(x) /OO (e_zy —1+zy— %y222> n(x,dy).
0

It follows from Taylor’s expansion that, for 8 > 0,

1
(3.7) O<e_‘9—1+9§§92
and
1 1
3.8 140207 <6%
(3.8) +0-50% <3
By (3.7), we also have e — 14 6 — 16%| < 6%. Thus, we have

(3.9)

1

—0 2

—1+6—-6
+ 5

1
<0*(1A26).

Therefore, by (3.7) and (3.9), we have

1 oo
0<r(z,z) <B(x ( —|—§/ ynmdy>z2§Kz2/2
0
and
(oo}
r(2)(x z) < B(z y (1 A= yz) n(z,dy)z?
0
The proof is now complete. O

Recall that
ug(t,x) = flogIP’gme*<f’Xt>.

LEMMA 3.2. If f €C;, then 0 <wuy(t,x) < oo for all t >0,z € E, and the

function Ry defined by

(3.10) Ri(t,z) =Ty f(x) — us(t, )
satisfies
t
(3.11) Ry(t,x) = / To[r(up(t—s,)](z)ds, t>0,z€E.
0
Moreover,

(3.12) 0< Ry(t,z) <e®'Ty(f*)(z), t>0,z€FE.
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Proof. First, we assume that f € B;. Recall that uy (¢, z) = — log Ps, e~ /X0)
satisfies

t
uf(t,x)—i—Hx/O \I/(fs,uf(t—s,fs))ds:Hz(f(&)), t>0,z€FE.

It follows from [39, Theorem 2.23] that us(t,x) also satisfies

(3.13) uf(t,:c):f/oTs[r(guf(tfs,~))](x)ds+th(x), t>0,z€ k.

Thus, we get (3.11) immediately.

For general f € Cf, we have Tif(z) < co. Let fn(z) = f(z) An€ By.
Since (3.11) holds for fn, applying the monotone convergence theorem, we get
that (3.11) also holds for f. Therefore, by (3.3), Rs(t,x) > 0, which means
us(t,z) <Tif(x) < co. Recall that, as a consequence of the Cauchy—Schwarz
inequality, we have (Ti_sf)?(y) < eXC¢=)T,_ (f?)(y). Combining this with
(3.3), we get

0<Ry(t x)gg TS[(uf(t—s)) ](a:)ds
<5 | TP @ds < T () @) .

Recall that ¢:(z) =Ps, (|| X¢]| = 0).

LEMMA 3.3.
@1 i ) =1
Proof. For 8 >0, let
ug(t,z) := —logPs, e~ (OXe),

By the Markov property of X,
(3.15) Grys(x) = lim Pém (e—OHXH—sH)

= lim Py, (e <“9(5)~Xt>) =Ps, (e*<*10gq57Xt>)_

60— o0

Since ¢:(x) is increasing in t, q(x) := lims, o0 q:(2) exists. Put w(x) =
—logq(x). Letting s — oo in (3.15), we get q(z) = Ps, (e~ (X)), which im-
plies, for t > 0,

(3.16) w(x) =uy(t,z), z€E.

By Assumption 1.4, for s > tg,

o < =108 e < I~ 10gas, loc = ~log  inf g4, (2)) < oc,
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which implies w € Ci, and —loggs € C;. Thus, by (3.10), (3.11) and (3.16),
we have

(3.17) w(a:):Tt(w)(x)—/O T (r(-w()) (@) ds, € E.

By (2.11), we have lim;_, o, Ti(w)(x) = (w, o) mpo(x).
If (r(-,w(:)),%0)m >0, then

tl’ggoTt (r(,w)) (@) = (r(-,w(-)),%0), do(x) >0, forany x € E,

which implies
tlgrolo ; Ts[r(- w())](z)ds =00, for any x € E.
Thus, by (3.17), we get
0 <w(z) = lim (T;(w))(z) —/0 T [r(-,w(-))](z) ds = —o0,

t—o0

which is a contradiction. Therefore, r(x,w(x)) =0, a.e.-m. Then, by (3.17),
we get, for all x € F,

which implies that w =0 on E or w(z) > 0 for any z € E. Since r(z,w(x)) =0,
a.e-m, by (3.6), we obtain w =0 on E. For s > ¢y, by (3.15) and Lemma 3.2,
we get
—logqa4s(2) = U-10g4,(2,2) < To(—loggs)(z)
< (]‘ + C)<7 logqsa 1;[}0>m||¢0||00a

where in the last inequality we used (2.11). Since —loggs(xz) — 0, by the
dominated convergence theorem, we get

lim <_ IOg ds, ’(/)O>m =0.

S— 00
Now (3.14) follows immediately. O

LEMMA 3.4. For any f € C{", there exists a function hy(t,x) such that
(3.19) ug(t,x) = (1 + hf(t,m))<uf(t, -),¢0>m¢o(x).

Furthermore,

(3.20) tli}m th(t)Hoo =0 wuniformly in f €C;.

Proof. For any f € C{, we have uy(t,2) < T, f(z) < oo and (us(t,-),%o)m <
(T f,00)m = (fs%0)m < 0. Souys(t,z) €Cy. i m(f>0)=0, then T;f(z) =0
for all t >0 and « € E, which implies us(¢,2) =0 and (us(t,-),%0)m =0. In
this case, we define hs(t,z) =0. If m(f >0) >0, then T} f(x) >0 for all t >0
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and z € E, which implies Ps_ ((f, X;) = 0) < 1. Thus, we have uy(¢,2) > 0 and
(ug(t,-),%0)m > 0. Define

2= ug(t,z) — (ug(t,-), Yo)mdo(x)
hf(t7 ) - <Uf(t, '),1/)0>m¢0(x) .

We only need to prove that [[hf(t,-)||c — 0 uniformly in f € Ci \ {0} as
t — o00. Since P, (e~ /X)) > P, (|| X,|| = 0), we get that

(3.21) Huf(t7~)Hoo§|\—logqt||oo—>0 as t — oo.
By the Markov property of X we have
(3.22) wy(t,x) =—logPs, e” (uy(t=5,), %) = Uy, (1-s)(5,2), t>25>0,z€F,

where in the subscript on the right-hand side, us(t — s) stands for the function

x — uy(t — s,z). In the remainder of this proof, we keep this convention. By
(3.10), we have

(3.23) wp(t,x) =Ts(up(t—s5,-)) (@) = Ry, 1—s)(s,2).
Thus,
(3.24) (up(t,-), o), = (up(t—s,-),%0), — (Ruj—s)(5),%0),,-
Therefore, by (2.11), (2.12) and (3.12), we have, for 1 <s <t and z € E,
Jup(t,x) = (ug(t, -),wo>m¢o<:c>|
< Ty (up(t —s,)) (x) = (up(t —s,-),%0), do(z)|
+|Ruf(t S) 5T |+ |< ug(t— 9) 77ZJO> ¢0(w)|
<ce " (up(t—s,- >m¢>
+ e T (uf(t -~ ))(x) < 7(t—s5,7),%0),,¢0()
<ce” 7S<Uf(1ﬁ*=9w)’¢o>m¢>o(fv) (2+c)e"*(uj(t —s,-),%0),,d0()
< [ee™ + (24 ) | =log s loo] (us (t = 5,-), %), d0(2)

where in the last inequality we used (3.21) and ¢ is the constant in (2.10).
By Lemma 3.2 and (3.23), we get

(3.25) Ts(us(t—s,-))(x)
> up(t,x) > To(up(t —s,-)) (x) — Ty (Wit — 5,)) (v)
> Ty (ug(t—s,7) (@) — e[| =log gu—s oo Ts (us (t — 5,-)) ().
Thus, we have
(3.26)  (up(t—s,-),%0),, > (us(t,-),%0),,
> (1—e"*||—loggi—s|loo ) (uys(t — s, ),%b0),,
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For any s > 1, (1 — e®%||—log g;—s|/oc) > 0 when ¢ is large enough. Therefore,
as t — oo,

—Ss 2 Ks _1 B
s, < 2+ e Fl-logdisllo
[eS] l_eKS”_lqutfs”oo

Now, letting s — oo, we get [|hs(t,-)|loc — 0 uniformly in f e Ci"\ {0} as
t — oo. t

— ce 75,

LEMMA 3.5. For any 6 >0,

1 1 1
(3.27) s <<Uf(n5, )sbo)m  (f, ¢0>m) -

uniformly in f € C{ \ {0}. Here v is defined in (1.22).

Proof. In this proof, we sometimes use u¢(t) to denote the function z —
uf(t,z). Since f is non-negative and m(f > 0) > 0, we have us(t,z) >0 for
all t >0 and z € E. Consequently, we have (uy(t),%0)n > 0. It is clear that
us(0) = f. First note that

%(Wf(”;) Yo)m <f 1io>m>

1
néz( (k+1)8 ),wo>m_<Uf(k5),wo>m>

uf k6 ¢0 < f((k+1)6)7¢0>m
b Z( ((k+1)8),v0)m (us(kd), Yo)m )

Recall the identity (3.22) and the definition of 7(?)(x, 2) given in (3.2). Using
(3.24) with t = (k+1)0 and s =4, we get

(up (k) 3p0), — (ug((k+1)8),40)
= <Ruf ké)( ) ¢0>

)
:/0 (r(up(kd+s,2)),%0),, ds
)
:%/0 <A(uf(k5+s))2,¢o>mds

5
+/ (r® (up(ks +s,7)),100), ds
0
::Il —|—IQ
By (3.19) and (3.26), we have, for s € [0, 4],
‘uf(t—i—s,x) — <uf(t)7z/)o>mq’)0(x)’
< ‘uf(t—l—s,x) —{ug(t+ s),z/)o>m¢0(x)’
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+[(us (t),v0),, — (ur(t+5),%0),, [éo(x)
< lis(e+ )] Cus(t + ). o), o(a)

+ €%~ log gt |oo (us (1) ),%0),, bo(x)
< (||hst+ 9|, +ef%||—log ge | o) (us (2) Yoy, dolx)
(3.28) <ep(t)(uy(t),vo),, ¢o(@),

where cf(t) = supgc,<s(|hs(t + 8)loc + €55 —loggt/loc). By (3.20) and
Lemma 3.3, we get cs(t) — 0, as t — oo, uniformly in f € C;". Thus, by

)
(3.28) we have for s € [0,4],
Jug(t+5,2)* = (ug(t), Yo)7 (bo(@))?] _

(3.29) < (24 ¢; (1)) es (1) (do(x)).

<uf(t)’1/}0>
Therefore, we have,
I sl | fo (A (k6 + 9))% = (uy (k0), 10)2,88), to)m ds|
<“f(k5)>1/10> <Uf(k5)a¢o>%z

< %<A¢(2)>¢O>m5(2 +cf(k§))cf(k5) —0, ask— oo,

uniformly in f € C \ {0}. By (3.26), we have

 {ug((E+ 1)), Go)m
0= 0, (%0), Yo

which implies that

< ef9)|—1og grs]| o

(1t (k6), o) m
(s (k18 dhom

uniformly in f € Cj" \ {0}. It follows that

I
(3.31) Jm (up(k6), 10)m (s ((k+1)8), ¥0)m

uniformly in f € C \ {0}.
For I, by (3.4) and (3.28), we have
<T(2)('> uf<k76 + 5, ))7 w0>m <€(-, uf(k(S =+ s, '))uf<k6 + 8)27 ’(/}0>m
(ug(k6),v0)7, (ug(kd), vo)7,
(1 ey (k)" (e up (k3 +5,)) 65, 40),,
<(1+ Cf(k5))2<6(', | —1og qrs o) 65, %0),,.»

here the last inequality follows from [luf(kd + )| < || =108 Gkstulloo <
|I—log grs|lco and the fact z — e(x,z) is increasing. It is easy to see that

(3.30)

as k — o0,

=dv

IN

IN
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the function e(z,z) ] 0 as z] 0. Thus, as k — oo,
)
(ug(k6),0)7,
uniformly in f € C;"\ {0}. By (3.30), we have
lim L2 =
koo (g (k), Po)m (us((k+1)6),%0)m
uniformly in f € Cj" \ {0}. Using (3.31) and (3.32), we get,
(ug(k6), tho)m — (ug((k+1)d),%0)m

< 6(1+cp(kd)) (e, |1~ og slloc) 63, %0),,, = 0

(3.32) 0

im =dv
koo (us((k+1)0),%0)m(us(k6),v%0)m
uniformly in f € Cj" \ {0}. Now, (3.27) follows immediately. O
Proof of Theorem 1.5. For t > 0, we have
(3.33) P, (| X¢] #0) = 91i_>1r010(1 —exp{—(uo(t),n)}).
Using Lemma 3.5 with 6 =1, we have
1 1 1

3.34 lim — — =v
(334 5 (Gasvars ™~ 707
uniformly in 8 > 0. For 6 > 1, it holds that

1 1 1 1
(3.35)

— 0, asn— o0,
m

- < =
n 0(1,¢o)m — n(1,%0)
uniformly in 6 > 1. Tt follows from (3.34) and (3.35) that
(3.36) li_>m n<ue(n),w0>m =yt
uniformly in # > 1. By (3.19) and (3.20), we have, as n — oo, for any
n(E) <M,
n|(ug(n), w) — (ug(n),v0), (do,m)|

=n(ug(n),vo), |[(ho(n)go, )|

< M([ho(n)|| @ol[n{ua(n), vo),, || = 0,
uniformly in 6 > 1. Thus,

(3.37) nlgl;o n{ug(n), u) =v""{¢o, )

uniformly in 8 > 1 and p with pu(E) < M. By (3.21), we have (ug(n),u) <
(—log gn, ) < || —logqnllco el = 0, as 7 — oo, uniformly in § > 0 and p with
w(E) < M. Therefore, it follows from (3.37) that

lim n(1—exp{—(ug(n), pu)}) =v~"(¢o, )

n— oo
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uniformly in § > 1 and g with u(E) < M. Hence by (3.33), we have
im0, (X #0) = v~ (60, 1),
uniformly in p with p(E) < M. Since P, (|| X¢|| # 0) is decreasing in ¢, we have
[P (1 X e+ [| # 0) < tP, (| Xl #0) < (6] + 1) Py (| X || #0).
Now (1.23) follows immediately. O

Now we are ready to prove Theorem 1.6.

Proof of Theorem 1.6. First, we consider the special case when f(z) =
¢o(x). We only need to show that, for any A > 0,

_ 1
(338) PH (exp{—)\t 1<¢OaXt>}‘HXt|| 7é 0) — )\I/—H7 as t — oo.

Note that
Py, (exp{ =Mt~ (g0, X1) H[| X: || #0)
_ Pu(exp{—A""(¢o, X1)}) — Pu([| Xe]| =0)

Py, (| X1 #0)
L Pulesp{M (00, X))
Py (|| X #0)
By Theorem 1.5, to prove (3.38), it suffices to show that, as ¢t — oo,
(3.39) t(1 =Py (exp{—=At""{(¢o,X:)}))
A
=t(1 —exp{—(ur-1¢, (), 1) }) = Wl (b0, 1)

Since X; is right continuous and ¢y is a bounded continuous function,
t — P (exp{—Xt"1(¢o, X¢)}) is a right continuous function. By the Croft-
Kingman lemma (see, for example, [2, Section 6.5]), it suffices to show that,
for every ¢ >0, (3.39) holds for every sequence nd as n — oo. For this, it is
enough to prove that for any § > 0, as n — oo,

A
Av+1

(3.40) 16U (ng) -1 (1), 1) — (b0, 1)

By Lemma 3.5, we have

1
lim

n—=00 (n8)(Ux(ns)~1 ¢, (10),%0)m

1 1 1
= lim — _ -
) (<u)\(n5)1¢g(n6)7¢0>m </\(n5)_1¢0,¢0>m) 3

Il
R
4
>

L
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which implies that

A
(3.41) (n8){Ux(ns) 140 (n0), %0),, = SV
Using Lemma 3.4 and (3.41), we get that, as n — oo,
(3.42) 18| (Ux(ne) =16 (1), 1) — (Un(ng) -1, (6),00), (0, 1]

<8 ||Bx(ng)-160 (16) || (Ua(ns)-160 (1), %0), (B0, 1) — 0.

Now (3.40) follows easily from (3.41) and (3.42).
For a general f, let

(3.43) f(@) = f(@) = (£ 10} mo(x).
Then, (f, Yo)m = 0. Tt is clear that

as n — 00.

~ r 2
(3.44) B (717 X0) Xl #£0) = %

By the branching property and (2.17), we have,
smpVarN(:fv7 X)) = sup<Var5, (f, Xt>,u> < 00.
t>2 >2
It follows from (2.12) that
supHP’M(f, Xt>‘ = sup‘ (th, ,u>‘ < 0.
t>1 t>1
Combining the last two displays, we get that sup,, PM(Q?, X¢))? < co. Thus
by (1.23) and (3.44), we get that as t — oo,

1,7 2
Py ((t71(f, X0) [lIXe ] #£ 0) =0,
which implies that, for any £ > 0,

(3.45) Jim P, (|t (f, X4)| =€) =0.
Thus, by (3.43), we have
t_1<f’ Xt>|]Pt,u i <f7'(/10>mW O

Proof of Corollary 1.8. Recall that for f € Cs, f was defined in (3.43).
Thus

(£, Xe) (£ X))
<¢O,Xt> <fal/)0>m - <¢O,Xt> .
For any € >0 and 6 > 0, by (3.45) and (1.24), we have,
[(f, X))
(e > 1 #0)

<P (H(F, Xe)| > 111X # 0) + Py (7 (0, Xe) < 6/2][| Xy ]| # 0)
—0+P(W<d/e), ast— oc.
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Letting § — 0, we get that

. f,X
Jlim Pt,;t<|<g07 Xg' > €> =0,

which implies (1.26). All real-valued continuous functions with compact sup-
port in E belong to Co. Thus, by (1.26), we have that for any real-valued
continuous function f with compact support,

Gy, O (=)
Hence by [24, Theorem 16.16], we get that

Xt
(do, Xt)

Since v — p(v,1) A1 is a bounded continuous function on the space of Radon
measures on E equipped with the vague topology, we have

. Xy
lim P ——— ) A1| =0,
t=oo [p<<¢o,Xt> ) ]

from which the last assertion of the corollary follows immediately. O

(3.46)

4.

Pt,u

3.2. Proof of Theorem 1.9. In this subsection, we give the proof of The-
orem 1.9. We prove a simple lemma first.

LEMMA 3.6. Suppose that V is an index set and {F, :v € V} is a family of
uniformly bounded random variables, that is, there is a constant M such that
|Fy| <M for allveV, then any s >0,

(3.47) lim sup|Pyis . (Fy) — Py (Fy)| =0.
t—00 veY

Proof. By Theorem 1.5, we have

. Pu([Xe]l #0)
48 lim = L
(3.48) t—o0 P#(HXHSH #0)

By the definition of P; ,,, we have
Pt+s,u(F v)

- Pt,u (EH HXIH—S H 7é O)

=1.

P, ([ X[l # 0)
Ppu([[ Xers]l # 0)

P, (|| X,
WIXNZO _p (5 jx, ) =0)

Py (I X¢| # 0)
Py ([ Xets]l # 0)

=Py u(Fy) Ppu([[ Xesl #0)

Thus, as t — 00,
|Pt+S,M(Fv) - Pt,u(Fv)’

B (| X,]| #0)
M I
=M, (1% 20)

Py ([[ X #0)

=1+ MPy (|| Xeps = O)W
o s
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u (1 Xl #0) Pl Xersll =0, | X:l[ #0) Py(l[X:]| # 0)

=M —"— 1 M
‘ (X ersl| 20) ‘* Po(IX#0)  PullXersll 20)
(X0 #0) ‘ P, (X0l #0) — B (| Xoga| £0)
=M —— 1 M
‘ (Xl 20) | T P, ([ Xerall £0)
:QM’M _ 1‘ —0. 0

Py ([ Xets]l # 0)

We now recall some facts about weak convergence which will be used
later. For f:RY R, let | fll1 i=sup, s, |f(x) — f(u)l/lle — yll and | flls =
| flloo + I f]|- For any probability measures vy and o on RY, define

By, v2) ::sup{’/fdyl—/fdyg :||f||BL§1}.

Then f is a metric. It follows from [14, Theorem 11.3.3] that the topology

generated by [ is equivalent to the weak convergence topology. From the

definition, we can easily see that, if 11 and v, are the distributions of two
¢_valued random variables X and Y respectively, then

(3.49) Bv1,ve) SEIX - Y[ < VE[X =Y.

The following simple fact will be used several times later in this section:

-y | (e )

m=0
Now we are ready to prove Theorem 1.9.

(3.50)

Proof of Theorem 1.9. Define an R2-valued random variable:

Ui (t) == (17 (o, Xo), 7 Y2(f, X,)).

We need to prove that, conditioning on || X¢|| # 0, Ui(t) converges to
(W,G(f)VvW) in distribution as t — oo, which is equivalent to proving that,
when one lets ¢t tend to oo first and then lets s tend to oo,

(3.51) ULt +9)lp,,., = (W.G(NHIVIV).

Before we prove (3.51), we first give the main idea of the proof. In
Theorem 1.6, we have proved that the first component of U;(t) converges
to W. So the key is the second component. If we condition on X;, the
mean of (f, Xsi¢) is (Tsf, X:). Let us consider the centered random vari-
able (f, Xs1¢) — (Tsf,X¢). For fixed s >0, as t — 0o, since the ‘infinitesimal
particles’ evolve independently after time t, it is reasonable to expect that,
conditioning on X; and || X¢|| # 0, ((f, Xs++) — (Tsf, Xt>)/\/(Var<f, Xott)| Xt)
converges in distribution to a standard normal random wvariable. Note
that Var((f, Xs41)|X¢) = (Vars (f, X;),X:). By Theorem 1.6, we have
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=1 Var((f, Xope)| Xt) 4 (Vars (f, Xs),v0)mW, as t = co. We may thus con-
clude that t=Y2((f, Xept) — (Tsf, X4)) 4 VWG,, where Gy ~ N(0,0%(s))
with o7 (s) = (Vars (f, Xs),%0)m and W is the random variable defined in
Theorem 1.6.

The above analysis suggests that we should first consider another R2-valued
random variable Us(s,t) defined by

UQ('S’t) = (t71<¢07Xt>vt71/2(<f3 Xs+t> - <T9f7 Xt>))a Sat > 2.
We claim that,
(3.52) Us(s,b)[e, , 2 (W,VWG,), ast— .

We will leave the proof of (3.52) to the end of the proof of this theorem.
Define

U3(S’t) = ((t + S>_1<¢0axt>a (t + 5>_1/2(<f’ X8+t> - <T8f7 Xt>))
By (3.52), we have
(3.53) Us(s,t)|p, , = (W,VIWG,),
as t — oo. It follows from (2.11) and (1.23) that, as t — oo,

_ 2
(472 Pue({0n, Xi) (00, X0)° = P10l o )

_ Pu({Vars (b, Xs), X1))
t+5)2P, (|| X:]| £0)

— 0.

If we put
Us(s, 1) = ((t+5) " (G0, Xegs), (t 4+ 8) T2 ((f Xore) = (Tof, X)),
then, as t — oo,
(3.54) Us(s, D, , > (W,VIWG,),
By Lemma 3.6, we have
tlifglopt+s,u(exp{i91(t+5)71<¢0,Xt+s>
+i0a(t+8) 2 ((f, Xoge) — (Tof, X)) })
= lim Py, (exp{if(t + 5)~*{¢0, Xits)
+i02(t+8) "2 ((f, Xoge) — (Tof. X)) })
= P(exp{ih W + iV G,}).

Thus, we have

(3.55) Us(s,t)|p,,. . A (WVWG,), ast— .
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Now, we deal with Ja(t,s) := <(f+f )1(;2 . We claim that
(3.56) lim hmsup]P’tJrs 5. (|J2 (t s)‘Q) =0.

§—00 ¢_

By (2.11), we have that P, (Tsf, X:) = (Tiysf, ) = 0, as t — co. Thus by
(1.23) and (2.16), we have

(t7s)|2)
T P#(<T9faXt>23 HXH-SH 7£ 0)
= linsup <t+s> (Xl £0)

| PATL X))
SIS B Xl £0) 00

It follows from (1.27) that, as s — oo,

olr.f) = / (A(Tuf)? o), du— 0.

Now (3.56) follows immediately.
By (2.16), we have lim,_, o, Vars_(f, Xs) = UJ%gZ)l(ac)7 thus limg_, U]%(s) =
a?. Hence,

(3.58) lim (G, G(f)) =

S§—00

(3.57) limsup Py, (
t—o0

Let D(s 4 t) and D(s,t) be the distributions of Uy (s + ) and Uy(s,t) under
Pyt respectively, and let D(s) and D be the distributions of (W,vVWGs)
and (W, vVWG(f)), respectively. Then, using (3.49), we have

(3.59)  limsupB(D(s+1),D)
t—o0

<limsup [3(D(s +1t),D(s,t)) + B(D(s,t),D(s)) + B(D(s), D)]

t—o0

<limsup \/Preou((t+5)H(Tof. X0)?) +0+ 5(D(s), D).

t—o0

Then we have

limsup 3(D(t), D) = limsup 3(D(s +t),D)

t—o00 t—o00
<limsup \/Pips,. (J2(s,1)?) + ﬂ(ﬁ(s), D).
t—o0

Letting s — 0o, by (3.56) and (3.58), we get
limsup 8(D(t),D) =0,
t— o0

which implies the result of theorem.
Now we prove (3.52).
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Denote the characteristic function of Us(s,t) under P, ,, by x1(61,62,s,1):
(3.60) K1(01,02,5,t)
=P, . (exp{ifit ™ (¢, X¢) + 02t/ ((f, Xore) — (Ts £, X2)) })

=P, (exp{i91t_1<¢0aXt>
02672 (fws) 1 g 1/2 ,ws) )N, (dw) X (d }),
+/E/D(e 0y (f,ws)) Ny (dw) Xy (dz)

where in the last equality we used the Markov property of X, (2.27) and
(2.25). Define

1.0) = [ (exp (07,00} = 1= 87 .00))Na(d)
and
10,0 = [ (exp{(7.0) = 1= 000+ 50%7.0° it
Let Vi(x) = Vars, (f, X,) € C. Then, by (2.26), we have

Js(gax) = 7%02‘/5(:5) + Is(ovx)

1 1 oc
= *592<Vsa¢o>m¢0(=’f) - 592‘/}(93) +I5(0,2),
where V, =V, — (Vs,¥0)mdo(x) € Cy. Thus, we have
(3.61) 0t~ (o, Xi) + (s (t71/2027')7Xt>
1
= <201 — §8§<‘/3,¢0>m)t1<¢0aXt>

1 ~ _
- iegt_l<‘/s7Xt> + <Is (t 1/2927 ')7Xt>'
By (3.45), we know that, for any € > 0,
(3.62) tlggoﬂbt,u(|f1<vs,xt>| >¢) =0.

By (3.50), we have

(3.63) |L,(t71/%0,,2)| < 03t7'N, <<f7ws>2 (% A 1))

h(z,s,t) =N, <<f,ws>2 (t_l%# A 1))

We note that h(z,s,t) L0 as t T oo. By (2.17), we have
h(z,5,1) <N ((f, Xs)?) = Vars, (f, Xs) S do(@) € Ca.

Let



LIMIT THEOREMS FOR SOME CRITICAL SUPERPROCESSES 273

Thus, by (1.23) and (2.11), we have, for any u <t,
t_lpt)u<h('78,t),Xt> < t_lPt7M<h(~7s,u),Xt>
Pu<h('asau)vXt>

=X £0) R,

as t — oo. Letting u — oo, we get (h(-,s,u),¥g)m — 0. Thus, by (3.63), we
get that
m Py, (L, (t71/205,-), X¢ )| =0,

t—o0 ’
which implies that, for any € > 0,
(3.64) Jim Py (|1 (671202, ), X;)| 2 €) = 0.

Thus, by (3.62), (3.64) and (3.61), we get

1
i01t71<¢07Xt> + <Js (t71/292a ')aXt>‘Pt,;L i (201 - §9§<‘/S,w0>m>w

Since the real part of J,(t~/26,,2) is non-positive, we have
|exp{i91til<¢03Xt> + <JS (t71/2027 ),Xt>}| < 1.

Therefore, by (3.60) and the dominated convergence theorem, we get

1
tlim k1(01,02,s,t) = P(exp{ <i6‘1 — §9§<Vs,wo>m>W}>7
—00

which implies our claim (3.52). O
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