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#### Abstract

We study some estimates for the sums of eigenvalues of the Dirichlet poly-harmonic operator $(-\Delta)^{l}$ restricted to a bounded domain $\Omega \subset \mathbb{R}^{d}$ with $d \geq 2, l \geq 1$. Our approach yields estimates sharper than the estimates recently obtained by Q.-M. Cheng, X. Qi and G. Wei (Pacific J. Math. 262 (2013) 35-47) and G. Wei and L. Zeng (Estimates for eigenvalues of poly-harmonic operators, preprint). Another central object of study in this paper is to establish some certain estimates for the sums of powers of the eigenvalues of the poly-harmonic operator $\left.(-\Delta)^{l}\right|_{\Omega}$.


## 1. Introduction

In this article, we study estimates pertaining to the eigenvalues $\left\{\Lambda_{j}^{(l)}\right\}_{j=1}^{\infty}$ of the poly-harmonic operator restricted to $\Omega$ defined by the eigenvalue problem:

$$
\begin{align*}
(-\Delta)^{l} w_{j}^{(l)} & =\Lambda_{j}^{(l)} w_{j}^{(l)} \quad \text { in } \Omega \\
w_{j}^{(l)} & =\frac{\partial w_{j}^{(l)}}{\partial \nu}=\cdots=\frac{\partial^{l-1} w_{j}^{(l)}}{\partial \nu^{l-1}}=0 \quad \text { on } \partial \Omega \tag{1}
\end{align*}
$$

where $\Omega$ is a bounded connected domain in $\mathbb{R}^{d}$ with smooth boundary, $d \geq 2$, $l \geq 1$, and $\nu$ denotes the outward unit normal to the boundary $\partial \Omega$. Here, the $2 l$ th order operator $(-\Delta)^{l}$ denotes the poly-harmonic operator (or the poly-Laplacian operator) on $\mathbb{R}^{d}$ where $-\Delta$ is the Laplace operator. The poly-harmonic operator can be regarded as iterations of the Laplace operator
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defined inductively by [10]

$$
\begin{equation*}
(-\Delta)^{l} \varphi=(-\Delta)\left((-\Delta)^{l-1} \varphi\right) \quad \text { for } l=1,2,3, \ldots \tag{2}
\end{equation*}
$$

By induction on $l \geq 1$, it is shown that

$$
(-\Delta)^{l} \varphi=\sum_{l_{1}+l_{2}+\cdots+l_{d}=l} \frac{(-1)^{l} l!}{l_{1}!l_{2}!\cdots l_{d}!} \frac{\partial^{2 l} \varphi}{\partial x_{1}^{2 l_{1}} \partial x_{2}^{2 l_{2}} \cdots \partial x_{d}^{2 l_{d}}}
$$

The eigenvalues $\left\{\Lambda_{j}^{(l)}\right\}_{j=1}^{\infty}$ (including multiplicities) of (1), invariant under translation or rotation of the domain $\Omega$, satisfy [7], [26]

$$
\begin{equation*}
0<\Lambda_{1}^{(l)} \leq \Lambda_{2}^{(l)} \leq \cdots \leq \Lambda_{k}^{(l)} \leq \cdots \rightarrow \infty \tag{3}
\end{equation*}
$$

When $l=1$, the operator is just the Dirichlet Laplacian, which has been extensively investigated by many authors. For example, P. Li and S.-T. Yau [18] and F. A. Berezin [5] obtained equivalent lower bounds for the sum of eigenvalues of the Dirichlet Laplacian. Later, A. Melas [20] provided an improvement to their result. More recently, the result of Melas is sharpened in [30].

When $l=2$, we recover the bi-harmonic operator (or the bi-Laplacian operator) and the boundary conditions are usually called clamped or Kirchhoff conditions [14]. In addition, in the study of small transverse vibrations of an elastic plate, the bi-harmonic operator describes the resonant frequencies [24]. The bi-harmonic operator is also the subject of many works, for instance [1], [2], [3], [4], [12], [17], [22]. For a comprehensive history of the clamped plate problem, see for example Henrot's book [14, Chapter 11]. Agmon [1] and Pleijel [22] established the Weyl asymptotics for the eigenvalues of the biharmonic operator. Later, Levine and Protter extended the Berezin-Li-Yau inequality for arbitrary order $l \geq 1$, for the eigenvalues of the poly-harmonic operator in [17], which is also sharp in the sense of Weyl's asymptotics. They proved that

$$
\begin{equation*}
\sum_{j=1}^{k} \Lambda_{j}^{(l)} \geq(4 \pi)^{l} \frac{d}{d+2 l}\left(\frac{\Gamma\left(1+\frac{d}{2}\right)}{|\Omega|}\right)^{\frac{2 l}{d}} k^{1+\frac{2 l}{d}} \tag{4}
\end{equation*}
$$

where $|\Omega|$ represents the volume of $\Omega$ and $\Gamma(x)$ denotes the Gamma function $\Gamma(x)=\int_{0}^{\infty} t^{x-1} e^{-t} d t$ for $x>0$.

Even though the case $l>2$ is much less studied, it has recently received more attention. We refer the reader to papers [6], [7], [8], [9], [10], [15], [16], [17], [21], [23], [26]. For instance, look at [8], [16], [21] for Lieb-Thirring type inequalities, [15] for universal bounds for eigenvalues and [10] for some boundary value problems.

One of the recent remarkable results extending (4) is obtained by Q.-M. Cheng, X. Qi and G. Wei in [7]. In particular, they showed that the eigenvalues
of the poly-harmonic operator explicitly satisfy

$$
\begin{align*}
\sum_{j=1}^{k} \Lambda_{j}^{(l)} \geq & (4 \pi)^{l} \frac{d}{d+2 l}\left(\frac{\Gamma\left(1+\frac{d}{2}\right)}{|\Omega|}\right)^{\frac{2 l}{d}} k^{1+\frac{2 l}{d}}  \tag{5}\\
& +\frac{l(4 \pi)^{l-1}}{24(d+2 l)} \frac{|\Omega|^{1-\frac{2(l-1)}{d}} \Gamma\left(1+\frac{d}{2}\right)^{\frac{2(l-1)}{d}}}{\mathcal{I}(\Omega)} k^{1+\frac{2(l-1)}{d}} \\
& +\frac{d}{d+2 l} \sum_{p=2}^{l}(4 \pi)^{l-p} \mathcal{K}_{p} \frac{|\Omega|^{p-\frac{2(l-p)}{d}} \Gamma\left(1+\frac{d}{2}\right)^{\frac{2(l-p)}{d}}}{\mathcal{I}(\Omega)^{p}} k^{1+\frac{2(l-p)}{d}}
\end{align*}
$$

where

$$
\mathcal{K}_{p}=\frac{l+1-p}{(24)^{p} d \cdots(d+2 p-2)},
$$

and $\mathcal{I}(\Omega)$, the moment of inertia, is defined by

$$
\mathcal{I}(\Omega)=\min _{y \in \mathbb{R}^{d}} \int_{\Omega}|z-y|^{2} d z
$$

By a translation of the origin and a rotation of axes if necessary, in the sequel, we assume that the origin is the center of mass of $\Omega$ and that

$$
\begin{equation*}
\mathcal{I}(\Omega)=\int_{\Omega}|z|^{2} d z \tag{6}
\end{equation*}
$$

Shortly after, in contrast to (5), G. Wei and L. Zeng give a more precise sharper estimate established in [26]:

$$
\begin{align*}
\sum_{j=1}^{k} \Lambda_{j}^{(l)} \geq & \frac{d(4 \pi)^{l}}{d+2 l}\left(\frac{\Gamma\left(1+\frac{d}{2}\right)}{|\Omega|}\right)^{\frac{2 l}{d}} k^{1+\frac{2 l}{d}}  \tag{7}\\
& +\frac{l(4 \pi)^{l-1}}{24(d+2 l)} \frac{|\Omega|^{1-\frac{2(l-1)}{d}} \Gamma\left(1+\frac{d}{2}\right)^{\frac{2(l-1)}{d}}}{\mathcal{I}(\Omega)} k^{1+\frac{2(l-1)}{d}} \\
& +\frac{l(d+2(l-1))^{2}(4 \pi)^{l-2}}{2304 d(d+2 l)^{2}} \frac{|\Omega|^{2-\frac{2(l-2)}{d}} \Gamma\left(1+\frac{d}{2}\right)^{\frac{2(l-2)}{d}}}{\mathcal{I}(\Omega)^{2}} k^{1+\frac{2(l-2)}{d}} .
\end{align*}
$$

The focus of this paper is to find analogues for the poly-harmonic operator of some familiar inequalities of a general nature that apply to the eigenvalues of the Dirichlet Laplacian and bi-harmonic operators on a bounded open domain $\Omega \subset \mathbb{R}^{d}$. To this end, we first improve earlier bounds of Q.-M. Cheng, X. Qi, G. Wei in [7] and G. Wei and L. Zeng in [26]. Comparable estimates have been obtained for Stokes operators and Dirichlet Laplacian in [30], for the fractional Laplacian operators in [28], [29], [32] and for the bi-harmonic operator in [31]. Precisely, we shall establish the following main result:

Theorem 1. For $l \geq 1, d \geq 2, k \geq 1$ the eigenvalues $\left\{\Lambda_{j}^{(l)}\right\}_{j=1}^{\infty}$ of the polyharmonic operator (1) defined on $\Omega$ satisfy

$$
\begin{align*}
\sum_{j=1}^{k} \Lambda_{j}^{(l)} \geq & \frac{d(4 \pi)^{l}}{d+2 l}\left(\frac{\Gamma\left(1+\frac{d}{2}\right)}{|\Omega|}\right)^{\frac{2 l}{d}} k^{1+\frac{2 l}{d}}  \tag{8}\\
& +\frac{l(4 \pi)^{l-1}}{24(d+2 l)} \frac{|\Omega|^{1-\frac{2(l-1)}{d}} \Gamma\left(1+\frac{d}{2}\right)^{\frac{2(l-1)}{d}}}{\mathcal{I}(\Omega)} k^{1+\frac{2(l-1)}{d}} \\
& +\frac{l(4 \pi)^{l-\frac{3}{2}}}{72(d+2 l)} \frac{|\Omega|^{\frac{3}{2}-\frac{2 l-3}{d}} \Gamma\left(1+\frac{d}{2}\right)^{\frac{2 l-3}{d}}}{\mathcal{I}(\Omega)^{\frac{3}{2}}} k^{1+\frac{2 l-3}{d}} .
\end{align*}
$$

Note that when we substitute $l=1$ and $l=2$ into (8), we recover the lower bounds in the case of the Dirichlet Laplacian [30] and the bi-harmonic operator [31], respectively. Also, when $l=1$, the first two terms on the right of $(5),(7)$ and (8) yield the improvement in [20].

Let $\mathcal{N}_{l}(z)$ denote the counting function which gives the number of eigenvalues $\Lambda_{j}^{(l)}$ less than or equal to $z$. Namely,

$$
\mathcal{N}_{l}(z)=\sup _{\Lambda_{j}^{(l)} \leq z}\{j\}=\sum_{j: \Lambda_{j}^{(l)} \leq z} 1 .
$$

For $t>0$, the partition function $\mathcal{Z}_{l}(t)$ is defined as

$$
\mathcal{Z}_{l}(t):=\sum_{j=1}^{\infty} e^{-\Lambda_{j}^{(l)} t}
$$

In terms of the counting function $\mathcal{N}_{l}(z), \mathcal{Z}_{l}(t)$ can also be written as

$$
\mathcal{Z}_{l}(t)=\int_{0}^{\infty} e^{-z t} d \mathcal{N}_{l}(z)
$$

Next, we establish upper bounds for the sums of positive as well as negative powers of eigenvalues, the counting function and the partition function. Precisely, we shall prove the following estimates:

Theorem 2. For $0<\eta \leq 1, l \geq 1$ and $d \geq 2$, the sums of positive powers of eigenvalues of the poly-harmonic operator on $\Omega$ satisfy

$$
\begin{equation*}
\sum_{j=1}^{k}\left[\Lambda_{j}^{(l)}\right]^{\eta} \geq(4 \pi)^{l \eta} \frac{d}{d+2 l \eta}\left(\frac{\Gamma\left(1+\frac{d}{2}\right)}{|\Omega|}\right)^{\frac{2 l \eta}{d}} k^{1+\frac{2 l \eta}{d}} \tag{9}
\end{equation*}
$$

Corollary 3. Let $l \geq 1, d \geq 2$. The counting function $\mathcal{N}_{l}$ for the polyharmonic operator on $\Omega$ has the following upper bound for $z \geq 0$ :

$$
\begin{equation*}
\mathcal{N}_{l}(z) \leq \frac{(d+2 l)^{\frac{d}{2 l}}}{d^{\frac{d}{2 l}}} \frac{1}{(4 \pi)^{\frac{d}{2}}} \frac{|\Omega|}{\Gamma\left(1+\frac{d}{2}\right)} z^{\frac{d}{2 l}} \tag{10}
\end{equation*}
$$

Corollary 4. Let $l \geq 1, d \geq 2$. The partition function $\mathcal{Z}_{l}$ for the polyharmonic operator on $\Omega$ has the following upper bound for $t \geq 0$ :

$$
\begin{equation*}
\mathcal{Z}_{l}(t) \leq \frac{(d+2 l)^{\frac{d}{2 l}}}{d^{\frac{d}{2 l}}} \frac{|\Omega| \Gamma\left(1+\frac{d}{2 l}\right)}{(4 \pi)^{\frac{d}{2}} \Gamma\left(1+\frac{d}{2}\right)} t^{-\frac{d}{2 l}} . \tag{11}
\end{equation*}
$$

Theorem 5. For $0<\rho<\frac{d}{2 l}, l \geq 1$ and $d \geq 2$, the sums of negative powers of eigenvalues of the poly-harmonic operator on $\Omega$ satisfy

$$
\begin{equation*}
\sum_{j=1}^{k}\left[\Lambda_{j}^{(l)}\right]^{-\rho} \leq(4 \pi)^{-l \rho} \frac{d}{d-2 l \rho}\left(\frac{|\Omega|}{\Gamma\left(1+\frac{d}{2}\right)}\right)^{\frac{2 l \rho}{d}} k^{1-\frac{2 l \rho}{d}} \tag{12}
\end{equation*}
$$

The article is organized as follows: In Section 2, we collect some facts on the eigenvalues and eigenfunctions of the poly-harmonic operator that will play a central role in proving Theorem 1. Section 3 presents some intermediate steps for the proof of Theorem 1. Section 4 reports on the derivation of improved Berezin-Li-Yau type inequality on a general domain $\Omega$ as well as certain inequalities involving sums of positive and negative powers of the eigenvalues of the poly-harmonic operator. We also present and prove a Kac type inequality by an application of the Laplace transform.

## 2. Preliminaries

In this section, we provide a summary of the relevant theory previously developed in [27]. This lays the foundation for establishing the estimates in (8) and (12). Throughout this article, $B_{R}(x):=\left\{y \in \mathbb{R}^{d}:|x-y| \leq R\right\}$ denotes the ball of radius $R$ centered at $x$ in $\mathbb{R}^{d}$ and $\omega_{d}$ denotes the volume of $d$ dimensional unit ball $B_{1}(x)$ in $\mathbb{R}^{d}$ given by

$$
\begin{equation*}
\omega_{d}=\frac{\pi^{\frac{d}{2}}}{\Gamma\left(1+\frac{d}{2}\right)} . \tag{13}
\end{equation*}
$$

Thus, the surface area of the unit ball in $\mathbb{R}^{d}$ is $d \omega_{d}$.
Let us now review some well-known properties of the eigenfunctions of the poly-harmonic operator. First, note that the Dirichlet Laplacian operator on $\Omega \subset \mathbb{R}^{d}$ can be conveniently defined by using the Fourier transform $\mathcal{F}$ on the dense subspace of test functions $C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ as

$$
\left.(-\Delta)\right|_{\Omega} \varphi=\mathcal{F}^{-1}\left[|\boldsymbol{\xi}|^{2} \mathcal{F}\left[\varphi \chi_{\Omega}\right]\right]
$$

which together with (2) yields a convenient definition for the poly-harmonic operator on $\Omega \subset \mathbb{R}^{d}$ as follows:

$$
\begin{equation*}
\left.(-\Delta)^{l}\right|_{\Omega} \varphi=\mathcal{F}^{-1}\left[|\xi|^{2 l} \mathcal{F}\left[\varphi \chi_{\Omega}\right]\right] \tag{14}
\end{equation*}
$$

where $\chi_{\Omega}$ is the characteristic function on $\Omega$ and the Fourier transform and its inverse are defined as

$$
\mathcal{F}[\varphi](\xi)=\frac{1}{(2 \pi)^{\frac{d}{2}}} \int_{\mathbb{R}^{d}} e^{-i \xi \cdot z} \varphi(z) d z, \quad \mathcal{F}^{-1}[\varphi](\eta)=\frac{1}{(2 \pi)^{\frac{d}{2}}} \int_{\mathbb{R}^{d}} e^{i \xi \cdot \eta} \varphi(\xi) d \xi
$$

The set of Fourier transforms $\left\{\mathcal{F}\left[w_{j}^{(l)}(\xi)\right]\right\}_{j=1}^{\infty}$ of $\left\{w_{j}^{(l)}\right\}_{j=1}^{\infty}$ forms an orthonormal set in $L^{2}\left(\mathbb{R}^{d}\right)$ since the set of eigenfunctions $\left\{w_{j}^{(l)}\right\}_{j=1}^{\infty}$ is an orthonormal set in $L^{2}(\Omega)$. This result is due to Plancherel's theorem. To ease the notation, henceforth, we set

$$
\begin{equation*}
\mathcal{W}_{k}(\xi):=\sum_{j=1}^{k}\left|\mathcal{F}\left[w_{j}^{(l)}(\xi)\right]\right|^{2}=\frac{1}{(2 \pi)^{d}} \sum_{j=1}^{k}\left|\int_{\Omega} e^{-i z \cdot \xi} w_{j}^{(l)}(z) d z\right|^{2} \geq 0 \tag{15}
\end{equation*}
$$

Here, the integral is taken over $\Omega$ instead of $\mathbb{R}^{d}$ because the support of $w_{j}^{(l)}$ is $\Omega$. Interchanging the sum and integral and using $\left\|\mathcal{F}\left[w_{j}^{(l)}(\xi)\right]\right\|_{2}=1$, we obtain

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \mathcal{W}_{k}(\xi) d \xi=k \tag{16}
\end{equation*}
$$

In addition, an application of the Bessel's inequality yields the following upper bound for $\mathcal{W}_{k}$ :

$$
\begin{equation*}
\mathcal{W}_{k}(\xi) \leq \frac{1}{(2 \pi)^{d}} \int_{\Omega}\left|e^{-i z \cdot \xi}\right|^{2} d z=\frac{|\Omega|}{(2 \pi)^{d}} \tag{17}
\end{equation*}
$$

Observe that

$$
\begin{align*}
\Lambda_{j}^{(l)} & =\left\langle w_{j}^{(l)}, \Lambda_{j}^{(l)} w_{j}^{(l)}\right\rangle  \tag{18}\\
& =\left\langle w_{j}^{(l)},(-\Delta)^{l} w_{j}^{(l)}\right\rangle \\
& =\left\langle w_{j}^{(l)}, \mathcal{F}^{-1}\left[|\xi|^{2 l} \mathcal{F}\left[w_{j}^{(l)}\right]\right]\right\rangle \\
& =\int_{\mathbb{R}^{d}}|\xi|^{2 l}\left|\mathcal{F}\left[w_{j}^{(l)}(\xi)\right]\right|^{2} d \xi
\end{align*}
$$

Summing over $j$ from 1 to $k$ we see that $\mathcal{W}_{k}$ defined by (15) also satisfies

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}|\xi|^{2 l} \mathcal{W}_{k}(\xi) d \xi=\sum_{j=1}^{k} \Lambda_{j}^{(l)} \tag{19}
\end{equation*}
$$

Now, we find an estimate for $\left|\nabla \mathcal{W}_{k}\right|$. Note that

$$
\begin{equation*}
\sum_{j=1}^{k}\left|\nabla \mathcal{F}\left[w_{j}^{(l)}(\xi)\right]\right|^{2} \leq \frac{1}{(2 \pi)^{d}} \int_{\Omega}\left|i z e^{-i z \cdot \xi}\right|^{2} d z=\frac{\mathcal{I}(\Omega)}{(2 \pi)^{d}} \tag{20}
\end{equation*}
$$

Using Hölder's inequality, we obtain that for every $\xi$,

$$
\left|\nabla \mathcal{W}_{k}(\xi)\right| \leq 2\left(\sum_{j=1}^{k}\left|\mathcal{F}\left[w_{j}^{(l)}(\xi)\right]\right|^{2}\right)^{1 / 2}\left(\sum_{j=1}^{k}\left|\nabla \mathcal{F}\left[w_{j}^{(l)}(\xi)\right]\right|^{2}\right)^{1 / 2}
$$

Invoking (17) and (20), we end up with

$$
\begin{equation*}
\left|\nabla \mathcal{W}_{k}(\xi)\right| \leq \beta:=2(2 \pi)^{-d} \sqrt{|\Omega| \mathcal{I}(\Omega)} . \tag{21}
\end{equation*}
$$

Now assume that $R$ is such that $|\Omega|=\omega_{d} R^{d}$. That is, $B_{R}(0)$ is the symmetric rearrangement of $\Omega$. Note that

$$
\begin{equation*}
\mathcal{I}(\Omega) \geq \int_{B_{R}(0)}|z|^{2} d z=\frac{d \omega_{d}}{d+2} R^{d+2}=\frac{d}{d+2} \omega_{d}^{-\frac{2}{d}}|\Omega|^{\frac{d+2}{d}}, \tag{22}
\end{equation*}
$$

leading to

$$
\begin{equation*}
\beta \geq \frac{|\Omega|^{\frac{d+1}{d}}}{(2 \pi)^{d} \omega_{d}^{\frac{1}{d}}} \tag{23}
\end{equation*}
$$

In addition, supposing that $\mathcal{W}_{k}^{*}(\xi)$ denotes the decreasing radial rearrangement of $\mathcal{W}_{k}(\xi)$, by approximating $\mathcal{W}_{k}$, we may infer that there exists a real valued absolutely continuous function $\varphi_{k}:[0, \infty) \rightarrow\left[0,(2 \pi)^{-d}|\Omega|\right]$ such that

$$
\begin{equation*}
\mathcal{W}_{k}^{*}(\xi)=\varphi_{k}(|\xi|) . \tag{24}
\end{equation*}
$$

Define the distribution function $\gamma_{k}$ by

$$
\gamma_{k}(s):=\left|\left\{\mathcal{W}_{k}(\xi)>s\right\}\right|=\left|\left\{\mathcal{W}_{k}^{*}(\xi)>s\right\}\right| .
$$

Then, $\gamma_{k}\left(\varphi_{k}(t)\right)=\omega_{d} t^{d}$. In fact,

$$
\gamma_{k}\left(\varphi_{k}(t)\right)=\left|\left\{\mathcal{W}_{k}^{*}(\xi)>\varphi_{k}(t)\right\}\right|=|\{\xi:|\xi|<t\}|=\left|B_{t}(0)\right|=\omega_{d} t^{d}
$$

Utilizing Federer's coarea formula with the aid of (17), we have

$$
\begin{aligned}
\gamma_{k}(s) & =\int_{s}^{\infty} \int_{\left\{\mathcal{W}_{k}^{-1}(t)\right\}} \frac{1}{\left|\nabla \mathcal{W}_{k}\right|} d \mathcal{H}^{d-1} d t \\
& =\int_{s}^{(2 \pi)^{-d}|\Omega|} \int_{\left\{\mathcal{W}_{k}=t\right\}} \frac{1}{\left|\nabla \mathcal{W}_{k}\right|} d \mathcal{H}^{d-1} d t
\end{aligned}
$$

where $\mathcal{H}^{d-1}$ is the $(d-1)$ dimensional Hausdorff measure. The isoperimetric inequality,

$$
\begin{equation*}
\mathcal{H}^{d-1}(\partial \Omega) \geq d \omega_{d}^{\frac{1}{d}}|\bar{\Omega}|^{\frac{d-1}{d}}, \quad \Omega \subset \mathbb{R}^{d} \tag{25}
\end{equation*}
$$

together with $\varphi_{k}^{\prime}(t) \leq 0, t \geq 0$, leads to the following observation

$$
\begin{aligned}
d \omega_{d} t^{d-1} & =\gamma_{k}^{\prime}\left(\varphi_{k}(t)\right) \varphi_{k}^{\prime}(t) \\
& =-\varphi_{k}^{\prime}(t) \int_{\left\{\mathcal{W}_{k}=\varphi_{k}(t)\right\}} \frac{1}{\left|\nabla \mathcal{W}_{k}\right|} d \mathcal{H}^{d-1}
\end{aligned}
$$

$$
\begin{aligned}
\operatorname{by}(21) & \geq-\frac{1}{\beta} \mathcal{H}^{d-1}\left(\left\{\mathcal{W}_{k}=\varphi_{k}(t)\right\}\right) \varphi_{k}^{\prime}(t) \\
\operatorname{by}(25) & \geq-\frac{d \omega_{d}^{\frac{1}{d}}}{\beta} \gamma_{k}\left(\varphi_{k}(t)\right)^{\frac{d-1}{d}} \varphi_{k}^{\prime}(t) \\
& =-\frac{d \omega_{d} t^{d-1}}{\beta} \varphi_{k}^{\prime}(t) .
\end{aligned}
$$

This inequality combined with $\varphi_{k}^{\prime} \leq 0$ simply means $0 \leq-\varphi_{k}^{\prime}(t) \leq \beta$.

## 3. Key lemmas for the proof of Theorem 1

Our method of proof is similar in spirit to those explored in [20], [27], [30], [31] with significant differences. Among the many results obtained is the following surprising sharper inequality which will be the main ingredient in the proof of the refined lower bound in (8) while Q.-M. Cheng, X. Qi and G. Wei in [7] and G. Wei and L. Zheng [26] suitably use Taylor series expansion in weaker inequalities.

Lemma 6. For integers $d \geq 2, l \geq 1$ and real numbers $0<\varepsilon \leq 1, p>0$, $q>0$, we have the following inequality

$$
\begin{align*}
& d p^{d+2 l}-(d+2 l) p^{d} q^{2 l}+2 l q^{d+2 l}  \tag{26}\\
& \quad-2 l \varepsilon q^{d+2 l-2}(p-q)^{2}-4 l \varepsilon p q^{d+2 l-3}(p-q)^{2} \geq 0
\end{align*}
$$

To make the exposition self-contained, a short proof is presented below.

Proof of Lemma 6. Define

$$
\Sigma_{d, l}(\alpha):=d \alpha^{d+2 l}-(d+2 l) \alpha^{d}+2 l-2 l(1+2 \alpha)(\alpha-1)^{2} .
$$

Simply using double induction on the integers $d \geq 2$ and $p \geq 1$, we obtain that

$$
\begin{equation*}
\Sigma_{d, l}(\alpha)=(\alpha-1)^{2}\left[\sum_{k=2}^{d-2} 2 l(k+1) \alpha^{k}+\sum_{k=2}^{2 l+1} d(k-1) \alpha^{d+2 l-k}\right] \geq 0 \tag{27}
\end{equation*}
$$

for any $\alpha>0$. Since the right side of (27) is non-negative, setting $\alpha=p / q$ and multiplying the resulting expression by $q^{d+2 l}$ we obtain
$d p^{d+2 l}-(d+2 l) p^{d} q^{2 l}+2 l q^{d+2 l}-2 l q^{d+2 l-2}(p-q)^{2}-4 l p q^{d+2 l-3}(p-q)^{2} \geq 0$.
Since $0<\varepsilon \leq 1$, we conclude (26), as required.
Having Lemma 6 at hand, we are in a position to show the following useful estimate that can be regarded as a precursor to the proof of Theorem 1.

Lemma 7. Assume that (16)-(21) hold and $d \geq 2, l \geq 1$. For any real number $\varepsilon \in(0,1]$ and each integer $k \geq 1$

$$
\begin{align*}
\sum_{j=1}^{k} \Lambda_{j}^{(l)} \geq & \frac{d}{d+2 l} \omega_{d}^{-\frac{2 l}{d}} \varphi_{k}(0)^{-\frac{2 l}{d}} k^{1+\frac{2 l}{d}}  \tag{28}\\
& +\frac{l \varepsilon}{6(d+2 l)} \beta^{-2} \omega_{d}^{-\frac{2 l-2}{d}} \varphi_{k}(0)^{2-\frac{2 l-2}{d}} k^{1+\frac{2 l-2}{d}} \\
& +\frac{l \varepsilon}{9(d+2 l)} \beta^{-3} \omega_{d}^{-\frac{2 l-3}{d}} \varphi_{k}(0)^{3-\frac{2 l-3}{d}} k^{1+\frac{2 l-3}{d}}
\end{align*}
$$

Proof of Lemma 7. Consider the decreasing, absolutely continuous function $\varphi_{k}:[0, \infty) \rightarrow[0, \infty)$ defined by (24). Recall that $0 \leq-\varphi_{k}^{\prime}(t) \leq \beta$ for $t \geq 0$ where $\beta>0$ is given by (23). By (15), we know that $\varphi_{k}(0)>0$. Set

$$
\begin{equation*}
\mathcal{G}_{k}(p):=\frac{1}{\varphi_{k}(0)} \varphi_{k}\left(\frac{\varphi_{k}(0)}{\beta} p\right) . \tag{29}
\end{equation*}
$$

Notice that $\mathcal{G}_{k}$ is positive, $\mathcal{G}_{k}(0)=1$ and $0 \leq-\mathcal{G}_{k}^{\prime}(p) \leq 1$. For ease of notation, we also define $g_{k}(p):=-\mathcal{G}_{k}^{\prime}(p)$ for $t \geq 0$. Hence, $0 \leq g_{k}(p) \leq 1$ for $t \geq 0$ and

$$
\int_{0}^{\infty} g_{k}(p) d p=\mathcal{G}_{k}(0)=1 .
$$

Let us define

$$
\begin{equation*}
\lambda_{k}=\int_{0}^{\infty} p^{d-1} \mathcal{G}_{k}(p) d p \quad \text { and } \quad \zeta_{k}=\int_{0}^{\infty} p^{d+2 l-1} \mathcal{G}_{k}(p) d p \tag{30}
\end{equation*}
$$

With the aid of (16), we obtain

$$
\begin{equation*}
k=\int_{\mathbb{R}^{d}} \mathcal{W}_{k}(\xi) d \xi=\int_{\mathbb{R}^{d}} \mathcal{W}_{k}^{*}(\xi) d \xi=d \omega_{d} \int_{0}^{\infty} p^{d-1} \varphi_{k}(p) d p \tag{31}
\end{equation*}
$$

In addition, (19) together with the fact that the map $\xi \mapsto|\xi|^{2 l}$ is radial and increasing, we get

$$
\begin{align*}
\sum_{j=1}^{k} \Lambda_{j}^{(l)} & =\int_{\mathbb{R}^{d}}|\xi|^{2 l} \mathcal{W}_{k}(\xi) d \xi \geq \int_{\mathbb{R}^{d}}|\xi|^{2 l} \mathcal{W}_{k}^{*}(\xi) d \xi  \tag{32}\\
& =d \omega_{d} \int_{0}^{\infty} p^{d+2 l-1} \varphi_{k}(p) d p
\end{align*}
$$

Substitution of (29) into (30) yields

$$
\begin{align*}
\lambda_{k} & =\frac{\beta^{d}}{\varphi_{k}(0)^{d+1}} \int_{0}^{\infty} p^{d-1} \varphi_{k}(p) d p=\frac{\beta^{d} k}{d \omega_{d} \varphi_{k}(0)^{d+1}}, \\
\zeta_{k} & =\frac{\beta^{d+2 l}}{\varphi_{k}(0)^{d+2 l+1}} \int_{0}^{\infty} p^{d+2 l-1} \varphi_{k}(p) d p \leq \frac{\beta^{d+2 l} \sum_{j=1}^{k} \Lambda_{j}^{(l)}}{d \omega_{d} \varphi_{k}(0)^{d+2 l+1}} . \tag{33}
\end{align*}
$$

For a finite integer $k \geq 1$ it is clear that $\zeta_{k}<+\infty$. Suppose that $p^{d+2 l} \mathcal{G}_{k}(p) \rightarrow$ $L>0$ as $p \rightarrow \infty$. Then for any $0<C<L$ we can find a finite number $R>0$ such that

$$
\begin{equation*}
0<\frac{L-C}{p}<p^{d+2 l-1} \mathcal{G}_{k}(p)<\frac{L+C}{p} \tag{34}
\end{equation*}
$$

for any $p>R$. Therefore, using (34) we arrive at a contradiction:

$$
\infty=\int_{R}^{\infty} p^{d+2 l-1} \mathcal{G}_{k}(p) d p \leq \int_{0}^{\infty} p^{d+2 l-1} \mathcal{G}_{k}(p) d p<\infty
$$

as $0 \leq \zeta_{k}<\infty$. Thus, $p^{d+2 l} \mathcal{G}_{k}(p) \rightarrow 0$ as $p \rightarrow \infty$. Moreover, in the same vein, it is not difficult to observe that $p^{d+2 l-1} \mathcal{G}_{k}(p) \rightarrow 0$ as $p \rightarrow \infty$, as well. Thus, applications of integration by parts simply yield

$$
\begin{equation*}
\int_{0}^{\infty} p^{d} g_{k}(p) d p=\lambda_{k} d \quad \text { and } \quad \int_{0}^{\infty} p^{d+2 l} g_{k}(p) d p=\zeta_{k}(d+2 l) \tag{35}
\end{equation*}
$$

Notice that

$$
\begin{equation*}
\left(p^{d}-1\right)\left(g_{k}(p)-\chi_{[0,1]}(p)\right) \geq 0, \quad p \in[0, \infty) \tag{36}
\end{equation*}
$$

Integrating (36) from 0 to $\infty$ yields

$$
\int_{0}^{\infty} p^{d} g_{k}(p) d p \geq \frac{1}{d+1}=\phi_{d}(0)
$$

where $\phi_{d}:[0, \infty) \rightarrow(0, \infty)$ is defined by

$$
\phi_{d}(a)=\int_{a}^{a+1} p^{d} d p
$$

Since $\phi_{d}$ is continuous and non-decreasing and $\phi_{d}(a) \rightarrow \infty$ as $a \rightarrow \infty$, the Intermediate Value theorem provides us with the existence of $\varrho \geq 0$ such that

$$
\phi_{d}(\varrho)=\int_{\varrho}^{\varrho+1} p^{d} d p=\int_{0}^{\infty} p^{d} g_{k}(p) d p
$$

which, by (35), concludes that

$$
\begin{equation*}
\int_{\varrho}^{\varrho+1} p^{d} d p=d \lambda_{k} \tag{37}
\end{equation*}
$$

Now consider the polynomial

$$
\mathcal{Q}(p)=p^{d+2 l}-\alpha_{1} p^{d}+\alpha_{2}=p^{d}\left(p^{2 l}-\alpha_{1}\right)+\alpha_{2}
$$

where

$$
\alpha_{1}=\frac{(\varrho+1)^{d+2 l}-\varrho^{d+2 l}}{(\varrho+1)^{d}-\varrho^{d}}>0, \quad \alpha_{2}=\frac{(\varrho+1)^{d+2 l}-\varrho^{d+2 l}}{(\varrho+1)^{d}-\varrho^{d}} \varrho^{d}-\varrho^{d+2 l} \geq 0
$$

are chosen so that $\mathcal{Q}(\varrho)=0$ and $\mathcal{Q}(\varrho+1)=0$ and $\mathcal{Q}$ remains negative on $(\varrho, \varrho+1)$ and positive on $[0, \infty) \backslash[\varrho, \varrho+1]$. It is immediate to observe that

$$
\begin{equation*}
\mathcal{Q}(p)\left(\chi_{[\varrho, \varrho+1]}(p)-g_{k}(p)\right) \leq 0 \quad \text { on }[0, \infty) \tag{38}
\end{equation*}
$$

Integration of $(38)$ on $[0, \infty)$ leads to

$$
\int_{\varrho}^{\varrho+1} p^{d+2 l} d p \leq \int_{0}^{\infty} p^{d+2 l} g_{k}(p) d p-\alpha_{1}\left(\int_{0}^{\infty} p^{d} g_{k}(p) d p-\int_{\varrho}^{\varrho+1} p^{d} d p\right)
$$

simplifying to

$$
\begin{equation*}
\int_{\varrho}^{\varrho+1} p^{d+2 l} d p \leq \int_{0}^{\infty} p^{d+2 l} g_{k}(p) d p \tag{39}
\end{equation*}
$$

Using (35), we infer that

$$
\begin{equation*}
\int_{\varrho}^{\varrho+1} p^{d+2 l} d p \leq \zeta_{k}(d+2 l) \tag{40}
\end{equation*}
$$

Observe that Jensen's inequality leads to

$$
\begin{equation*}
d \lambda_{k}=\int_{\varrho}^{\varrho+1} p^{d} d p \geq\left(\int_{\varrho}^{\varrho+1} p d p\right)^{d} \geq\left(\int_{0}^{1} p d p\right)^{d}=\frac{1}{2^{d}} \tag{41}
\end{equation*}
$$

Notice that (26) gives the crucial ingredient in the proof of this lemma. Indeed, integrating (26) in $p$ from $\varrho$ to $\varrho+1$ we arrive at

$$
\begin{align*}
\int_{\varrho}^{\varrho+1} p^{d+2 l} d p \geq & \frac{d+2 l}{d} q^{2 l} \int_{\varrho}^{\varrho+1} p^{d} d p-\frac{2 l}{d} q^{d+2 l}  \tag{42}\\
& +\frac{2 l \varepsilon}{d} q^{d+2 l-2} \int_{\varrho}^{\varrho+1}(p-q)^{2} d p \\
& +\frac{4 l \varepsilon}{d} q^{d+2 l-3} \int_{\varrho}^{\varrho+1} p(p-q)^{2} d p
\end{align*}
$$

Now, for any $q \geq 1 / 2$ and $\varrho \geq 0$, it is not difficult to see that

$$
\begin{align*}
\int_{\varrho}^{\varrho+1}(p-q)^{2} d p & \geq \min _{\varrho \geq 0, q \geq 1 / 2} \int_{\varrho}^{\varrho+1}(p-q)^{2} d p=\frac{1}{12}  \tag{43}\\
\int_{\varrho}^{\varrho+1} p(p-q)^{2} d p & \geq \min _{\varrho \geq 0, q \geq 1 / 2} \int_{\varrho}^{\varrho+1} p(p-q)^{2} d p=\frac{1}{36} \tag{44}
\end{align*}
$$

Since $\left(\lambda_{k} d\right)^{1 / d} \geq 1 / 2$ due to (41), setting $s=\left(\lambda_{k} d\right)^{1 / d}$ and using (37), (40), (43) and (44), we deduce that (42) simplifies to

$$
\begin{equation*}
\zeta_{k} \geq \frac{1}{d+2 l}\left(\lambda_{k} d\right)^{1+\frac{2 l}{d}}+\frac{l \varepsilon}{6 d(d+2 l)}\left(\lambda_{k} d\right)^{1+\frac{2 l-2}{d}}+\frac{l \varepsilon}{9 d(d+2 l)}\left(\lambda_{k} d\right)^{1+\frac{2 l-3}{d}}, \tag{45}
\end{equation*}
$$

which holds true for any $0<\varepsilon \leq 1$. Thus, we obtain (28) from (45) by utilizing equations in (33) together with (31) and (32). This finishes the proof of Lemma 7.

## 4. Proof of main results

This section reports the proofs of our main results.
4.1. Proof of Theorem 1. Now, we are ready to prove Theorem 1 by using Lemmas 6 and 7.

Proof of Theorem 1. The starting point is to minimize the right side of (28) over $\varphi_{k}(0)$. To do this, let us first set $x=\varphi_{k}(0)>0$. By (17), recall that we know $0<x \leq(2 \pi)^{-d}|\Omega|$. Also, set

$$
\begin{align*}
& \delta_{1}=\frac{d k^{1+\frac{2 l}{d}}}{(d+2 l) \omega_{d}^{\frac{2 l}{d}}}, \quad \delta_{2}^{\varepsilon}=\frac{l \varepsilon k^{1+\frac{2 l-2}{d}}}{6(d+2 l) \beta^{2} \omega_{d}^{\frac{2 l-2}{d}}},  \tag{46}\\
& \delta_{3}^{\varepsilon}=\frac{l \varepsilon k^{1+\frac{2 l-3}{d}}}{9(d+2 l) \beta^{3} \omega_{d}^{\frac{2 l-3}{d}}},
\end{align*}
$$

and define

$$
\begin{equation*}
\mathcal{S}(x)=\delta_{1} x^{-\frac{2 l}{d}}+\delta_{2}^{\varepsilon} x^{2-\frac{2 l-2}{d}}+\delta_{3}^{\varepsilon} x^{3-\frac{2 l-3}{d}} \tag{47}
\end{equation*}
$$

Since $d \geq 2$ and $l \geq 1$, we have

$$
2-\frac{2 l-2}{d}<3-\frac{2 l-3}{d} .
$$

Our aim is to show that $\mathcal{S}$ decreases on $\left(0,(2 \pi)^{-d}|\Omega|\right]$ even if $\varepsilon=1$. To this end, we need to analyze the following three cases:

Case $I: d<2 l / 3-1$. It is not difficult to see that all powers of $x$ in (47) are negative and so $\mathcal{S}$ is decreasing. Namely, $\mathcal{S}(x) \geq \mathcal{S}\left((2 \pi)^{-d}|\Omega|\right)$. Therefore, taking $\varepsilon=1$ and substituting $\beta=2(2 \pi)^{-d} \sqrt{|\Omega| \mathcal{I}(\Omega)}$ into (47), we obtain the right side of (8).

Case $I I: 2 l / 3-1 \leq d<l-1$. This means that

$$
2-\frac{2 l-2}{d}<0 \quad \text { and } \quad 3-\frac{2 l-3}{d} \geq 0
$$

We define $\mathcal{S}_{1}:\left(0,(2 \pi)^{-d}|\Omega|\right] \rightarrow(0, \infty)$ by

$$
\begin{equation*}
\mathcal{S}_{1}(x)=\delta_{2}^{\varepsilon} x^{2-\frac{2 l-2}{d}}+\delta_{3}^{\varepsilon} x^{3-\frac{2 l-3}{d}} \tag{48}
\end{equation*}
$$

After differentiating $\mathcal{S}_{1}$, we see that $\mathcal{S}_{1}(x)$ is decreasing when

$$
0<x \leq\left(\frac{(2 l-2 d-2) \delta_{2}^{\varepsilon}}{(3 d-2 l+3) \delta_{3}^{\varepsilon}}\right)^{\frac{d}{d+1}}=\left(\frac{3(l-d-1) \beta \omega_{d}^{\frac{1}{d}} k^{\frac{1}{d}}}{3 d-2 l+3}\right)^{\frac{d}{d+1}}
$$

Using $-d \leq 1-2 l / 3$ we obtain that

$$
\begin{equation*}
\frac{1}{2 \pi}<\frac{3(l-d-1)}{3 d-2 l+3} \tag{49}
\end{equation*}
$$

Using $\beta \omega_{d}^{\frac{1}{d}} \geq(2 \pi)^{-d}|\Omega|^{\frac{d+1}{d}}$ together with (49), we obtain that

$$
\frac{|\Omega|}{(2 \pi)^{d}} \leq\left(\frac{3(l-d-1) \beta \omega_{d}^{\frac{1}{d}} k^{\frac{1}{d}}}{3 d-2 l+3}\right)^{\frac{d}{d+1}}
$$

for any $k \geq 1$ and $0<\varepsilon \leq 1$. Thus, $\mathcal{S}_{1}$ is decreasing on $\left(0,(2 \pi)^{-d}|\Omega|\right]$ for any value of $\varepsilon \in(0,1]$. Thus, $\mathcal{S}(x)=\mathcal{S}_{1}(x)+\delta_{1} x^{-\frac{2 l}{d}}$ is also decreasing on $\left(0,(2 \pi)^{-d}|\Omega|\right]$. As a result, we may take $\varepsilon=1$ and, as in the previous case, we obtain the desired inequality in (8) from $\mathcal{S}(x) \geq \mathcal{S}\left((2 \pi)^{-d}|\Omega|\right)$.

Case III: $d \geq l-1$. In this case,

$$
2-\frac{2 l-2}{d}>0 \quad \text { and } \quad 3-\frac{2 l-3}{d}>0
$$

Here, the clincher is to separately use the monotonicity of two functions $\mathcal{S}_{2}, \mathcal{S}_{3}:\left(0,(2 \pi)^{-d}|\Omega|\right] \rightarrow(0, \infty)$ defined by

$$
\begin{equation*}
\mathcal{S}_{2}(x)=\frac{\delta_{1}}{2} x^{-\frac{2 l}{d}}+\delta_{2}^{\varepsilon} x^{2-\frac{2 l-2}{d}}, \quad \mathcal{S}_{3}(x)=\frac{\delta_{1}}{2} x^{-\frac{2 l}{d}}+\delta_{3}^{\varepsilon} x^{3-\frac{2 l-3}{d}} \tag{50}
\end{equation*}
$$

Differentiating $\mathcal{S}_{2}$ and $\mathcal{S}_{3}$, we observe that $\mathcal{S}_{2}(x)$ is decreasing when $0<x \leq$ $\left(\frac{l \delta_{1}^{\varepsilon}}{(2 d-2 l+2) \delta_{2}^{\varepsilon}}\right)^{\frac{d}{2 d+2}}$ while $\mathcal{S}_{3}(x)$ is decreasing when $0<x \leq\left(\frac{l \delta_{1}^{\varepsilon}}{(3 d-2 l+3) \delta_{3}^{\varepsilon}}\right)^{\frac{d}{3 d+3}}$. Hence, we particularly obtain that $x \mapsto\left(\mathcal{S}_{2}+\mathcal{S}_{3}\right)(x)=\mathcal{S}(x)$ is decreasing on $\left(0,(2 \pi)^{-d}|\Omega|\right]$ when we have

$$
\frac{|\Omega|}{(2 \pi)^{d}} \leq \min \left\{\left(\frac{6 d \beta^{2} k^{\frac{2}{d}}}{\varepsilon(2 d-2 l+2) \omega_{d}^{\frac{2}{d}}}\right)^{\frac{d}{2 d+2}},\left(\frac{9 d \beta^{3} k^{\frac{3}{d}}}{\varepsilon(3 d-2 l+3) \omega_{d}^{\frac{3}{d}}}\right)^{\frac{d}{3 d+3}}\right\}
$$

for any $k \geq 1$. In other words, in view of the inequalities $2 d-2 l+2 \leq 2 d$, $3 d-2 l+3 \leq 3 d+1, \beta \geq(2 \pi)^{-d} \omega_{d}^{-\frac{1}{d}}|\Omega|^{\frac{d+1}{d}}$ and definition of $\omega_{d}$ given in (13) we may take $\varphi_{k}(0)=(2 \pi)^{-d}|\Omega|$ when we have

$$
\varepsilon \leq \min _{d \geq 2}\left\{\mathcal{T}_{1}(d), \mathcal{T}_{2}(d)\right\}
$$

where

$$
\mathcal{T}_{1}(d)=12\left[\Gamma\left(1+\frac{d}{2}\right)\right]^{\frac{4}{d}}, \quad \mathcal{T}_{2}(d)=\frac{72 d}{3 d+1}\left[\Gamma\left(1+\frac{d}{2}\right)\right]^{\frac{6}{d}}
$$

Note that $\mathcal{T}_{1}(d)$ and $\mathcal{T}_{2}(d)$, running over integers greater than or equal to 2 , assume their minimum at $d=2$ with values $\mathcal{T}_{1}(2)=12$ and $\mathcal{T}_{2}(2)=144 / 7$, respectively (see Figure 1). As a result of these observations, we can replace $\varphi_{k}(0)$ with $|\Omega|(2 \pi)^{-d}$ in (28) when we set

$$
\begin{equation*}
\varepsilon=\min \left\{1, \mathcal{T}_{1}(d), \mathcal{T}_{2}(d)\right\}=1 \tag{51}
\end{equation*}
$$

In conclusion, $\mathcal{S}(x) \geq \mathcal{S}\left((2 \pi)^{-d}|\Omega|\right)$ and substitution of $\beta=2(2 \pi)^{-d} \sqrt{|\Omega| \mathcal{I}(\Omega)}$ given in (23) together with $\varphi_{k}(0)=|\Omega|(2 \pi)^{-d}$ turn (28) into (8).

Remark 1. In [26], it is shown that (7) is sharper than (5). Now, we elucidate why (8) is sharper than (7). Clearly, the power of $k$ in the last term in (8) is bigger than the power of $k$ in the last term in (7). However, due to


Figure 1. Graphs of $\mathcal{T}_{1}(d)$ and $\mathcal{T}_{2}(d)$ respectively.
the uncertainty of $|\Omega|$ and $I[\Omega]$, we can not directly compare the coefficients in (7) and (8). Note that (22) leads to

$$
\begin{equation*}
\sqrt{\frac{\mathcal{I}(\Omega)}{|\Omega|^{\frac{d+2}{d}}}} \geq \sqrt{\frac{d}{\pi(d+2)}}\left[\Gamma\left(1+\frac{d}{2}\right)\right]^{\frac{1}{d}} . \tag{52}
\end{equation*}
$$

Simple calculations together with (52) show that (8) is sharper than (7) for

$$
\begin{equation*}
k \geq \frac{(d+2(l-1))^{2 d}(d+2)^{d / 2}}{2^{6 d} d^{3 d / 2}(d+2 l)^{d}\left[\Gamma\left(1+\frac{d}{2}\right)\right]^{2}}:=M(d, l) \tag{53}
\end{equation*}
$$

One can compute that

$$
\max _{2 \leq d \leq 10^{7}, 1 \leq l \leq 46} M(d, l)=M(2,46)=0.989705
$$

This observation tells us that, for any integer $k \geq 1$, (8) provides us with a better lower bound than the one in (7) for at least $2 \leq d \leq 10^{7}$ and $1 \leq l \leq 46$. While it must be admitted that the inequality in (8) is arguably not the sharpest in theory, one can make it stronger possibly for higher dimensions by exploiting an analogous technique employed here.

Moreover, it is interesting to ask if there is a term involving $k^{1+\frac{2 l-1}{d}}$, which surprisingly does not exist in recent works.
4.2. Proof of Theorem 2. The following proof is inspired from the proof of Berezin-Li-Yau inequality in [13], [18], [29], [30]. An analogous proof is also exploited in [25] by means of Bathtub principle [19].

Proof of Theorem 2. Recall that $\mathcal{W}_{k}$ satisfies (16)-(19). Using the fact that $\left|\mathcal{F}\left[w_{j}^{(l)}(\xi)\right]\right|^{2} d \xi$ is a probability measure on $\mathbb{R}^{d}$ and that $z \mapsto z^{\eta}$ is concave for $z>0$ and $0<\eta \leq 1$, we apply Jensen's inequality to derive that

$$
\begin{equation*}
\sum_{j=1}^{k}\left[\Lambda_{j}^{(l)}\right]^{\eta}=\sum_{j=1}^{k}\left(\int_{\mathbb{R}^{d}}|\xi|^{2 l}\left|\mathcal{F}\left[w_{j}^{(l)}(\xi)\right]\right|^{2} d \xi\right)^{\eta} \geq \int_{\mathbb{R}^{d}}|\xi|^{2 l \eta} \mathcal{W}_{k}(\xi) d \xi \tag{54}
\end{equation*}
$$

Setting

$$
\mathcal{A}_{k}(\xi)=\frac{|\Omega|}{(2 \pi)^{d}} \chi_{B_{a_{k}}(0)}(\xi),
$$

where

$$
\begin{equation*}
a_{k}=\left(\frac{(d+2 l \eta)(2 \pi)^{d}\left(\sum_{j=1}^{k}\left[\Lambda_{j}^{(l)}\right]^{\eta}\right)}{d \omega_{d}|\Omega|}\right)^{\frac{1}{d+2 l \eta}} \tag{55}
\end{equation*}
$$

we have

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}|\xi|^{2 l \eta} \mathcal{A}_{k}(\xi) d \xi=\sum_{j=1}^{k}\left[\Lambda_{j}^{(l)}\right]^{\eta} \tag{56}
\end{equation*}
$$

Now observe that

$$
\begin{equation*}
\left(|\xi|^{2 l \eta}-a_{k}^{2 l \eta}\right)\left(\mathcal{W}_{k}(\xi)-\mathcal{A}_{k}(\xi)\right) \geq 0 \tag{57}
\end{equation*}
$$

Integrating (57) on $\mathbb{R}^{d}$ and using (56), we conclude that

$$
\begin{equation*}
a_{k}^{2 l \eta} \int_{\mathbb{R}^{d}}\left(\mathcal{W}_{k}(\xi)-\mathcal{A}_{k}(\xi)\right) d \xi \leq \int_{\mathbb{R}^{d}}|\xi|^{2 l \eta}\left(\mathcal{W}_{k}(\xi)-\mathcal{A}_{k}(\xi)\right) d \xi \leq 0 \tag{58}
\end{equation*}
$$

which simply yields

$$
\int_{\mathbb{R}^{d}} \mathcal{W}_{k}(\xi) d \xi \leq \int_{\mathbb{R}^{d}} \mathcal{A}_{k}(\xi) d \xi
$$

Thus, by (16), we obtain

$$
\begin{equation*}
k \leq \int_{\mathbb{R}^{d}} \mathcal{A}_{k}(\xi) d \xi=\frac{|\Omega|}{(2 \pi)^{d}} d \omega_{d}\left(\frac{a_{k}^{d}}{d}\right) . \tag{59}
\end{equation*}
$$

Substituting $\omega_{d}$ given by (13) and $a_{k}$ given by (55) into (59) and simplifying the terms, we therefore deduce the inequality in (9), as required.

It is worth noting that setting $\eta=1$ in (9) recovers the estimate in (4).
4.3. Proof of Theorem 5. Even though the following proof is done in a similar vein, we sketch the details for the sake of completeness as it does not directly follow from the previous one.

Proof of Theorem 5. Assume the properties (16)-(19). Since $\left|\mathcal{F}\left[w_{j}^{(l)}(\xi)\right]\right|^{2} d \xi$ is a probability measure on $\mathbb{R}^{d}$ and $t \mapsto t^{-\rho}$ is convex for $t>0$ and $\rho>0$, employing Jensen's inequality and (15), we obtain that

$$
\begin{equation*}
\sum_{j=1}^{k}\left[\Lambda_{j}^{(l)}\right]^{-\rho}=\sum_{j=1}^{k}\left(\int_{\mathbb{R}^{d}}|\xi|^{2 l}\left|\mathcal{F}\left[w_{j}^{(l)}(\xi)\right]\right|^{2} d \xi\right)^{-\rho} \leq \int_{\mathbb{R}^{d}} \frac{\mathcal{W}_{k}(\xi)}{|\xi|^{2 l \rho}} d \xi \tag{60}
\end{equation*}
$$

Define

$$
\mathcal{B}_{k}(\xi)=\frac{|\Omega|}{(2 \pi)^{d}} \chi_{B_{b_{k}}(0)}(\xi), \quad b_{k}=\left(\frac{(d-2 l \rho)(2 \pi)^{d}\left(\sum_{j=1}^{k}\left[\Lambda_{j}^{(l)}\right]^{-\rho}\right)}{d \omega_{d}|\Omega|}\right)^{\frac{1}{d-2 l \rho}}
$$

so that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \frac{\mathcal{B}_{k}(\xi)}{|\xi|^{2 l \rho}} d \xi=\sum_{j=1}^{k}\left[\Lambda_{j}^{(l)}\right]^{-\rho} \tag{61}
\end{equation*}
$$

Notice that

$$
\begin{equation*}
\left(\frac{1}{|\xi|^{2 l \rho}}-\frac{1}{b_{k}^{2 l \rho}}\right)\left(\mathcal{W}_{k}(\xi)-\mathcal{B}_{k}(\xi)\right) \leq 0 \tag{62}
\end{equation*}
$$

Integrating (62) on $\mathbb{R}^{d}$ and using (61), we arrive at

$$
\begin{equation*}
\frac{1}{b_{k}^{2 l \rho}} \int_{\mathbb{R}^{d}}\left(\mathcal{W}_{k}(\xi)-\mathcal{B}_{k}(\xi)\right) d \xi \geq \int_{\mathbb{R}^{d}} \frac{\left(\mathcal{W}_{k}(\xi)-\mathcal{B}_{k}(\xi)\right)}{|\xi|^{2 l \rho}} d \xi \geq 0 \tag{63}
\end{equation*}
$$

from which it follows that

$$
\int_{\mathbb{R}^{d}} \mathcal{W}_{k}(\xi) d \xi \geq \int_{\mathbb{R}^{d}} \mathcal{B}_{k}(\xi) d \xi
$$

Thus, by (16), we obtain

$$
\begin{equation*}
k \geq \int_{\mathbb{R}^{d}} \mathcal{B}_{k}(\xi) d \xi=\frac{|\Omega|}{(2 \pi)^{d}} d \omega_{d}\left(\frac{b_{k}^{d}}{d}\right) . \tag{64}
\end{equation*}
$$

Replacing $\omega_{d}$ and $b_{k}$ with their actual values in (64) and rearranging the terms, we infer the demanded inequality in (12).

Now, we shall sketch the proof of corollaries.

### 4.4. Proofs of Corollaries 3-4.

Proofs of Corollaries 3-4. To see (10), we take $z \in\left[\Lambda_{k}^{(l)}, \Lambda_{k+1}^{(l)}\right)$ so that $\mathcal{N}_{l}(z)=k$. Employing (9) with $\eta=1$ leads to

$$
z \geq \frac{1}{k}\left(k \Lambda_{k}^{(l)}\right) \geq \frac{1}{k} \sum_{j=1}^{k} \Lambda_{j}^{(l)} \geq(4 \pi)^{l} \frac{d}{d+2 l}\left(\frac{\Gamma\left(1+\frac{d}{2}\right)}{|\Omega|}\right)^{\frac{2 l}{d}} k^{\frac{2 l}{d}}
$$

and so

$$
\begin{equation*}
\mathcal{N}_{l}(z) \leq \frac{(d+2 l)^{\frac{d}{2 l}}}{d^{\frac{d}{2 l}}} \frac{1}{(4 \pi)^{\frac{d}{2}}} \frac{|\Omega|}{\Gamma\left(1+\frac{d}{2}\right)} z^{\frac{d}{2 l}} \tag{65}
\end{equation*}
$$

as desired.
Next, we suitably utilize the Laplace transform to obtain a Kac type inequality as in [11]. To this end, let us first recall the definition of the Laplace transform:

$$
\begin{equation*}
\mathcal{L}[\psi(z)](t)=\int_{0}^{\infty} e^{-z t} \psi(z) d z \tag{66}
\end{equation*}
$$

It is not difficult to see that

$$
\mathcal{L}\left[\mathcal{N}_{l}(z)\right](t)=\frac{\mathcal{Z}_{l}(t)}{t} \quad \text { and } \quad \mathcal{L}\left[z^{\frac{d}{2 l}}\right](t)=\frac{\Gamma\left(1+\frac{d}{2 l}\right)}{t^{1+\frac{d}{2 l}}} .
$$

Thus, taking the Laplace transform of both sides of (10) leads to (11).
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