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BAYESIAN ASPECTS OF SOME
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We study the Bayesian approach to nonparametric function estima-
tion problems such as nonparametric regression and signal estimation.
We consider the asymptotic properties of Bayes procedures for conjugate
(=Gaussian) priors.

We show that so long as the prior puts nonzero measure on the very
large parameter set of interest then the Bayes estimators are not satis-
factory. More specifically, we show that these estimators do not achieve
the correct minimax rate over norm bounded sets in the parameter space.
Thus all Bayes estimators for proper Gaussian priors have zero asymptotic
efficiency in this minimax sense.

We then present a class of priors whose Bayes procedures attain the
optimal minimax rate of convergence. These priors may be viewed as com-
pound, or hierarchical, mixtures of suitable Gaussian distributions.

1. Introduction. This paper investigates asymptotic properties of Bayes
estimators in nonparametric regression and in the closely related nonpara-
metric white noise with drift signal estimation problem. The primary problem
considered is estimation of an unknown regression function under mean inte-
grated squared error loss.

For most of our results we assume this regression function lies in a Sobolev
space of functions of prescribed degree of smoothness. This is a common as-
sumption for such problems, and minimax rates over bounded balls in this
space are well known.

We first discuss the nature of conjugate priors having linear Bayes esti-
mators. We next construct such a prior whose Bayes estimates attain the
optimal minimax rate. See Theorem 5�1. However this prior is not supported
on the assumed Sobolev parameter space. Instead, it is supported on a larger
space, also of Sobolev type. Furthermore, the assumed parameter space has
both prior and posterior probability zero under this prior. Consequently, this
conjugate prior has the undesirable property that any Bayesian confidence
regions for the regression function consist almost surely of functions outside
the assumed parameter space.

We then investigate the question of whether there exists a Gaussian prior
supported on the assumed parameter space whose Bayes estimates attain the
optimal minimax rate. In a series of results that end with Theorem 5�2 we
show that the answer to this question is negative.
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The preceding negative results lead to the question of whether there exists
any prior distribution supported on the parameter space whose Bayes esti-
mates attain the optimal minimax rate. In the latter part of this paper we
show there do exist such priors. The priors we construct for this purpose are
mixtures of Gaussian priors.

Ferguson (1973) was a relatively early attempt to provide a Bayesian frame-
work for nonparametric problems. His approach is very useful for a certain
subclass of nonparametric problems, but for various technical reasons (which
are now well understood) it cannot be adapted to the types of curve estimation
problems in which we are interested.

Wahba (1978, 1990) established that certain nonparametric spline estima-
tors could be viewed as Bayesian estimators. The prior distributions appearing
in her results depend on the sample size, n, and are not supported on the set
of potential curves in the estimation problem.

Van der Linde (1993, 1995) contains additional discussion of smoothing
splines as Bayes estimates. She points out that even though Wahba’s prior and
posteriors have measure zero on the function space of interest, the marginal
distribution of the function evaluated at the design points can be used for the
purpose of estimation at those points.

Cox (1993), Diaconis and Freedman (1986, 1998) and Freedman (1999) dis-
cuss aspects of the asymptotic behavior of Bayes estimates for a special sub-
family of conjugate priors. In particular they find that Bayes estimators re-
sulting from these priors exhibit an undesirable asymptotic property related
to the usual Bernstein-von Mises criterion. These papers do not investigate
minimax risk in the way we do, nor do they establish that the undesirable
property they establish holds for all conjugate priors, as we do in our Theo-
rem 5�2.

In familiar parametric problems conjugate priors have several well-
recognized advantages as well as some disadvantages. See, for example,
Berger [(1985), Chapter 4]. At least, in those problems such priors behave
satisfactorily as the sample size n tends to infinity. Thus, the corresponding
Bayes procedures are asymptotically consistent as well as asymptotic efficient
and locally asymptotically minimax. See, for example, LeCam [(1986) espe-
cially Section 16.6].

In sections 2 and 3 we discuss the definition and construction of conjugate
priors for our problems and the calculation of their Bayes estimates. The key
reference here is Mandelbaum (1983) which builds on general results in Kuo
(1975).

In Section 4 we study the consistency of Bayes procedures for conjugate pri-
ors. We find that a large subclass in fact yields consistent estimators. However
the more diffuse of these priors actually lead to asymptotically inconsistent
estimators.

Another feature already mentioned for parametric problems is the asymp-
totic efficiency of Bayes estimators. (Indeed, in that setting virtually all rea-
sonable priors yield asymptotically efficient estimators.) One version of this
efficiency in parametric problems is that the Bayes estimators are locally
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asymptotically minimax. A similar property can be studied for nonparamet-
ric problems. Specifically one can study formulations in which a nontrivial
asymptotic minimax result is valid, and then ask whether Bayes estimators
for conjugate priors have this asymptotic minimax property.

In Section 5 we study problems of this sort. We show that no Gaussian
prior supported on the space of possible distributions yields asymptotically
minimax estimators. Indeed, the negative result is somewhat more striking
- not only are the Bayes estimators not locally asymptotically minimax (over
norm-bounded sets in the parameter space), they do not even achieve the cor-
rect minimax rate. Thus they have zero asymptotic efficiency in this minimax
sense.

In Section 6 we then construct a family of priors whose Bayes procedures
do attain the minimax rate. These priors are carefully chosen mixtures of
particular Gaussian priors. Theorem 6.1 establishes that these priors achieve
the minimax rate so long as the mixing distribution has tails that do not decay
faster than exponentially.

2. White noise model. Consider the following prototypical problem.
Given n, we observe �Y�t�� of the form

Y�t� =
∫ t

−1
f�s�ds+ σ√

n
Bt 
(2.1)

where f belongs to some subset of � 2
	−1
1
 = �f � ∫ 1−1 f2�t�dt < ∞� and Bt is a

Brownian motion, while σ2 > 0 is known. We may assume σ2 = 1. One wants
to estimate some function of f, in terms of �Y�t��. For example the entire
functional f, or the function value at a point, say f�0�.

Equation �2�1� is often written as

dY�t� = f�t�dt+ 1√
n
dB�t�(2.2)

and is called the white noise model.
Much research has been conducted in this area. In particular, Brown and

Low (1996) constructively showed under mild conditions that for any nonpara-
metric regression problem there is a white noise problem which is asymptoti-
cally equivalent to it and conversely. Nussbaum (1996) and Klemelä and Nuss-
baum (1998) showed later (again under mild conditions) that a density estima-
tion problem is also asymptotically equivalent to a corresponding white noise
problem. See also Donoho and Liu (1991) and Donoho and Johnstone [(1998),
Section 8]. These remarkable results make the white noise model more useful
in addition to its own theoretical and applied importance.

In particular, the nature of the equivalence established in Brown and Low
(1996) implies that all asymptotic results established here for the white noise
model also hold for the standard nonparametric regression model where one
observes

Yi = f�i/n� + εi
 εi
i�i�d∼ N�0
1�
 i = 1
 � � � 
 n�

See especially Theorem 4.1 and Remark 4.3 in Brown and Low (1996).
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The white noise model is equivalent to the normal mean problem. To be
more precise, if we express f�t� in terms of its Fourier series, then to esti-
mate f�t� is equivalent to estimating its Fourier coefficients. This connection
was beautifully exploited in Donoho, Liu and MacGibbon (1993) to study the
efficiency of linear minimax rules. By the properties of Brownian motion, the
Fourier coefficients turn out to be normal means, as follows.

Let �φi�t��∞i=1 be an orthonormal basis of � 2
	−1
1
. Then f�t� can be uniquely

expressed as
f�t� =∑ θi φi�t�


where θ = �θi� ∈ l2 = �θ �∑ θ2i < ∞�.
In the white noise problem, we observe Y�t�. Let

yi =
∫ 1

−1
φi�t�dY�t��

Then

yi = θi +
1√
n
εi

where

εi
iid∼ N�0
1��

Furthermore, let f̃�t� denote an estimator of f�t� and let θ̃ denote the cor-
responding estimator of θ. Thus

θ̃i =
∫ 1

−1
φi�t�f̃�t�dt�

Then

�f�t� − f̃�t��2 =
∫
�f�t� − f̃�t��2dt

= �θ− θ̃�2 =∑�θi − θ̃i�2�
This shows that estimating the unknown function f�t� in the white noise

model based on observation of �Y�t�� is the same as estimating the infinite
dimensional normal mean vector �θi� based on observation of �yi�, and � 2

loss in the first problem is equivalent to �2 loss in the second.

3. Conjugate priors. In this section we consider observations of the ran-

dom variable Y = �y1
 y2
 � � ��′ with yi
ind∼ N�θi, σ2/n�. σ2 > 0 is known, and

so we may as well assume σ2 = 1. The parameter θ = �θ1
 θ2
 � � ��′ ∈ � is to
be estimated under loss

L�θ
a� =∑
i

�θi − ai�2
(3.1)

which is equivalent to estimating f under the loss �f̂− f�2 in � 2
	−1
1
.

We will establish a class of conjugate priors and find the Bayes solutions
to the above problem. For completeness of the presentation we start with a
general discussion of Gaussian measures on a Hilbert space H.
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Definition 3.1. A Gaussian measure µ onH is a Borel measure onH such
that for each x ∈ H, the measurable function < x
 · > is normally distributed,
that is, there exist real numbersmx and σx2 such that < x
 · > ∼ N�mx
σx

2��

We combine Lemma 2.1 and Theorem 2.3 in Kuo (1975) to get the following
version of a theorem of Prohorov.

Theorem 3.1 (Prohorov). An operator S corresponds to the covariance op-
erator of a Gaussian measure on H if and only if:

(i) S is self-adjoint.
(ii) S is positive definite.
(iii)

∑
i < Sei
 ei > < ∞, where �ei� is an orthonormal basis of H.

Let �2 denote the Hilbert space

�2 = �θ � ∑ θi
2 < ∞�

with inner product �θ
φ� = θ′φ.
To any Gaussian measure on a Hilbert space H ⊂ �θ � θ = �θ1
 � � ��′� there

corresponds a covariance matrix � = �σij� defined by

σij = E�θi −E�θi���θj −E�θj���

Definition 3.2. We say � is trace-class if

Tr� =∑σii < ∞�

Chapter 1.3 of Mandelbaum (1983) [or see Mandelbaum (1984)] yields

Theorem 3.2. Let π be a Gaussian measure on �2 with mean m ∈ �2. As-
sume it has a trace-class covariance matrix �.

(a) Then the conditional distribution of θ given Y is a Gaussian measure
on �2 with

T̂ = E�θ�Y� = ���+ I/n�−1Y+ �I− ���+ I/n�−1�m�(3.2)

(b) With probability 1
 E�θ�Y� ∈ �2. This measure has a trace-class covari-
ance matrix ��Y = ��n�+ I�−1�

We have so far been using the term “conjugate prior” in either of two well
accepted senses. One definition of the term is particularly suited to exponen-
tial families and refers to priors whose Bayes procedures are linear. See, for
example, Diaconis and Ylvisaker (1979). Another definition of the term refers
to any class of priors whose posterior distributions also lie within the same
class. See, for example, Berger (1985). The following corollary verifies that both
meanings of the term apply to the Gaussian priors in the present problem.
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Corollary 3.1. Let � denote the class of Gaussian measures on �2. Then
� is a class of conjugate priors. The corresponding Bayes estimator is as in
�3�2�.

4. Consistency of Bayes estimators. In finite dimensional parameter
estimation, Bayesian analysis virtually always yields consistent estimators on
the support of the prior. But Diaconis and Freedman (1986) pointed out the
existence of inconsistent Bayes estimators in infinite dimensional estimation
problems. See also Freedman (1999) and references therein. It then becomes
necessary and useful too to consider the consistency of Bayes estimators in
nonparametric, that is, infinite parametric, problems.

We will use the same notation as in the last section, that is, let

yi
ind∼ N

(
θi


1
n

)

 i = 1
2
 � � � 


θ = �θi� ∈ �2�

Definition 4.1. An estimator T of θ is consistent if

�T− θ�2 P→ 0 ∀θ ∈ �2�

We first give a result for a Gaussian prior whose covariance matrix, �, is
trace-class. The corresponding Bayes estimator is shown to be consistent in
the following theorem.

Theorem 4.1. Let yi
ind∼ N�θi
 1

n
�, θ = �θi� ∈ �2. Suppose the prior is

Gaussian with mean in �2 and a trace-class covariance matrix �. Then the
Bayes estimator is consistent.

Proof. It suffices to consider the case where the prior mean is zero and
� = diag��ii�.

Based on formula �3�2�, the Bayes estimator T has

Ti =
τi

2yi

τi
2 + 1

n

(4.1)

where τi2 = �ii. Note,

Eθ�T− θ�2 = Eθ

∑�Ti − θi�2

=∑var�Ti� +
∑�E�Ti� − θi�2�(4.2)

=∑
i

(
τi

2

τi
2 + 1/n

)2 1
n
+∑(

1/n
τi

2 + 1/n

)2
θi

2 → 0

since the dominated convergence theorem applies to both sums above. ✷
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If � is not trace-class then the consistency conclusion of Theorem 4�1 can
easily fail to hold. For this purpose, if M is positive definite, let HM denote
the Hilbert space

HM = �θ � θ′Mθ < ∞�
with inner product < θ
φ >= θ′Mφ. Note that if the supremum of the eigen-
values of M is finite then θ ∈ �2 implies θ ∈ HM.

Definition 4.2. We say � is Hilbert–Schmidt if

Tr��2� < ∞�

Note that if � is Hilbert-Schmidt and µ is a Gaussian measure on H� with
covariance operator S = �2 then its covariance matrix is �. [Condition (iii)
of Theorem 3�1 is satisfied because � is Hilbert–Schmidt.] This observation
combined with Chapter 1.3 of Mandelbaum’s (1983) thesis [or see Mandelbaum
(1984)] shows that if π is a Gaussian measure on H� with mean m ∈ �2 and
Hilbert-Schmidt covariance matrix �, then the conditional distribution of θ
given Y is a Gaussian measure on H� with

E�θ�Y� = ���+ I/n�−1Y+ �I− ���+ I/n�−1�m�

With probability one E�θ�Y� ∈ �2. This measure has Hilbert–Schmidt covari-
ance matrix ��Y = ��n�+ I�−1�

Theorem 4.2. Suppose � is diagonal with �ii = τi
2 = i−2p. Then for 1/4 <

p ≤ 1/2 the Bayes estimator is inconsistent.

Proof. For 1/4 < p ≤ 1/2, � is Hilbert-Schmidt but not trace class. By
�4�2� the variance term satisfies

var = 1
n

∑
i

i−4p

�1/n+ i−2p�2

∼ 1
n

∫ ∞

0

x−4p

�1/n+ x−2p�2dx(4.3)

= 1

n1− 1
2p

∫ ∞

0

1
�1+ t2p�2dt �

If p = 1/2 the right side converges to a finite non-zero number, and if 1/4 <
p < 1/2 it diverges to infinity.

By the Lindeberg–Lévy central limit theorem,
∑�Ti−θi�2 is asymptotically

normal with mean E�∑�Ti − θi�2� as in �4�3� above. Its variance is
∑

Var�Ti − θi�2 = 2
∑ 1

n2

(
τi

2

τi
2 + 1/n

)4

+4∑ 1
n2

(
1

τi
2 + 1/n

)2
θi

2 1
n

(
τi

2

τi
2 + 1/n

)2
�
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It is then easy to check that for p > 1/4

lim
n→∞

∑
Var�Ti − θi�2 = 0 for θ ∈ �2�

Hence �T− θ�2 has a mean bounded away from 0 and a variance which con-
verges to 0. It follows that for every ε > 0 sufficiently small

lim
n→∞Pr��T− θ�2 < ε� = 0�

Hence the Bayes estimator is inconsistent. ✷

5. Some Bayesian results in function estimation. In this section, the
parameter family will be restricted to Sobolev-type subspaces of �2. To be
precise we will for convenience assume that

Eq = {�θi� � ∑ i2qθi
2 < ∞} 
 q > 1

2 �(5.1)

Minimax results hold over bounded balls in this space, which we denote as

Eq�B� = {�θi� � ∑ i2qθi
2 ≤ B

}
�

Under the usual Fourier basis, this essentially corresponds, when q is an in-
teger, to the class of all periodic f ∈ L2 with absolutely continuous �q − 1�th
derivative and whose qth derivative has uniformly bounded L2 norm. Note
that many other Sobolev subspaces can be written similarly as ��θi� �∑aiθ

2
i <

∞�. Our results apply immediately to such spaces for which ai ∼ ci2q. This
generalization allows one for example to remove the above assumption of pe-
riodicity.

Estimating the entire function under integrated square loss is considered,
that is, if θ̂ = �θ̂i� is an estimator of θ, then the risk function is

R�θ̂
 θ� = Eθ

∑
i

�θ̂i − θi�2�(5.2)

The optimal rate in the minimax sense is well known to be n−2q/�2q+1�, that is,

0 < lim
n→∞ inf

θ̂
sup

θ∈Eq�B�
n2q/�2q+1�R�θ̂
 θ� < ∞ �(5.3)

Details can be found in Ibragimov and Hasminskii (1977), Pinsker (1980),
Donoho, Liu and MacGibbon (1990) or Zhao (1993). Our attempt is to try to
find a Bayesian procedure attaining this rate. Surprisingly, it will be later seen
that no conjugate prior supported on Eq can produce �5�3�.We will proceed in
steps to establish this result, looking at conjugate priors with progressively
more general covariance functions.

We start with independent normal priors having a special power-variance
structure. The first main result is that there exist priors of this sort whose
Bayes procedure attains the optimal minimax rate, but these priors are not
supported on Eq.
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Theorem 5.1. Let

π�θ� =∏
i

1√
2πi−2p

exp

{
− θi

2

2i−2p

}
�(5.4)

When p > max�q2 
 1
2�, then the Bayes estimator

T̂n =
{
T̂ni =

i−2p

i−2p + 1/n
yi

}
(5.5)

has the minimax rate n−min�1−1/�2p�
 q/p�, that is,
0 < lim

n
sup

θ∈Eq�B�
nmin�1−1/�2p�
 q/p�R�T̂n
 θ� < ∞�(5.6)

In particular, if we take p = q+ 1
2 , then the Bayes estimator attains the optimal

rate.

Proof. For simplicity, we take B = 1. By �4�2�,

sup
θ∈Eq�1�

R�T̂n
 θ�= sup
θ∈Eq�1�


∑

i

(
1/n

i−2p + 1/n

)2

θi
2+∑

i

(
i−2p

i−2p + 1/n

)2
1
n


 �(5.7)

Now ∑
i

(
i−2p

i−2p + 1/n

)2 1
n

� n−�1−1/2p�(5.8)

and

sup∑
i2qθi

2≤1

∑
i

(
1/n

i−2p + 1/n

)2
θi

2

= sup∑
i2qθi

2≤1

∑ (
1/n

i−2p+1/n
)2

i2q
i2qθi

2(5.9)

= max
i

{
1

�1+ ni−2p�2i2q
}
�

Finding the critical point of 1/�1+ nx−2p�2x2q, as long as
2p− q ≥ 0 
(5.10)

shows that (5.9) will attain its maximum value at

i =
[�2p− q�n

q

] 1
2p


(5.11)

where 	x
 denote the largest integer less than or equal to x. Consequently, the
maximum value in (5.9) is

max
i

{
1

�1+ ni−2p�2i2q
}
= cn−q/p(5.12)

for some c > 0.
�5�8� and �5�12� lead to �5�6�.
Finally, when p = q+ 1/2, min�1− 1/2p
 q/2p� = 2q/�2q+ 1�. ✷
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The above theorem and the fact in �5�3� yield a very plausible result: there is
a Bayes estimator corresponding to independent normal priors which attains
the optimal minimax rate. Unfortunately, such a prior, that is, �5�4� with p =
2q + 1/2, has measure 0 on the parameter space Eq. To see this note that
as in Section 3, a positive definite, self-adjoint operator � corresponds to the
covariance matrix of a Gaussian measure µ with mean zero on Eq, iff∑

i2q�ii < ∞�(5.13)

But when �ii = i−�2q+1� as in Theorem 5�1,
∑
i2q�ii = ∞.

This prior has a further undesirable property. From Theorem 3.2 note that
the posterior distribution is normal with independent coordinates having vari-
ances

�ii =
i−�2q+1�

1+ ni−�2q+1� �

These posterior coordinate variances also do not satisfy �5�13� and hence the
posterior also is not supported in Eq.

In summary, we have also proved the following negative result:

Proposition 5.1. There is no independent normal prior as defined in �5�4�
with support on Eq such that the corresponding Bayes estimator attains the
optimal rate as in �5�3�.

This leads us to work on a more general result.

Proposition 5.2. Let

π�θ� =∏
i

N�0
 τi2�(5.14)

such that ∑
i2qτi

2 < ∞ �(5.15)

Then the Bayes estimator

T̂ =
{

τi
2yi

τi
2 + 1/n

}
(5.16)

cannot attain the optimal rate n−2q/�2q+1�, that is,

lim sup
n→∞

n
2q

2q+1 sup
θ∈Eq�B�

R�T̂
 θ� = ∞�(5.17)

Proof. Without loss of generality, we will assume B = 1 in Eq�B�. Since

sup
θ∈Eq�1�

R�T̂
 θ� = sup
θ∈Eq�1�

∑(
1/n

τi
2 + 1/n

)2
θi

2 +∑(
τi

2

τi
2 + 1/n

)2 1
n
�
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It suffices to show that there is no c > 0 such that

sup
θ∈Eq�1�

∑(
1/n

τi
2 + 1/n

)2
θi

2 ≤ cn− 2q
2q+1(5.18)

is true for all sufficiently large n. Now

sup
θ∈Eq�1�

∑(
1/n

τi
2 + 1/n

)2
θi

2

= sup
θ∈Eq�1�

∑(
1/n

τi
2 + 1/n

)2
i−2qi2qθi

2

= sup
i

(
1/n

τi
2 + 1/n

)2
i−2q

= 1
mini�nτi2 + 1�2i2q �

Suppose �5�18� were right. Then

min
i

�nτi2 + 1�2i2q ≥ 1
c
n

2q
2q+1 �

Hence, for all large n, say n ≥ n0,

�nτi2 + 1�2i2q ≥ 1
c
n

2q
2q+1(5.19)

for every i. This is equivalent to

τi
2 ≥

1√
c
n

q
2q+1 i−q − 1

n
�(5.20)

Choose

n =
[(√

c
2q+ 1
q+ 1

) 2q+1
q

i2q+1
]
�

Substitute this value in �5�20� to find
τi

2 ≥ �cq + o�1��i−�2q+1�

as i → ∞, where

cq = q

q+ 1

(√
c
2q+ 1
q+ 1

)− 2q+1
q

> 0�

Hence ∑
i≥i0

i2qτi
2 ≥∑

i

cq
1
i
= ∞ �

This contradicts the assumption �5�15� and leads the conclusion to that �5�18�
cannot hold. ✷



BAYESIAN NONPARAMETRIC ESTIMATION 543

The results so far are upsetting. Even worse, we will show next that there
is no Gaussian prior supported on Eq whose corresponding Bayes estimator
attains the optimal rate. Let us start by noting the following facts about ma-
trices. See, for example, Brown [(1986), formula 1.17 (2)].

Lemma 5.1. Let the symmetric matrix P be positive definite and let PD

denote the diagonal matrix of P. Then

�P−1�D ≥ �PD�−1�(5.21)

If P is positive definite, then

�P−2�D ≥ �PD�−2 �(5.22)

We are now ready to state the penultimate theorem of this section.

Theorem 5.2. There is no Gaussian measure supported on Eq whose cor-
responding Bayes estimator attains the optimal rate. More precisely, if � is the
covariance matrix of a Gaussian measure on Eq, then the Bayes estimator, T̂,
satisfies

lim sup
n→∞

n
2q

2q+1 sup
θ∈Eq�B�

R�T̂
 θ� = ∞ �(5.23)

Proof. It suffices to prove the result when the prior has mean zero and
B = 1.

(i) From formula �3�2�, when the prior has mean zero

T̂ = n�nI+ �−1�−1Y�
Since

n�nI+ �−1�−1 − I = −�n�+ I�−1

it follows that

Bias2�θ
 T̂� = ��n�+ I�−1θ�2�(5.24)

Suppose �5�23� fails, that is,

n
2q

2q+1 sup
θ∈Eq�1�

R�T̂
 θ� ≤ c(5.25)

for some constant c > 0 and all sufficiently large n. Then

n
2q

2q+1 sup
θ∈Eq�1�

Bias2�θ
 T̂� ≤ c


that is,

n
2q

2q+1 sup
θ∈Eq�1�

��n�+ I�−1θ�2 ≤ c�(5.26)
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If we can show that

sup
θ∈Eq�1�

��n�D + I�−1θ�2 ≤ sup
θ∈Eq�1�

��n�+ I�−1θ�2
(5.27)

then we will have

n
2q

2q+1 sup
θ∈Eq

��n�D + I�−1θ�2 ≤ c �(5.28)

Notice that ��n�D + I�−1θ�2 is the Bias2 term of the Bayes estimator corre-
sponding to the independent normal prior with variance �ii. The variance
term in the risk of the independent normal prior is of course the same as that
corresponding to the original prior. Hence �5�28� will contradict Proposition
5.2.

(ii) It remains to show �5�27�.
Let

E0 =
{
θ � θi =

1
iq

 θj = 0 if j �= i
 i = 1
2
 � � �

}
⊂ Eq�1��

Let us denote

	�n�+ I�−2
D = �λ′
ii�

and

�n�D + I�−2 = �λii� �
Then

sup
θ∈Eq�1�

��n�+ I�−1θ�2

≥ sup
θ∈E0

��n�+ I�−1θ�2

= sup
θ∈E0

���n�+ I�−1�Dθ�2

= max
i

λ′
ii

i2q
�

(5.29)

On the other hand

sup
θ∈Eq�1�

��n�D + I�−1θ�2

= sup∑
i2qθi

2≤1

∑
λiiθi

2(5.30)

= max
i

λii
i2q

�

By Lemma 5�1, we have

	�n�+ I�−2
D ≥ �n�D + I�−2
(5.31)

that is,

λ′
ii ≥ λii �

�5�29� – �5�31� prove �5�27�. This completes the proof of Theorem 5.2. ✷



BAYESIAN NONPARAMETRIC ESTIMATION 545

Remark (Generalization). The preceding results can be immediately gen-
eralized to hold for ellipsoids of the form ��θi� � ∑a2i θi

2 ≤ 1� when ai ∼ ciq.
Because of this, our results also cover the white noise problem with �f� con-
sisting of f ∈ L2 with absolutely continuous �q − 1�th derivative and qth
derivative bounded in L2. Other Sobolev type spaces are also included.

6. Compound priors. Because of the negative results in the previous
section it is necessary to look for a prior supported on Eq whose Bayes estima-
tor attains the optimal rate. We will demonstrate the existence and construct
such a prior. The prior constructed has a special compound (or hierarchical)
conjugate structure.

Take τ2i = i−�2q+1�. Let Gk be the prior distribution function on Eq for
which the coordinates, θi, are independent with θi ∼ N�0
 τ2i � for i ≤ k and
θi ∼ N�0
0� for i > k. Each Gk is a conjugate, Gaussian prior.

Let �ak� be any sequence such that
∑
ak = 1 and for some A < ∞
 A1 > 0

ak ≥ A1e
−Ak k = 1
 � � � �(6.1)

The prior of interest is the compound prior given by

G =
∞∑
k=1

akGk�(6.2)

This prior can be considered as a hierarchical prior, with the value of k as the
hierarchical index having the prior probabilities P�K = k� = ak.

This collection of priors was introduced and discussed in Zhao (1996) to
establish the optimal mean square error rate results given below. Shen and
Wasserman (1998) have also used a subset of this collection of priors and refer
to them as “sieve priors.” They consider the posterior distribution under G, and
show for each θ ∈ Eq that it converges in probability to a point mass at θ at
the desired rate.

Let δ̂k denote the Bayes estimator for the prior Gk. The coordinates of δ̂k
are given by

�δ̂k�i =
{
biyi
 if i = 1
 � � � 
 k

0
 if i = k+ 1
 � � � 
(6.3)

where b�n�i = τ2i /�n−1 + τ2i �.
Since G is a hierarchical prior its Bayes estimator, θ̂, can be represented

as a weighted average of the estimators δ̂k where the weights are from the
posterior distribution of Gk given Y. Thus

θ̂
�n�
i �Y� =∑

k

w
�n�
k �Y�δ̂ki�Y�(6.4)

where

w
�n�
k �Y� = c

�n�
k �Y�∑
j c

�n�
j �Y�






546 L. H. ZHAO

with

c
�n�
j �Y� = aj

∫
p

�n�
ψ �Y�Gj�dψ�(6.5)

where

p
�n�
ψ �Y� = exp

[
n
∑�ψiyi − ψ2

i /2�
]
�

In view of their special form �6�3� and �6�4� can be rewritten as

θ̂
�n�
i �Y� = W

�n�
i �Y�b�n�i yi(6.6)

with

W
�n�
i �Y� =

∑
j≥i c

�n�
j �Y�∑∞

j=1 c
�n�
j �Y�

�(6.7)

(For notational convenience, the dependence on n and/or Y of bi
pψ
 ci and
Wi, etc., will often be suppressed in later expressions.)

As previously noted, the minimax rate for this problem is n−2q/�2q+1�. Our
main result is that the Bayes procedure θ̂ for this prior achieves this rate.

Theorem 6.1. Let G be the compound prior described above. In particular,
assume that the tail condition �6�1� is satisfied. Then its Bayes procedure, θ̂,
achieves the minimax rate, that is, for any B < ∞,

lim
n→∞ sup

θ∈Eq�B�
n

2q
2q+1E���θ̂�n� − θ��2� < ∞�(6.8)

Proof. Routine computation yields

cj�Y� = aj exp

[
1
2

∑
i≤j

(
nτ2i

1
n
+ τ2i

y2
i − ln�1+ nτ2i �

)]
�(6.9)

Let ln = n1/�2q+1�. Choose C > max�8A
16�q + 1��. Fix B < ∞. Define λ =
λ�n��θ� by

λ = sup

{
I � ∑

i≥I
θ2i ≥ �C+B�n −2q

2q+1

}
�(6.10)

Note that
∞∑
ln

θ2i ≤ 1

l
2q
n

∞∑
i=1

i2qθ2i

≤ B

l
2q
n

= Bn
−2q
2q+1 �
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Hence for any i ≤ λ�n��θ�,

Vi =
ln∑
j=i

θ2j ≥ Cn
−2q
2q+1 �(6.11)

[In particular, λ�n��θ� ≤ ln for all θ ∈ Eq�B�, and Vλ ≥ Cn−2q/�2q+1�.]
For any i ≤ λ,

Wi =
∞∑
j=i

cj∑∞
j=1 cj

≥ 1−
i−1∑
j=1

cj

cln

(6.12)

Note that the index j on the right of �6�12� satisfies j ≤ λ− 1. Apply Lemma
A1 (Appendix). There is a constant γ5 such that

P

{
Wi ≥ 1− a−1

ln
exp

(
−nVi

8

)}
≥ 1− γ5

nVi

�

Because θ̂i = Wibiyi as in �6�6�, we apply Lemma A2 (Appendix) by taking
α = γ5/nVi and βi = a−1

ln
exp�−nVi/4�. This yields that for some A2 < ∞ and

all θ ∈ Eq�B� and i ≤ λ�n��θ�,

Eθ�θ̂i − θi�2 ≤ 2
b2i
n

+ 3�1− bi�2θ2i + 2a−2
ln

exp
(
−nVi

4

)
θ2i +

γ5
nVi

θ2i

≤ 2
b2i
n

+ 3�1− bi�2θ2i +A2n
− 2q

2q+1 θ2i +
γ5
n

(6.13)

In verifying �6�13� we have used

2a−2
ln

exp
(
−nVi

4

)
≤ 2A−2

1 exp
(
2Aln −

nVλ

4

)
�since i ≤ λ�

≤ 2A−2
1 exp

(
2
A

C
nVλ −

n

4
Vλ

)
(6.14)

≤ 2A−2
1 exp

(
−c1n− 1

2q+1
)
≤ A2n

− 2q
2q+1

for some constants c1 and A2, since nVλ ≥ Cn1/�2q+1� and exp�−c1�n1/�2q+1��� =
O�n−2q/�2q+1��. We have also used Vi ≥ θ2i .

Thus

λ�n��θ�∑
i=1

Eθ�θ̂2i − θi�2 ≤
λ�n�∑
i=1

[
2
b2i
n

+ 3�1− bi�2θ2i
]
+A2Bn

−2q/�2q+1�

+γ5n−2q/�2q+1�
(6.15)

since
∑
θ2i ≤ B and λ ≤ n1/�2q+1�.
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The remaining part of the risk is easier to bound. Note first that∑
i≥λ�n��θ�+1

θ2i < �C+B�n−2q/�2q+1��(6.16)

Now apply Lemma A2 with β = 1 and α = 0 to write for all i ≥ λ�n�

E�θ̂i − θi�2 = E�Wibiyi − θi�2

≤ 2
b2i
n

+ 3�1− bi�2θ2i + 2θ2i(6.17)

≤ 2
b2i
n

+ 5θ2i

Hence there is an A3 < ∞ such that for all θ ∈ Eq�B� we have∑
E�θ̂i − θi�2 ≤

∑�2b2i /n+ 3�1− bi�θ2i �
+�A2B+ γ5 + 5C+ 5B�n−2q/�2q+1�(6.18)

≤ A3n
−2q/�2q+1��

Here we use the fact from Theorem 5.1 that

Eθ����biyi� − θ��2� =∑�b2i /n+ �1− bi�2θ2i � = O�n−2q/�2q+1��
uniformly for θ ∈ Eq�B�. ✷

APPENDIX

The following two lemmas are needed in the proof of Theorem 6.1.
Lemma A1. For any θ ∈ Eq�B�, if i ≤ λ, defined as in �6�10�, then for some

0 < γ5 < ∞

P

{
Wi ≤ 1− a−1

ln
exp�−nVi

8
�
}
≤ γ5
nVi

�

Proof. By �6�9�, for j ≤ λ− 1 we have

cj

cln
= aj

aln
exp

(
−1
2

ln∑
h=j+1

(
nτ2h

1
n
+ τ2h

y2
h − ln�1+ nτ2h�

))

≤ aj

aln
exp

{
−1
2

ln∑
h=j+1

(
nτ2h

1
n
+ τ2h

y2
h

)
+ 1

2

ln∑
h=1

ln�1+ nτ2h�
}(A.1)

Now,

ln∑
h=1

ln�1+ nτ2h� = n
1

2q+1
ln∑
h=1

n− 1
2q+1 ln

(
1+ x

−�2q+1�
i

) (
where xi =

i

n1/�2q+1�

)
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≤ n
1

2q+1
∫ 1

0
ln�1+ t−�2q+1��dt(A.2)

< 2�q+ 1�n 1
2q+1

Next, for given θ ∈ Eq�B� we write

�Y�n�
i �2 = θ2i +

1
n
+R

�n�
i(A.3)

where the

R
�n�
i = �Y�n�

i − θi�2 + 2θi�Y�n�
i − θi� −

1
n

are independent random variables with

E
(
R

�n�
i

)
= 0
 Var

(
R

�n�
i

)
= 2
n2

+ 4θ2i
n


 E
(
�R�n�

i �4
)
≤ γ1

(
1
n4

+ θ2i
n3

+ θ4i
n2

)



where γ1 is a constant independent of θi. It follows that

E



(

ln∑
h=j+1

Rh

)4

 =

ln∑
h=j+1

E�Ri�4 + 6
∑∑

j+1≤i<h≤ln
E�R2

i �E�R2
h�

≤ γ3

(
l2n
n4

+ lnVj+1
n3

+ V2
j+1
n2

)
�

(A.4)

Hence the fourth-moment version of the Chebyshev–Markov inequality yields
for j ≤ λ− 1

P

(∣∣∣ ln∑
h=j+1

Rh

∣∣∣ > Vj+1/4

)
≤ 44γ3
V4

j+1

(
l2n
n4

+ lnVj+1
n3

+ V2
j+1
n2

)
def= α̃n�Vj+1��

(A.5)

Then for i ≤ λ we have

P

(
i−1⋃
j=1

{∣∣∣ ln∑
h=j+1

Rh

∣∣∣ > Vj+1/4

})
≤

i−1∑
j=1

α̃n�Vj+1�

≤ γ4

[
l3n

n4V4
i

+ l2n
n3V3

i

+ ln

n2V2
i

]
(A.6)

≤ γ5
nVi

since Vi ≤ Vj+1 for j+ 1 ≤ i and ln/nVi ≤ 1 for i ≤ λ.
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Note that τ2h/�1/n + τ2h� ≥ 1/2 for h ≤ ln and that C ≥ 16�q + 1�, nVj+1 ≥
nVλ ≥ Cn1/�2q+1�, and hence

ln∑
h=j+1

nτ2h
1
n
+ τ2h

y2
h ≥ n

2

ln∑
h=j+1

y2
h

≥ n

2

ln∑
h=j+1

�θ2h +Rh�(A.7)

≥ n

2

(
3Vj+1

4

)

with probability ≥ 1 − γ5/nVi. From �A�1�–�A�8� it then follows that for all
θ ∈ Eq�B� and i ≤ λ�n��θ� it is true with probability ≥ 1− γ5/nVi that

Wi ≥ 1− a−1
ln

i−1∑
j=1

aj exp�−nVj+1/8� ≥ 1− a−1
ln

exp
(
−nVi

8

)
� ✷

Lemma A2. LetW, Y be jointly distributed real random variables. Suppose
Y ∼ N�θ
1/n� and 0 ≤ W ≤ 1 with

Pr�W ≥ 1− β� ≥ 1− α�(A.8)

Let 0 ≤ b ≤ 1 be a constant. Then

E�WbY− θ�2 ≤ 2
b2

n
+ 3�1− b�2θ2 + 2β2θ2 + αθ2�(A.9)

Proof. Let S = ��W
Y� � W ≥ 1− β�. Then for �W
Y� ∈ S

�WbY− θ�2 ≤ �bY− θ�2 + ��1− β�bY− θ�2

and for �W
Y� /∈ S

�WbY− θ�2 ≤ �bY− θ�2 + θ2�

Hence,

E�WbY− θ�2

≤ E��bY−θ�2χS+��1−β�bY−θ�2χS+�bY−θ�2�1−χS�+θ2�1−χS��
≤ E��bY− θ�2 + ��1− β�bY− θ�2� + αθ2

= b2/n+ �1− b�2θ2 + �1− β�2b2/n+ �1− b�1− β��2θ2 + αθ2

≤ 2b2/n+ 3�1− b�2θ2 + 2β2θ2 + αθ2

since

�1− b�2 + �1− b�1− β��2 ≤ �1− b�2 + 2�1− b�2 + 2b2β2� ✷
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