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CLOSURE OF PHASE TYPE DISTRIBUTIONS UNDER OPERATIONS
ARISING IN RELIABILITY THEORY

BY DAVID ASSAF AND BENNY LEVIKSON

Hebrew University and University of Haifa

Consider three basic operations arising in reliability theory: finite mix-
tures, finite convolutions, formation of coherent systems of independent
components. In this paper it is shown that: (i) The class of all phase type
distributions is closed under all three operations; (ii) the class of all phase
type distributions having a representation in which the matrix is upper
triangular is the smallest class which is closed under all three operations and
contains all exponential distributions.

The paper includes a section of preliminaries in which the relevant material
regarding phase type distributions and reliability theory is summarized.

1. Introduction and summary. As is well known to workers in reliability theory,
several classes of distributions are closed under various reliability operations. Notably, the
DFR class is closed under mixtures, the IFR class is closed under convolutions, and the
IFRA class is closed both under convolutions and under the formation of coherent systems
of independent components (see Barlow and Proschan (1975)—Chapter 4, and Block and
Savits (1976)). It should be noted, however, that none of the above classes is closed under
all three operations (mixtures, convolutions, and formation of coherent systems). Thus, for
example, if the life distribution of each component is a mixture of exponentials (e.g.,
different manufacturers), then the life distribution of a coherent system composed of such
components does not necessarily belong to any of the above classes.

In Section 3 it is shown that the class of all phase type (PH) distributions (introduced
by Neuts (1975)) is closed under all three operations. Furthermore, the smallest class of
distributions which contains all exponentials and is closed under finite mixtures, finite
convolutions, and the formation of coherent systems, is characterized (Theorem 5) as the
class of all PH distributions having an upper-diagonal-matrix representation.

Section 2 contains preliminary results and is composed of two parts. The first summa-
rizes basic definitions and notation from reliability theory needed in this paper. The second
part summarizes the basic ideas of the theory of PH distributions. In particular, all PH
distributions possess an exponential matrix representation (see formula 2.3). Some advan-
tages and applications of this representation to other fields are indicated.

2. Preliminaries

(a) Basic Definitions and Notation from Reliability Theory. Consider n independent
components (the dependent case is not considered in this paper), each of which is either
functioning or not. Let

1 ith component is functioning
X = .
0 otherwise

A system composed of these components is specified by a structure function ¢: {0, 1}"
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— {0, 1} defined by

_J1 system is functioning
(2-1) ¢(x1y ) xn) _{O Otherwise

We consider monotone systems, that is, systems for which ¢(x1, « -+, x2) = ¢(y1, + -+, Yu)
whenever x; = y; for all 1 < i < n. A system is coherent if, in addition to monotonicity, it
has no irrelevant components. (A component is irrelevant if it never affects functioning of
the system.)

Denote the life distribution of the ith component by F;(t), then the life distribution of
the system, F,(¢), is given by

Fy(t) =1 = hy(Fi(8), - -+, Fu(t) (F=1-F)
where £,:[0, 1] — [0, 1] is defined by
(2.2) ho(p1, « -+, pr) = E¢p(Xy, - -+, X,)

Xi, -+, X, are independent such that X; = 1 with probability p; and X; = 0 with probability
1- Di.

(b) On Phase Type Distributions. Consider an (m + 1)-state continuous parameter
Markov chain having a single absorbing state (which, as a convention, is taken to be the
state m + 1). Assume all non-absorbing states 1 through m are transient and eventual
absorption at m + 1, starting at any other state is certain. A process {V(¢); t = 0} of this
type, V(t) being the state at time ¢, will be called an absorbing-continuous-parameter-
Markov-chain (abbreviated to ACPMC). Denote by P = (p;) the (m + 1) X (m + 1)
transition matrix of the embedded Markov chain, and by A = (A, + -+, Am+1), Ams1 = O the
transition rate vector (i.e., the vector of parameters of the exponential holding times).
Thus, whenever in state i, 1 < i < m, the process stays in ¢ for an exponential length of
time (with mean A;') and then moves to its new state JU#i,1=j=<m+ 1) with
probability p;;. (Naturally, p;; = 0 for i % m + 1). We find it convenient to denote by @ the
m X m submatrix obtained from P by deleting the last row and column. The infinitesimal
generator of the process is the (m + 1) X (m + 1) matrix G = (‘3 g) where A = (a;;) is
the m X m matrix given by

Ny i#j
a;; = {—Ai i= ]
and B is the m vector 8 = —Ae (e = (1, - - -, 1)’).
Let a; be the (initial) probability of starting at state i. Assume an+; = 0 and denote a

= (a1, - -+, am). The distribution of the time till absorption is the solution of a system of
linear differential equations which yields
(2.3) F(x) =1 — a exp(xA)e.

A probability distribution is said to be of (continuous) phase type (PH) if it has a
representation as the time till absorption in an ACPMC. The notation PH will be used to
denote both the phase type property and the class of all distributions possessing the PH
property. It should be noted that the representation of a PH distribution is not unique
(different processes may give rise to the same distribution of time till absorption).

The PH family is quite large and contains, for example, all exponential distributions
(take m = 1, A = (—A) and a = (1)), the generalized Erlang distributions and the
hyperexponential distributions. The Laplace-Stieltjies transform and the moments of PH
distributions all have convenient closed forms. PH distributions have been successfully
applied in the theory of queues, renewal theory and the Galton-Watson process. For these
as well as other properties and applications the reader is referred to the papers by Neuts
(1975, 1977, 1978, 1979) and by Assaf (1982).
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3. Closure Theorems.

THEOREM 1. (Neuts, 1975). The class PH is closed under finite mixtures and finite
convolutions.

THEOREM 2. The class PH is closed under the formation of coherent systems.

The following lemmas are needed:

LEMMA 1. Let Vi(t), -+, Vn(t) be independent ACPMC’s, Vi(t) having states 1
through m; + 1, 1 < i < n. Then the vector process V(t) = (Vi(¢), ---, V,(t)), with state
space S={s=(v1, -, Un); 1 =v;=m; + 1,1 =<i=n} isan ACPMC.

ProoF. Let V;have initial probability vector a;, transition rate vector A ;, and transition
matrix P;, 1 < i < n. More specifically, let
a; = (a1, **+, Qim,), Ai=(Aig, o, Aimpr1) Aime1 = 0),
and
P; = (Pi(k, ¢)) 1<k, ¢=mi+ 1

We now show that V(¢) is an ACPMC with elements (indexed by *) given by
initial probability vector a* with coordinates ‘
(o) — IT=1 iy, if s=(@y, - +,v,) with 1=v,=m; all 1=i=n
@1 a*s) {0 otherwise

and by transition rate vector given by its coordinates as

3.2) A¥(s) = Y1 Ai, for s= (v, +++, ) 1=vi=m;+1

~ (Here we use the convention A;, m; + 1 =0forall1 <i=<n).
’ The submatrix @* of P* (see Section 2(b)) is given by its elements as @*(s, s”) = 0 if
s and s’ differ in more than one coordinate and by

’ Ai," ’
(33) Qs 8") =355 Pi(v, v')
for s= (U], ey Vi1, U, Vi1, ** vn) and s’ = (U], o0y Ui, U’, Vit1y ***y vn)~

The absorbing state of the process V(?) is clearly the state (m; + 1, - -+, m, + 1).

Verification of these results is based on standard techniques and is thus only indicated.
(3.1) follows directly from the independence of Vi(0), - - -, V,.(0). Now, whenever in state
s= (v1, - - -, Un), a transition to a new state occurs as soon as transition occurs in one of the
coordinates (the probability of a transition in two or more coordinates at the same time is
zero). Thus, the time until transition is the minimum of n independent exponential r.v.’s
and thus has an exponential distribution with parameter given by (3.2). Recall that if X;,
.-+, X, are independent such that each X; is exponential with parameter A;, then

. A
P(X; <X for all j % i| Min(Xy, ---, X,) = ¢) =S
J=10\j
The probability of a direct transition from s = (vy, + -+, Vi1, U, Uit1, *+ +, U) to 8" = (v1,

eee, Uic1, U’y Uis1, *+ +, Uy) is thus the probability of transition in the ith coordinate, given
by }‘—};—’(;—) , multiplied by the probability of transition from v to v’ in the ith process, given
by P;(v, v’). Hence (3.3) follows. 0
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LEMMA 2. Let V(t) be an ACPMC with states 1 through m + 1, initial probability
vector a, transition rate vector A and transition submatrix Q. Let E C {1,2, ---,m + 1}
be a set such thatm + 1 € E and a; = 0 for all i € E. Then the distribution of the hitting
time of E is of PH.

ProoF. Let D =E — {m + 1}. Define a new ACPMC with & + 1 states (k=m — | D|)
whose elements are obtained from a, A and @ by deleting all coordinates of « and A, and
all rows and columns of @ corresponding to states in D. The hitting time of E in the
original process is the same as the time till absorption in the new ACPMC and thus has a
PH distribution. 0

PROOF OF THEOREM 2. Let ¢ be the structure function of the coherent system. Let
the life distribution of the ith component be of PH with the notation of Lemma 1. For the
vector process V() = (Vi(t), -- -, V.(t)) and its state space S, define the transformation

T:S— {0, 1}"
by
Ty, +++, Un) = (€1, ++, €)
where ¢, = 1if 1 = v; =< m,; and ¢ = 0 if v; = m; + 1. Let E C S be the set defined by
(3.4) E = {s € S; $(T(s)) = 0}.

Clearly (m1 + 1, --+, m, + 1) € E and a*(s) = 0 for all s € E (assuming naturally that all
components, as well as the system, are initially functioning). From Lemma 2 it follows that
the distribution of the hitting time of E is of PH. By the definition of E it follows that the
hitting time of E is the same as the failure time of the system. Thus the distribution of the
time until failure of the system is of PH. 0

REMARK. Suppose a coherent system whose components are PH is replaced by a new
system whenever it fails. Then, the limiting distribution of the age of the current system,
as well as its remaining life distribution, are of PH. This follows from Theorem 2 of this
paper and from Theorem 8 of Neuts (1975).

DEeFINITION. A PH distribution is called Triangular Phase Type (TPH) if it has a
representation in which the matrix @ is strictly upper triangular.

As for the term PH, we adapt the convention that TPH denotes both the property and
its corresponding class. It should be noted that TPH is the subclass of PH for which
absorption is certain within a bounded number of transitions.

THEOREM 3. TPH is the smallest class which contains all exponential distributions
and is closed under finite mixtures and convolutions.

PROOF. An exponential distribution is clearly TPH. By the constructions of Neuts
(1975) for mixtures and convolutions for PH distributions”in general, it follows that
triangularity is preserved by these operations as well. To complete the proof we now show
that TPH is the smallest class with the above property. Let i; < iz < ... sig<m +1
define a path in which the process starts at state i;, moves to i; etc., until it reaches the
absorbing state m + 1 after K transitions. The lifetime of such a path is distributed as a
sum of K independent r.v.’s X(i1) + X(i2) + ... + X(ix) where X(i;) is exponential with
parameter A; . Since, by triangularity, there is a finite number of possible paths, it follows
that the time till absorption can be represented as a finite mixture of finite sums of
independent exponential r.v.’s ]

THEOREM 4. The class TPH is closed under the formation of coherent systems.
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Proor. Following the construction and notation in Theorem 2, it is sufficient to show
that triangularity is preserved. Arrange the states s = (v, ---, U.) by a lexicographic
ordering. Since a one stage transition is possible only from (vi, - -+, Vi—1, U, Vis1, + + +, Us) to
(V1, +++, Vic1, U, Vis1, +++, Uy) for some 1 < i < n and some v’, and since v’ = v by
triangularity of the representations for each component, it follows that transitions of the
system are possible only to higher states. Thus @* is triangular. Now, any matrix which is
obtained from a triangular matrix by deleting corresponding rows and columns (as the
procedure of Lemma 2 requires) is also triangular. Thus the representation of the system
is by a triangular matrix. ]

An immediate result of Theorems 3 and 4 is

THEOREM 5. TPH is the smallest class containing all exponential distributions
which is closed under finite mixtures, finite convolutions and the formation of coherent
systems.
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