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#### Abstract

We study two typical examples of countable Markov chains in random environment using the Lyapunov functions method: random walk and random string in random environment. In each case we construct an explicit Lyapunov function. Investigating the behavior of this function, we get the classification for recurrence, transience, ergodicity. We obtain new results for random strings in random environment, though we simply review wellknown results for random walks using our approach.


1. Introduction. The theory of countable Markov chains is currently developing in several directions. One of these is the qualitative analysis of Markov chains in a countable state space with a complicated structure. In relation to the forthcoming examples we mention two models: (i) Multidimensional Markov chains with partial linear nonhomogeneities are considered in [1] and [7]; (ii) Markov chains with the state space being equal to all finite sequences of letters from some alphabet (the so-called strings) are studied in [8], [9] and [15]. For these problems a martingale method (method of Lyapunov functions) was developed.

Another branch of current interest is the theory of countable Markov chains in random environment. In this paper we study two examples using Lyapunov functions. Let us briefly describe what we mean by the "random environment." A given countable, time-homogeneous Markov chain $\mathscr{L}=\left\{\eta_{t} ; t \geq 0\right\}$ can be defined by its state space $X=\left\{x_{i}\right\}$ and by the collection of transition probabilities $P_{i j}=\mathrm{P}\left\{\eta_{t+1}=x_{j} \mid \eta_{t}=x_{i}\right\}$. Assume that on some probability space ( $\Omega, \mathscr{A}, \mathrm{P}$ ) we are given a collection of random variables $P_{i j}(\omega), i, j \in \mathrm{~N}, \omega \in \Omega$, such that for any fixed $\omega$ (which we call the realization of the random environment) the numbers $P_{i j}(\omega)$ are transition probabilities. Together with the state space $X$, these transition probabilities define a Markov chain $\mathscr{L}(\omega)$. One can view the Markov chain as the motion of a particle in a space-inhomogeneous medium $\left(P_{i, .}(\omega)\right)_{i}$. Of particular interest is when the field $\left(P_{i, 4}(\omega)\right)_{i}$, viewed as a random field, is stationary in space; then the medium possesses the space homogeneity property at a statistical level. A natural question is, what is the

[^0]probability (with respect to probability measure P ) for the Markov chain $\mathscr{L}(\omega)$ of being recurrent (resp., transient, ergodic)?

In the present paper we consider random strings in a random environment, which includes random walks in a random environment as a particular case. The main idea of our approach is the following: for a given $\omega \in \Omega$ we construct a Lyapunov function $f(x)=f(x ; \omega)$ for the Markov chain $\mathscr{L}(\omega)$. It turns out that this function is a spatially homogeneous random field. Hence we can investigate its asymptotic behavior and, using criteria for countable Markov chains, we obtain the qualitative classification of the Markov chain $\mathscr{L}(\omega)$ for typical $\omega$ 's.

The method can be applied to other models, like the branching random walk in random environment [4] where the Lyapunov functions are much easier analyzed than the process itself. Note that constructing a Lyapunov function is not an easy matter; this is the main restriction to the method.

In Section 3 we briefly study the one-dimensional random walk in random environment. Classification reduces to the investigation of the products of independent random variables. The results are well known, but the interest there is rather in the extreme simplicity of the arguments, which makes the approach more transparent. The model of the random strings in random environment, studied in Section 4, leads to the study of the products of i.i.d. random matrices. The results there are new, and they are formulated in terms of Lyapunov exponents.

The proofs in Sections 3 and 4 have many common points, so the rather elementary Section 3 is useful for a better understanding of the techniques and the ideas in Section 4.
2. Criteria for countable Markov chains. In this section we recall three martingale criteria for countable irreducible Markov chains. We state them in a rather simplified form which is sufficient for our purpose. More general criteria can be found in [7], [16] and [1].

Let $\eta_{t}$ be a discrete time-homogeneous Markov chain with a countable state space $X$ and a point $0 \in X$.

Proposition 2.1. Suppose there exists a function $f: X \mapsto \mathrm{R}$ which is bounded and nonconstant, such that for all $x \neq 0$,

$$
\begin{equation*}
\mathrm{E}\left(f\left(\eta_{t+1}\right)-f\left(\eta_{t}\right) \mid \eta_{t}=x\right)=0 \tag{1}
\end{equation*}
$$

Then the Markov chain $\eta_{t}$ is transient (i.e, nonrecurrent).
This is a consequence of Theorem 2.2.2 of [7]. The next propositions are just simplified forms of Theorems 2.2.1 and 2.2.3 of [7], respectively.

Proposition 2.2. If thereexists a function $f: X \mapsto \mathrm{R}$ such that $f(x) \rightarrow+\infty$ as $x \rightarrow \infty$ and for all $x \neq 0$,

$$
\begin{equation*}
\mathrm{E}\left(f\left(\eta_{t+1}\right)-f\left(\eta_{t}\right) \mid \eta_{t}=x\right) \leq 0 \tag{2}
\end{equation*}
$$

then the Markov chain $\eta_{t}$ is recurrent.

Proposition 2.3 (Foster). Assume that there exists a function $f: X \mapsto \mathrm{R}$, $f(x) \geq 0$ and $\delta>0$ such that for all $x \neq 0$,

$$
\begin{equation*}
\mathrm{E}\left(f\left(\eta_{t+1}\right)-f\left(\eta_{t}\right) \mid \eta_{t}=x\right) \leq-\delta, \tag{3}
\end{equation*}
$$

and $\mathrm{E}\left(f\left(\eta_{t+1}\right) \mid \eta_{t}=0\right)<\infty$. Then the Markov chain $\eta_{t}$ is ergodic.
3. Random walk on $Z_{+}$in a random environment. Let us recall the model which was first considered by Kozlov [13] and Solomon [20] and investigated by many authors; see [18] for a review and [13] for a generalization.

Let $\left\{\xi_{i}\right\}_{i=1,2, \ldots}$ be a sequence of i.i.d. random variables on $\Omega$ with values in $[0,1]$. Suppose also that $\mathrm{P}\left\{\xi_{1}=0\right\}=\mathrm{P}\left\{\xi_{1}=1\right\}=0$. Then, for fixed environment, that is, for a given realization of the sequence of independent and identically distributed (i.i.d.) random variables $\left\{\xi_{i}\right\}$, consider a Markov chain $\eta_{t}$ on $\mathrm{Z}_{+}$defined as follows: $\eta_{0}=0$,

$$
\begin{aligned}
p_{n} & =\mathrm{P}\left\{\eta_{t+1}=n-1 \mid \eta_{t}=n\right\}=\xi_{n}, \\
q_{n} & =\mathrm{P}\left\{\eta_{t+1}=n+1 \mid \eta_{t}=n\right\}=1-\xi_{n}, n=1,2 \ldots,
\end{aligned}
$$

and $\mathrm{P}\left\{\eta_{t+1}=1 \mid \eta_{t}=0\right\}=1$. We will use $\mathrm{P}, \mathrm{E}$ to denote probability and expectation for the random environment $\omega$, keeping the notations $\mathrm{P}, \mathrm{E}$ for the Markov chain $\eta_{t}$ itself.

Denote $\zeta_{n}=\log \left(p_{n} / q_{n}\right)$. The next theorem is due to [20].
Theorem 3.1. Assume $\mathrm{E}\left|\zeta_{1}\right|<\infty$.
(i) If $\mathrm{E} \zeta_{1}<0$, then the random walk is transient for almost all $\omega$ (for almost all environments).
(ii) If $\mathrm{E} \zeta_{1} \geq 0$, then the random walk is recurrent for almost all $\omega$.
(iii) Moreover, if $\mathrm{E} \zeta_{1}>0$, then the random walk is ergodic for almost all $\omega$.

SKETCH OF PROoF. First, we prove the recurrence and the transience. Let us try to construct a function $f(x)$ satisfying (1) for fixed $\omega$. Denote $\Delta_{i}=$ $f(i)-f(i-1)$ and let $\Delta_{0}=1$, so $f(n)=\sum_{i=1}^{n} \Delta_{i}, f(0)=0$. We have

$$
\begin{equation*}
\mathrm{E}\left(f\left(\eta_{t+1}\right)-f\left(\eta_{t}\right) \mid \eta_{t}=x\right)=-p_{x} \Delta_{x}+q_{x} \Delta_{x+1}, \tag{4}
\end{equation*}
$$

SO

$$
\begin{equation*}
\Delta_{x+1}=\frac{p_{x}}{q_{x}} \Delta_{x}=\exp \left\{\sum_{i=1}^{x} \zeta_{i}\right\} . \tag{5}
\end{equation*}
$$

It is clear that the function $f(x)$ is positive and that if $\mathrm{E} \zeta_{1} \geq 0$, then $f(x) \rightarrow+\infty$ for almost all $\omega$, and if $\mathrm{E} \zeta_{1}<0$, then $f(x)$ is bounded. Applying Propositions 2.1 and 2.2 we complete the proof of the first two statements of Theorem 3.1.

To prove ergodicity, we construct the Lyapunov function $f(s)$ in the reverse way. Let $f(x)=\sum_{i=1}^{x} \Delta_{i}$, where

$$
\begin{equation*}
\Delta_{i}=\frac{1}{p_{i}}+\frac{q_{i}}{p_{i} p_{i+1}}+\frac{q_{i} q_{i+1}}{p_{i} p_{i+1} p_{i+2}}+\frac{q_{i} q_{i+1} q_{i+2}}{p_{i} p_{i+1} p_{i+2} p_{i+3}}+\cdots . \tag{6}
\end{equation*}
$$

Then one can easily check that if $\mathrm{E} \zeta_{1}>0$ :

1. The series in the right-hand side of (6) converge, so the function $f(x)$ is well defined;
2. $f(x)$ satisfies (3) with $\delta=1$.

Applying now Proposition 2.3, we complete the proof of the last claim of Theorem 3.1.

In the case $\mathrm{E} \zeta_{1}=0$, the random walk is null recurrent. As a simple illustration of the techniques of Lyapunov functions, we prove a result (not optimal, compare to [19]) about the speed of escape of the walk.

Theorem 3.2. Let $\mathrm{E} \zeta_{1}=0$, and $0<\mathrm{E} \zeta_{1}^{2}<\infty$. Then for any integer $k \geq 1$ and for any $\varepsilon>0$ we have

$$
\begin{equation*}
\eta_{t} /\left(\log t \log _{2} t \ldots \log _{k}^{1+\varepsilon} t\right)^{2} \longrightarrow 0 \tag{7}
\end{equation*}
$$

almost surely as $t \rightarrow \infty$, with $\log _{1} t:=\log t, \log _{m+1} t=\log \left(\log _{m} t\right), m \geq 1$. Also, for any $\varepsilon>0$ and for any $p>0$ we have

$$
\begin{equation*}
\frac{\eta_{t}}{\log ^{2+\varepsilon} t} \longrightarrow 0 \tag{8}
\end{equation*}
$$

in $L^{p}$, as $t \rightarrow \infty$.
In the above statements, "almost surely" means "for P-almost every environment it holds P -a.s." and "convergence in $L^{p}$ " stands for "convergence in $L^{p}(P)$ for P -a.e. $\omega$. ." Deheuvels and Révész proved (7) in [6], Theorem 4, with a completely different approach, but ours is much shorter. After finishing this paper, we learnt that Hu and Shi [10] proved the exact upper limit result, $\limsup \eta_{t} /\left(\log ^{2} t \log _{3} t\right)=8 /\left(\pi^{2} \sigma^{2}\right)$ a.s.

Proof. We use again the Lyapunov function

$$
f(x)=\sum_{i=1}^{x} \exp \left\{\sum_{j=1}^{i-1} \zeta_{j}\right\} .
$$

As shown in the proof of Theorem 3.1, the process $f\left(\eta_{t}\right)$ is a martingale except at 0 [this means that ( 1 ) holds for all $x \neq 0$ ]. Thus we have that for some constant $C^{\prime}$ (depending on the environment) $\mathrm{E}\left(f\left(\eta_{t}\right)-f\left(\eta_{t-1}\right)\right) \leq C^{\prime}$ for all $t \geq 1$ [one can take $C^{\prime}=p_{1}(\omega) / q_{1}(\omega)$ ]. Therefore, for all $t \geq 1$, we have

$$
\begin{equation*}
\mathrm{E} f\left(\eta_{t}\right) \leq C^{\prime} t \tag{9}
\end{equation*}
$$

At this point we need a lower bound for the function $f(x)$. We use the so-called "inverse iterated logarithm law", recalling a result from Csáki [5].

Lemma 3.1 ([5], Theorem 3.1). Let $\left\{\zeta_{i}\right\}_{i=1,2, \ldots}$ bea sequence of i.i.d. random variables, and let $\zeta_{1}=0,0<\mathrm{E} \zeta_{1}^{2}<\infty$. Let $a:\left[y_{0}, \infty\right) \rightarrow(0, \infty)$ bedecreasing
and such that $a(y) y^{1 / 2}$ increases, and $\int_{1}^{\infty}(a(y) / y) d y<\infty$. Then

$$
\begin{equation*}
\lim _{n} \frac{\max _{i \leq n} \sum_{j=1}^{i} \zeta_{j}}{a(n) \sqrt{n}}=+\infty \quad \text { a.s. } \tag{10}
\end{equation*}
$$

It follows that for any such $a$ there exists a positive constant $C=C(a, \omega)$ such that

$$
\begin{equation*}
f(x) \geq g(x):=C \exp \left\{x^{1 / 2} a(x)\right\} \tag{11}
\end{equation*}
$$

for all $x$. We take for the moment $a(x)=(x+K)^{1 / 2-\varepsilon_{1}} x^{-1 / 2}$ and, for $p>0$ we denote also $g_{p}(x)=C \exp \left\{(x+K)^{(1 / p)\left(1 / 2-\varepsilon_{1}\right)}\right\}$, where $K$ is chosen in such a way that the function $g_{p}(x)$ is convex on $[0, \infty)$. Using (9), (11) and the J ensen inequality, we have

$$
C^{\prime} t \geq \mathrm{E} f\left(\eta_{t}\right) \geq \mathrm{E} g\left(\eta_{t}\right)=\mathrm{E} g_{p}\left(\eta_{t}^{p}\right) \geq g_{p}\left(\mathrm{E} \eta_{t}^{p}\right),
$$

so

$$
\left(\mathrm{E} \eta_{t}^{p}\right)^{1 / p} \leq\left(g_{p}^{-1}\left(C^{\prime} t\right)\right)^{1 / p} \leq C_{3} \log ^{2+\varepsilon_{2}} t,
$$

for some $C_{3}$ and $\varepsilon_{2}=\left(4 \varepsilon_{1}\right) /\left(1-2 \varepsilon_{1}\right)$, thus proving the convergence in $L^{p}$.
Let us prove a.s. convergence. Using Chebyshev's inequality and (9), we have

$$
\mathrm{P}\left\{f\left(\eta_{t}\right)>t^{3}\right\} \leq \frac{\mathrm{E} f\left(\eta_{t}\right)}{t^{3}} \leq C^{\prime} \frac{1}{t^{2}} .
$$

Taking now $a(y)=\left(\log y \log _{2} y \cdots \log _{k-1}^{1+\varepsilon} y\right)^{-1}$ in (11) we get

$$
\begin{aligned}
\mathrm{P}\left\{f\left(\eta_{t}\right)>t^{3}\right\} & \geq \mathrm{P}\left\{g\left(\eta_{t}\right)>t^{3}\right\}=\mathrm{P}\left\{\eta_{t}>g^{-1}\left(t^{3}\right)\right\} \\
& \geq \mathrm{P}\left\{\eta_{t}>C_{4}\left(\log t \log _{2} t \cdots \log _{k}^{1+\varepsilon} t\right)^{2}\right\}
\end{aligned}
$$

for some $C_{4}>0$. Using the Borel-Cantelli Iemma, we prove the a.s. convergence, thus completing the proof of Theorem 3.2.
4. Strings in a random environment.
4.1. Dynamics of the string. Consider a finite alphabet $\mathscr{\Omega}=\{1, \ldots, k\}$. A string is just a finite sequence of symbols from $\mathscr{\rho}$. We write $|s|$ for the length of the string $s$; that is, if $s=s_{1} \cdots s_{n}, s_{i} \in \mathscr{\mathscr { L }}$, then $|s|=n$.

Consider a time-homogeneous Markov chain with the state space equal to the set of all finite strings. We describe the transition matrix of this Markov chain as follows: let $s=s_{1} \ldots s_{n}$, and $s_{n}=i \in \mathscr{S}$. Then:

1. We erase the rightmost symbol of $s$ with probability $r_{i}^{(n)}$.
2. We substitute the rightmost symbol $i$ by $j$ with probability $q_{i j}^{(n)}$.
3. We add the symbol $j$ to the right end of the string with probability $p_{i j}^{(n)}$.

Of course we assume that for all $i$ and for all $n=1,2, \ldots$,

$$
\begin{equation*}
r_{i}^{(n)}+\sum_{j} q_{i j}^{(n)}+\sum_{j} p_{i j}^{(n)}=1 \tag{12}
\end{equation*}
$$

These parameters do not define the evolution when the string is empty (its length equals 0 ), but we simply assume that the jumps from the empty string are somehow defined and can only occur to strings of length 1. Clearly, these "boundary conditions" do not affect the asymptotic behavior of the string. So we see that the process is completely defined by the collection of numbers $\left\{r_{i}^{(n)}, q_{i j}^{(n)}, p_{i j}^{(n)}\right\}, n=1,2, \ldots, i=1, \ldots, k$, and $j=1, \ldots, k$.

The model for the case when the quantities $r_{i}^{(n)}, q_{i j}^{(n)}$ and $p_{i j}^{(n)}$ do not depend on $n$ was investigated by Gajrat, Malyshev, Menshikov and Pelih [8]. In fact, they investigated even more general models, where the maximal value of jump may be greater than 1. All these are models for LIFO (last in, first out) queuing systems [8], and they are random walks on trees. In the case $k=1$, we recover the random walk from Section 3. Note that the length $\left|\eta_{t}\right|$ of the string is not a Markov chain itself. We consider here only the onesided evolution of the string; Two-sided homogeneous strings were studied by Gajrat, Malyshev and Zamyatin in [9].

Let's now describe the random environment. First we define

$$
\xi_{n}=\left(r_{i}^{(n)}, q_{i j}^{(n)}, p_{i j}^{(n)}\right)_{i, j},
$$

and we will say that a vector $\xi$ is nonnegative ( $\xi \geq 0$ ) if all its components are nonnegative. We will assume that the vectors $\xi_{n}=\xi_{n}(\omega), n \geq 0$, are i.i.d. random vectors on ( $\Omega, \mathscr{A}, \mathrm{P}$ ), with nonnegative values satisfying (12). This defines the Markov chain describing the evolution of the string, for each fixed environment $\omega=\left\{\xi_{1}, \xi_{2}, \ldots\right\}$.
4.2. Lyapunov exponents and products of random matrices. In this section we review some properties of products of random matrices that we need bel ow.

Let $\langle\cdot, \cdot\rangle$ be the standard scalar product in $\mathrm{R}^{k}$. Define the norm of $x \in \mathrm{R}^{k}$ by $\|x\|=\langle x, x\rangle^{1 / 2}$. The transpose of matrix $A$ is denoted by $A^{*}$. The Euclidean (operator) norm of a $k \times k$ real matrix $A$ can be defined by any of the following equivalent formulas:

$$
\begin{aligned}
\|A\| & :=\sup _{\|x\|=1}\|A x\| \\
& =\left[\text { largest eigenvalue of } A^{*} A\right]^{1 / 2} .
\end{aligned}
$$

Consider a sequence of i.i.d. random matrices $A_{n}$. We assume that the matrices $A_{n}$ satisfy the following condition.

Condition A. $\mathrm{E} \log ^{+}\|A\|<\infty$, where $\log ^{+} x=\max \{\log x, 0\}$.
Let $\left(A_{1}(\omega), A_{2}(\omega), \ldots\right)$ be a realization of a sequence of i.i.d. random matrices. Let $a_{1}(n) \geq a_{2}(n) \geq \cdots \geq a_{k}(n) \geq 0$ be the square roots of the (random)
eigenvalues of $\left(A_{n} \ldots A_{1}\right)^{*}\left(A_{n} \ldots A_{1}\right)$. Then the following limit exists for almost all $\omega$ (and it is the same for almost all $\omega$ ):

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log a_{j}(n)=\gamma_{j}(A) \tag{13}
\end{equation*}
$$

for $j=1, \ldots, k$ (see Proposition 5.6 of [3]; $A$ does not need to be invertible). The numbers $\gamma_{j},-\infty \leq \gamma_{k} \leq \cdots \leq \gamma_{1}<\infty$ are called the Lyapunov exponents of the sequence of random matrices $\left\{A_{n}\right\}$. In particular,

$$
\begin{equation*}
\gamma_{1}(A)=\lim _{n \rightarrow \infty} \frac{1}{n} \log a_{1}(n)=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left\|A_{n} \cdots A_{1}\right\| \quad \text { a.s. } \tag{14}
\end{equation*}
$$

is the top Lyapunov exponent.
The following simple lemma establishes relations between Lyapunov exponents of $A$ and $A^{-1}$.

Lemma 4.1. Assume that $A$ is a.s. invertible, and that both $A$ and $A^{-1}$ satisfy Condition A. Then for $j=1, \ldots, k$,

$$
\begin{equation*}
\gamma_{j}\left(A^{-1}\right)=-\gamma_{k-j+1}(A) \tag{15}
\end{equation*}
$$

Proof. Let $a_{1}\left(n, A^{-1}\right), \ldots, a_{k}\left(n, A^{-1}\right)$ be the square roots of eigenvalues of

$$
\left(A_{n}^{-1} \cdots A_{1}^{-1}\right)^{*}\left(A_{n}^{-1} \cdots A_{1}^{-1}\right)=\left[\left(A_{1} \cdots A_{n}\right)\left(A_{1} \cdots A_{n}\right)^{*}\right]^{-1}
$$

Since $U V$ has the same eigenvalues as $V U,\left(a_{1}\left(n, A^{-1}\right)\right)^{-1}, \ldots,\left(a_{k}\left(n, A^{-1}\right)\right)^{-1}$ are the square roots of eigenvalues of $\left(A_{1} \cdots A_{n}\right)^{*}\left(A_{1} \cdots A_{n}\right)$. But $A_{1} \cdots A_{n}$ has the same distribution law as $A_{n} \cdots A_{1}$. So for all $j=1, \ldots, k$ we have $\left(a_{j}\left(n, A^{-1}\right)\right)^{-1}=a_{k-j+1}(n, A)$ in law, and consequently, $\gamma_{j}\left(A^{-1}\right)=$ $-\gamma_{k-j+1}(A)$.

We will also need the following theorem [17].
Theorem 4.1 (Oseledec's multiplicative ergodic theorem). Let $A_{n}, n=1$, $2, \ldots$ be a stationary ergodic sequence of $k \times k$ real matrices on the probability space $(\Omega, \mathscr{B}, m)$ and suppose that $\operatorname{E~} \log ^{+}\left\|A_{1}\right\|<\infty$. Let $\gamma_{1} \geq \gamma_{2} \geq \cdots \geq \gamma_{k}$ be the Lyapunov exponents of the sequence $A_{n}$. Consider the strictly increasing nonrandom sequence of integers $1=i_{1}<i_{2}<\cdots<i_{p}<i_{p+1}=k+1$ such that $\gamma_{i_{q-1}}>\gamma_{i_{q}}$, if $q=2,3, \ldots, p$, and $\gamma_{i}=\gamma_{j}$, if $i_{q} \leq i, j<i_{q+1}$ (the $i_{q}$ 's mark the points of decrease of the $\gamma_{i}$ ). Then for almost all $\omega \in \Omega$, for every $v \in \mathrm{R}^{k}$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left\|A_{n} \cdots A_{1} v\right\|
$$

exists or is $-\infty$; for $q \leq p$,

$$
V(q, \omega)=\left\{v \in \mathrm{R}^{k}: \lim _{n \rightarrow \infty} \frac{1}{n} \log \left\|A_{n} \cdots A_{1} v\right\| \leq \gamma_{i_{q}}\right\}
$$

is a random linear subspace of $\mathrm{R}^{k}$ with dimension $k-i_{q}+1\left(V(1, \omega)=\mathrm{R}^{k}\right)$; for $q \geq 1, v \in V(q, \omega) \ominus V(q+1, \omega)$ implies that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left\|A_{n} \cdots A_{1} v\right\|=\gamma_{i_{q}}
$$

4.3. Main results. Introduce two sequences of random $k \times k$ matrices $\left\{B_{n}\right\}$ and $\left\{D_{n}\right\}, B_{n}=\left(p_{i j}^{(n)}\right)_{i, j=1, \ldots, k}$ and $D_{n}=\left(d_{i j}^{(n)}\right)_{i, j=1, \ldots, k}$, where $d_{i j}^{(n)}=-q_{i j}^{(n)}$ for $i \neq j$ and

$$
d_{i i}^{(n)}=r_{i}^{(n)}+\sum_{j: j \neq i} q_{i j}^{(n)}
$$

with $p_{i j}^{(n)}, q_{i j}^{(n)}$ and $r_{i}^{(n)}$ defined in Section 4.1. Important ingredients are the sequence of i.i.d. random matrices $A_{n}$,

$$
A_{n}=D_{n}^{-1} B_{n}
$$

and its Lyapunov exponents $\gamma_{1}, \ldots, \gamma_{k}$. Besides Condition A we will consider the following condition.

CONDITION D. $\mathrm{E} \log \left(1 / r_{i}\right)<\infty, i=1, \ldots, k$.
The interest of this condition appears in the proposition.
Proposition 4.1. If Condition $D$ holds, then the matrix $D$ is a.s. invertible, Condition A holds and E $\log ^{+}\left\|D^{-1}\right\|<\infty$.

Proof. With probability $1, r_{i}>0, i=1, \ldots, k$, and then any nonzero vector $v$ has a nonzero image $D v$ : if $\left|v_{i}\right|=\max \left(\left|v_{j}\right| ; j=1, \ldots, k\right)$ we may assume $v_{i}>0$ without loss of generality, and we have $(D v)_{i}=r_{i} v_{i}+\sum_{j \neq i} q_{i j}\left(v_{i}-v_{j}\right) \geq$ $r_{i} v_{i}>0$. Moreover,

$$
\|D v\| \geq(D v)_{i} \geq r_{i} v_{i} \geq k^{-1 / 2} r_{i}\|v\|
$$

which implies $\left\|D^{-1}\right\| \leq k^{1 / 2} \max _{i}\left(1 / r_{i}\right)$.
Therefore $\mathrm{E} \log ^{+}\left\|D^{-1}\right\| \leq \sum_{i} \mathrm{E} \log \left(1 / r_{i}\right)<\infty$. The last claim follows easily from this, from $\|A\|=\left\|D^{-1} B\right\| \leq\left\|D^{-1}\right\|\|B\|$ and the boundedness of $B$.

Now we are ready to formulate the main results. In the next one we use two different sets of assumptions, each one being of interest for applications.

Theorem 4.2. Assume that Condition A holds for the matrix $A_{n}$, and that:
(i) either $B_{n}$ is a.s. invertible and Condition A holds for $A_{n}^{-1}$;
(ii) or $\mathrm{E} \log \left(1 / p_{i i}\right)<\infty, i=1, \ldots, k$.

If $\gamma_{1}>0$, then the Markov chain, describing the evolution of the string, is transient (for almost all $\omega$ ).

Theorem 4.3. Assume Condition D for $A_{n}$. If $\gamma_{1}<0$, then the process is a.s. ergodic.

Theorem 4.4. Let $\gamma_{1}=0$. In addition to Condition $\mathbf{D}$, assume that $A_{1}$ is a.s. invertible, and that no finite union of proper subspaces of $\mathrm{R}^{k}$ is a.s stable by $A_{1}$. Then the process is a.s. recurrent.
4.4. Proof of Theorem 4.2. In this section we shall make use of Proposition 2.1 again.

Proof of Theorem 4.2. We start with the case when $B$ (and then $A$ ) is a.s. invertible and when $\mathrm{E} \log ^{+}\left\|A^{-1}\right\|<\infty$. All that we need is to construct a function $f(s)$ as in Proposition 2.1. We show that there exists a sequence of column vectors $v_{n}=\left(v_{n}^{i}\right)_{i=1, \ldots, k}$ such that the function $f(s)$ can be defined as

$$
\begin{equation*}
f(s)=\sum_{j=1}^{|s|} v_{j}^{s_{j}} . \tag{16}
\end{equation*}
$$

I ndeed, for $f(s)$ defined by (16) we have

$$
\begin{aligned}
& \mathrm{E}\left(f\left(\eta_{t+1}\right)-f\left(\eta_{t}\right)\left|\eta_{t}=s,|s|=n, s_{n}=i\right)\right. \\
& \quad=-r_{i}^{(n)} v_{n}^{i}+\sum_{j=1}^{k} q_{i j}^{(n)}\left(-v_{n}^{i}+v_{n}^{j}\right)+\sum_{j=1}^{k} p_{i j}^{(n)} v_{n+1}^{j},
\end{aligned}
$$

so

$$
\begin{equation*}
\mathrm{E}\left(f\left(\eta_{t+1}\right)-f\left(\eta_{t}\right)\left|\eta_{t}=s,|s|=n, s_{n}=\cdot\right)=-D_{n} v_{n}+B_{n} v_{n+1} .\right. \tag{17}
\end{equation*}
$$

Thus, since $f(s)$ must satisfy (1), we have the following relation between $v_{n}$ and $v_{n+1}$ [compare this with (4) and (5); $A_{n}^{-1}$ is an analog of $p_{n} / q_{n}$ ]:

$$
\begin{equation*}
v_{n+1}=A_{n}^{-1} v_{n}, \tag{18}
\end{equation*}
$$

where the matrices $A_{n}, B_{n}$, and $D_{n}$ were introduced in Section 4.3. From (18) it follows that

$$
v_{n+1}=A_{n}^{-1} \cdots A_{1}^{-1} v_{0}
$$

for some vector $v_{0}$. According to Theorem 4.1, for almost every environment $\omega$ there exists a random vector $v_{0}=v_{0}(\omega) \neq 0$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left\|A_{n}^{-1} \cdots A_{1}^{-1} v_{0}\right\|=\gamma_{k}\left(A^{-1}\right)=-\gamma_{1} . \tag{19}
\end{equation*}
$$

From the last relation it follows that there exists two constants $C_{1,2}=$ $C_{1,2}(\omega)>0$ such that $\left\|v_{n}\right\| \leq C_{1} \exp \left\{-C_{2} n\right\}$ for all $n \geq 0$. Taking (16) into account, we get

$$
|f(s)| \leq \frac{C_{1} \exp \left\{-C_{2}\right\}}{1-\exp \left\{-C_{2}\right\}}
$$

So this function satisfies all the conditions of Proposition 2.1 and Theorem 4.2 is proved under the first set of assumptions.

Under the second assumption we compare the random string of interest, say $\left(\eta_{t}\right)_{t=0,1, . .}$, with a family of new random strings, $\left(\eta_{t}^{s}\right)_{t=0,1, \ldots}$ indexed by $\varepsilon \in(0,1)$, with transition probabilities

$$
r_{i}^{(n, \varepsilon)}=r_{i}^{n}, \quad q_{i j}^{(n, \varepsilon)}=q_{i j}^{(n)}, \quad p_{i j}^{(n, \varepsilon)}=p_{i j}^{(n)}-\delta_{i j} \varepsilon \min _{i} p_{i i}^{(n)},
$$

where $\delta_{i j}$ is the Kronecker delta [so $p_{i j}^{(n, \varepsilon)} \in\left(0, p_{i j}^{(n)}\right]$ ], and the new string stays at the same place with probability $\sum_{j}\left(p_{i j}^{(n)}-p_{i j}^{(n, \varepsilon)}\right)=\varepsilon \min _{i} p_{i i}^{(n)}$.

Clearly the new string $\eta_{.}^{\varepsilon}$ is "more recurrent" than $\eta$. for $\varepsilon>0$, and we simply need to prove that $\eta_{\text {. }}^{\varepsilon}$ is transient for some $\varepsilon$. Let $\varphi(\lambda)=|\operatorname{det}(B-\lambda I)|$ be the absolute value of the characteristic polynomial of $B$. Recalling that $\left\|(B-\lambda I)^{-1}\right\|^{2}$ is the largest eigenvalue of $\left(B^{*}-\lambda I\right)^{-1}(B-\lambda I)^{-1}$ we see that

$$
\begin{aligned}
\varphi(\lambda) & =\left[\operatorname{det}(B-\lambda I)\left(B^{*}-\lambda I\right)\right]^{1 / 2} \\
& \leq\left\|(B-\lambda I)^{-1}\right\|^{-1}\|(B-\lambda I)\|^{k-1} .
\end{aligned}
$$

On the other hand, since $\varphi$ is (the absolute value of) a polynomial with coefficients smooth in $B$,

$$
\int_{0}^{1} \log ^{+}(1 / \varphi(\lambda)) d \lambda \leq C(\|B\|)<\infty
$$

Corresponding to the new string we define $B^{\varepsilon}=B-\varepsilon \min _{i}\left(p_{i i}\right) I$. From the last two estimates we get

$$
\begin{aligned}
\mathrm{E} \int_{0}^{1} \log ^{+}\left\|\left(B^{\varepsilon}\right)^{-1}\right\| d \varepsilon & \leq C^{\prime}+\mathrm{E} \int_{0}^{1} \log ^{+}\left(1 / \varphi\left(\varepsilon \min _{i} p_{i i}\right)\right) d \varepsilon \\
& \leq C^{\prime}+\mathrm{E}\left(\min _{i} p_{i i}\right)^{-1} \int_{0}^{1} \log ^{+}(1 / \varphi(\lambda)) d \lambda \\
& \leq C^{\prime}+C(1) \sum_{i} \mathrm{E}\left(p_{i i}^{-1}\right)<\infty .
\end{aligned}
$$

Hence for Lebesgue-a.e. $\varepsilon$, the matrix $A_{n}^{\varepsilon}$ is $\tilde{Q}$-a.s. invertible, and

$$
\mathrm{E} \log ^{+}\left\|\left(B_{n}^{\varepsilon}\right)^{-1}\right\|, \mathrm{E} \log ^{+}\left\|\left(A_{n}^{\varepsilon}\right)^{-1}\right\|
$$

are finite.
Also, by continuity of the top Lyapunov exponent in a suitable weak topology, $\gamma_{1}\left(A^{\varepsilon}\right) \rightarrow \gamma_{1}(A)>0$ as $\varepsilon \rightarrow 0$ (the reader is referred to Corollary III.1.2 in [14]; it is not difficult to check that the proof therein extends to our case, using the following remark: the Furstenberg formula III.1.1 for $\gamma_{1}$ is valid for positive matrices with any invariant probability measure concentrated on $\left.P_{+}^{d-1}=\left\{\dot{t} \in P^{d-1}: \exists t \in \mathrm{R}^{d}, \dot{t}=t /\|t\|, t_{i}>0, i=1, \ldots, k\right\}\right)$.

Choosing $\varepsilon$ small enough the first set of assumptions is satisfied and we derive from the previous proof that the string $\eta_{\text {. }}^{\varepsilon}$ is transient, and therefore $\eta$. has the same property.
4.5. Proof of Theorem 4.3. We shall use Proposition 2.3 to prove ergodicity. Also we need one supplementary fact.

Lemma 4.2. Matrix $D_{1}^{-1}$ is almost surely nonnegative.
Proof. We need to prove that any vector $w$ with at least a negative component has image $D w$ with a negative component. Assume first

$$
\begin{equation*}
d_{i i}>-\sum_{j: j \neq i} d_{i j}, \quad i=1, \ldots, k . \tag{20}
\end{equation*}
$$

In this case the statement is easily checked; $(D w)_{i}<0$ if $w_{i}=\min _{j} w_{j}<0$. In the general case $D$ is a limit of matrices satisfying (20); their inverse is nonnegative, and so is $D^{-1}$ by continuity.

Proof of Theorem 4.3. In contrast to the previous section, here we explicitly construct the function $f(s)$. Denote by $I$ the identity matrix of order $k$, and by 1 the column vector with all coordinates being equal to 1 . Then we again define $f(s)$ by (16), where

$$
\begin{aligned}
v_{n} & =D_{n}^{-1} 1+\sum_{m: m \geq n} A_{n} \cdots A_{m} D_{m+1}^{-1} 1 \\
& =\left(D_{n}^{-1}+A_{n} D_{n+1}^{-1}+A_{n} A_{n+1} D_{n+2}^{-1}+\cdots\right) 1
\end{aligned}
$$

[compare this formula with (6)]. To prove that $v_{n}$ is finite, we first notice that the property

$$
\mathrm{E} \log ^{+}\left\|D^{-1}\right\|=\int_{0}^{\infty} \mathrm{P}\left(\log \left\|D^{-1}\right\|>u\right) d u<\infty
$$

implies that for every $C>0$,

$$
\sum_{m>0} \mathrm{P}\left(C^{-1} \log \left(\left\|D_{m}^{-1}\right\|>m\right)<\infty\right.
$$

and from the Borel-Cantelli lemma, that

$$
\left\|D_{m}^{-1}\right\|<\exp m C
$$

for $m$ large enough. Also, since $\gamma_{1}<0$, one can easily get by using (14) and choosing $C<-\gamma_{1}$ that

$$
\left\|v_{n}\right\| \leq\left(\left\|D_{n}^{-1}\right\|+\left\|A_{n}\right\|\left\|D_{n+1}^{-1}\right\|+\left\|A_{n} A_{n+1}\right\|\left\|D_{n+2}^{-1}\right\|+\cdots\right)\|1\|<\infty \quad \text { a.s. }
$$

for all $n$. With other respects we have $v_{n} \geq 0, v_{n} \neq 0$ according to Lemma 4.2. According to (17) and keeping in mind that $A_{n}=D_{n}^{-1} B_{n}$, we have

$$
\begin{aligned}
& \mathrm{E}\left(f\left(\eta_{t+1}\right)-f\left(\eta_{t}\right)\left|\eta_{t}=s,|s|=n, s_{n}=\cdot\right)\right. \\
&=\left(-I-D_{n} A_{n} D_{n+1}^{-1}-D_{n} A_{n} A_{n+1} D_{n+2}^{-1}-\cdots\right) 1 \\
&+\left(B_{n} D_{n+1}^{-1}+B_{n} A_{n+1} D_{n+2}^{-1}+B_{n} A_{n+1} A_{n+2} D_{n+3}^{-1}+\cdots\right) 1 \\
&=-I 1-D_{n}\left(A_{n} D_{n+1}^{-1}-A_{n} A_{n+1} D_{n+2}^{-1}-\cdots\right) 1 \\
&+D_{n}\left(A_{n} D_{n+1}^{-1}+A_{n} A_{n+1} D_{n+2}^{-1}+\cdots\right) 1 \\
&=-1 .
\end{aligned}
$$

Therefore the function $f(s)$ satisfies all the conditions of Proposition 2.3 and Theorem 4.3 is proved.
4.6. Proof of Theorem 4.4. From a theorem in [2] the assumptions imply

$$
\liminf _{n \rightarrow \infty}\left\|A_{1} \cdots A_{n}\right\|=0 \quad \text { a.s. }
$$

and therefore

$$
\begin{equation*}
B_{1} A_{2} \cdots A_{n} 1 \leq D_{1} 1 \quad \text { for some finite } n . \tag{21}
\end{equation*}
$$

Define recursively the random times $\tau_{0}=1$ and

$$
\tau_{k+1}=\min \left\{n>\tau_{k}:-D_{\tau_{k}} 1+B_{\tau_{k}} A_{\tau_{k}+1} \cdots A_{n} 1 \leq 0\right\}
$$

for $k=0,1, \ldots$. From (21) the times $\tau_{k}$ are a.s. finite. We still define $f(s)$ by (16) with $v_{\tau_{k}}=1$ and

$$
\begin{equation*}
v_{n}=A_{n} A_{n+1} \cdots A_{\tau_{k+1}} 1, \quad \tau_{k}<n \leq \tau_{k+1} . \tag{22}
\end{equation*}
$$

Hence we have $v_{n}=A_{n} v_{n+1}$ when $\tau_{k}<n<\tau_{k+1}, k=0,1, \ldots$, and

$$
-D_{\tau_{k}} v_{\tau_{k}}+B_{\tau_{k}} v_{\tau_{k}+1}=-D_{\tau_{k}} 1+B_{\tau_{k}} A_{\tau_{k}+1} \cdots A_{\tau_{k+1}} 1 \leq 0
$$

by definition of $\tau_{k+1}$. From (17) this means that $f\left(\eta_{t}\right)$ is a supermartingale except at $x=0$; see (2). From Lemma 4.2 and from the definition (22), the vector $v_{n}$ is nonnegative, and therefore $f(\cdot) \geq 0$. Finally, since the $\tau_{k}$ 's are a.s. finite and $v_{\tau_{k}}=1, f(x) \rightarrow \infty$ as (the length of) $x \rightarrow \infty$. Proposition 2.2 applies, and the random string is recurrent.
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