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SUPERDIFFUSIVE BEHAVIOR OF TWO-DIMENSIONAL
BROWNIAN MOTION IN A POISSONIAN POTENTIAL

By Mario V. Wüthrich

ETH Zürich

We consider d-dimensional Brownian motion in a truncated Poisso-
nian potential conditioned to reach a remote location. If Brownian motion
starts at the origin and ends in an hyperplane at distance L from the ori-
gin, the transverse fluctuation of the path is expected to be of order Lξ.
We are interested in a lower bound for ξ. We first show that ξ ≥ 1/2 in
dimensions d ≥ 2 and then we prove superdiffusive behavior for d = 2,
resulting in ξ ≥ 3/5.

0. Introduction. In the present work we want to focus on a special model
in the theory of random motions in a random potential. Throughout this pa-
per we consider Brownian motion in a truncated Poissonian potential. The
Brownian motion will start at the origin and will be stopped when reaching a
fixed hyperplane at distance L from 0 (see, for instance, [8]). Our purpose is to
study certain fluctuation properties of the paths when they feel the presence
of a truncated Poissonian potential, as L → ∞.

Let P stand for the Poisson law with fixed intensity ν > 0 on the space � of
simple pure point measures ω on R

d, d ≥ 2. The soft obstacles are generated
by a fixed shape function W�·� ≥ 0, which is measurable, bounded, compactly
supported and not a.e. equal to zero. Furthermore we assume that

W�·� is rotationally invariant.(0.1)

For ω = ∑
i δxi ∈ � and x ∈ R

d, we define the truncated Poissonian potential
with fixed truncation level M> 0 as

V�x�ω� =
(∑
i

W�x− xi�
)

∧M =
(∫

R
d
W�x− y�ω�dy�

)
∧M�(0.2)

Our aim is to have a penalty on the Brownian path when it experiences the
potential. For x ∈ R

d we denote by Px the Wiener measure on C�R+�R
d�

starting at x, and by Z. the canonical process on C�R+�R
d�. For θ ∈ �0�2π�,

L > 0, let ��θ�L� be the half-space

��θ�L� = {
x ∈ R

d
 �x� x̂�θ�� ≥ L}�(0.3)

where x̂�θ� = �cos θ� sin θ�0� � � � �0�, and where �·� ·� denotes the standard in-
ner product on R

d. If θ = 0, we write �L for ��0�L�. For λ ≥ 0, L > 0,
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M. V. WÜTHRICH 1001

θ ∈ �0�2π� and ω ∈ � the new path measure on C�R+�R
d� is then defined by

dP̂
∂��θ�L�
0 = 1

eλ�0� ∂��θ�L��ω� exp
{

−
∫ H�∂��θ�L��

0
�λ+V��Zs�ω�ds

}
dP0�(0.4)

where eλ�0� ∂��θ�L��ω� is the normalizing constant and whereH�∂��θ�L�� =
inf�s ≥ 0�Zs ∈ ��θ�L�� is the entrance time of Z.�w� in the half-space
��θ�L�.

From [8], Corollary 1.9, we know that we have a shape theorem: on a set
of full P-measure for λ ≥ 0,

lim
L→∞

1
L

log eλ�0� ∂��θ�L�� = −αλ�x̂�θ���(0.5)

and the Lyapounov coefficients αλ�·� are norms on R
d. In the present article

we restrict ourselves to rotationally invariant W�·�. Hence the Lyapounov co-
efficients are proportional to the Euclidean norm. This gives us the possibility
to compare − log eλ�0� ∂��θ�L�� to the Euclidean norm.

Our main interest in this article is to study transverse fluctuations. Two
natural questions arise: (1) “Where do the paths end in ∂��θ�L�?” (2) If we
examine the line through the origin perpendicular to ∂��θ�L�, “How far do the
paths fluctuate from this line before they hit the goal?” These two questions
have a similar flavor to questions studied in [6] in the context of first-passage
percolation.

For the first question we define a critical exponent ξ�1�; it describes the
behavior of the hitting distribution of the hyperplane ∂��θ�L� for large L. It
is a scale for the concentration of the hitting distribution of ∂��θ�L� for the
perturbed Brownian motion. For θ ∈ �0�2π�, L > 0 and γ > 0, we denote by
Bθ�L�γ� the event that the hitting point ZH�∂��θ�L�� is within distance Lγ of
Lx̂�θ� ∈ ∂��θ�L�. That is (see Figure 1),

Bθ�L�γ� = {
w ∈ C�R+�R

d�
 dist
(
ZH�∂��θ�L���Lx̂�θ�) ≤ Lγ}�(0.6)

The first critical exponent ξ�1� is then defined as follows (thanks to the rota-
tional invariance of our model we can restrict ourselves to the angle θ = 0):

ξ�1� = inf
{
γ ≥ 0
 lim sup

L→∞
E
[
P̂
∂�L
0 �B0�L�γ��] = 1

}
�(0.7)

Observe that E�P̂∂�L0 �ZH�∂�L� ∈ ·�� is symmetric around Lx̂�0� ∈ ∂�L; there-
fore it is meaningful to use symmetric sets around Lx̂�0� ∈ ∂�L in the defini-
tion (0.6).

For the second question we consider the following construction: for θ ∈
�0�2π�, L > 0 and γ > 0, we consider lθ the line �αx̂�θ� ∈ R

d
α ∈ R� and
the truncated cylinder of radius Lγ and symmetry axis lθ, Z�x̂�θ��Lγ� = �z ∈
��θ�−L�
 dist�z� lθ� ≤ Lγ�. The truncation is there for technical purposes. The
boundary of Z�x̂�θ��Lγ� is denoted by ∂Z�x̂�θ��Lγ� (see Figure 1).
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Fig. 1. Construction of Aθ�L�γ� and Bθ�L�γ�.

Now Aθ�L�γ� is the event that the perturbed Brownian path starting at
the origin with goal ∂��θ�L� does not leave the cylinder Z�x̂�θ��Lγ�. That is,

Aθ�L�γ� = {
w ∈ C�R+�R

d�
Zs�w� ∈ Z�x̂�θ��Lγ� for all

s ≤ H�∂��θ�L��}�(0.8)

The second critical exponent is then defined via

ξ�2� = inf
{
γ ≥ 0
 lim sup

L→∞
E
[
P̂
∂�L
0 �A0�L�γ��] = 1

}
�(0.9)

Since Aθ�L�γ� is a subset of Bθ�L�γ�, we have

ξ�2� ≥ ξ�1��(0.10)

Our main results are the following theorems.

Theorem 0.1. In dimensions d ≥ 2,

ξ�1� ≥ 1/2�(0.11)

Using (0.10) we already see that ξ�2� ≥ 1/2 for all dimensions d ≥ 2. In fact,
the following holds.

Theorem 0.2. If d = 2 and λ > 0,

ξ�2� ≥ 3/5�(0.12)
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The arguments of the proof of this superdiffusive lower bound (Theorem 0.2)
also work in general dimensions d ≥ 3 (see the proofs of Lemmas 2.1 and 2.2
below). But in this case we do not get a superdiffusive lower bound. For d ≥ 3,
ξ�2� ≥ 3/�d+ 3�, which is not new in view of (0.10) and (0.11).

Let us briefly describe the main ideas used to prove the two theorems. At
the heart of both proofs lies the following geometric construction. We look
at the two hyperplanes ∂��0�L� and ∂��θL�L� where the choice of the or-
der γ of the angle θL = L−γ will be the crucial step in the argument (see
Figure 2). We prove Theorem 0.1 by contradiction along the following lines.
If ξ�1� were less than 1/2, then the hitting distribution of the hyperplane
would be too concentrated. To see this we look at two hyperplanes ∂��0�L�
and ∂��θL�L�, with θL = 8L−1/2−ε̃ where ε̃ > 0 is small [see (1.4) and (1.6)
below]. In each of the two “goals” we consider sets G0�L� ⊂ ∂��0�L� and
GθL�L� ⊂ ∂��θL�L�, where the hitting probabilities of ZH�∂��·�L�� are concen-
trated. On the one hand the distance between G0�L� and GθL�L� is very large
(it is of order L1/2−ε̃), but on the other hand G0�L� [resp., GθL�L�] is very close
to ∂��θL�L� [resp., ∂��0�L�]. Indeed, with our choice of θL, G0�L� is within a
distance cL−2ε̃ of ∂��θL�L� for large L. This leads to a contradiction because
it doesn’t cost enough to go from G0�L� to ∂��θL�L�, that is, the probablity of
hitting ∂��θL�L� outside of GθL�L� is too large.

The proof of Theorem 0.2 will use the same geometric construction as above
but θL is chosen to have a different order. Assuming ξ�2� is less than 3/5, we
choose θL = L−�1−γ� for γ ∈ �ξ�2��3/5� [see (2.2)]. Thus the convergence of
the angle θL to zero is slower than in the first construction. This choice of θL
enables us to derive an upper and a lower bound on Var�− log eλ�0� ∂��0�L��+

Fig. 2. The two hyperplanes ∂��0�L� and ∂��θL�L�.
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log eλ�0� ∂��θL�L���. In Lemma 2.1 below we get an upper bound due to the
fact that the two cylinders (containing “most” of the paths) are close enough,
that is, the distance between the concentration sets G0�L� and ∂��θL�L� is
of order L2γ−1. On the other hand Lemma 2.2 below provides a lower bound
relying on the fact that the two cylinders are disjoint enough. This bound is
proved by a martingale argument. Comparing the exponents of the lower and
the upper bound will provide the superdiffusive claim.

It is worth pointing out that the martingale argument gives a lower bound
on Var�− log eλ�0� ∂��0�L��+ log eλ�0� ∂��θL�L��� of the same order L1−γ (see
Lemma 2.2 below) as the lower bound on Var�− log eλ�0� ∂��0�L��� obtained
by the same martingale technique (see Theorem 1.2 of [10]). It is a natural
question whether the above variance of the difference itself has the same order
as Var�− log eλ�0� ∂��0�L���.

As mentioned above, the results we present have a similar flavor to ques-
tions which have been studied in the context of first-passage percolation. How-
ever in first-passage percolation on the square lattice the rotational invariance
is lost. This turns out to be a serious problem and one has to choose “well-
behaved” directions to prove these statements. In our model the directions do
not play any role and the geometric ideas are more transparent.

Let us give a general remark on the conjectured behavior of ξ. In the physics
literature questions related to fluctuations of growing surfaces and questions
about transverse fluctuations have been extensively analyzed (see, e.g., [5]).
For a broad variety of models, whose exponent ξ should have the same value
as in our model, physics literature predicts ξ = 2/3 in dimension d = 2 (see
[1, 3, 2, 4]), whereas in higher dimensions there are conflicting predictions,
but nevertheless ξ should be ≥ 1/2 (for a discussion see [6]). In [10] we have
studied a slightly differently defined critical exponent ξ for a point-to-point
model. For ξ we have found an upper bound of 3/4 for all dimensions d ≥ 2
(Theorem 1.1 in [10]). These bounds on ξ, ξ�1� and ξ�2� are a first approach to
the expected behavior of ξ. In the point-to-plane model the geometry is some-
what easier to control. The arguments we use here to prove the diffusive and
the superdiffusive lower bound do not work in the point-to-point model. In fact
in Theorem 1.3 of [10], we have proved a weaker (subdiffusive) lower bound
for the point-to-point model. The point-to-plane model here has a somewhat
easier geometric behavior. Using curvature properties we manage to improve
the upper bound on the variance [compare (4.2) of [10] to Lemma 2.1], whereas
the technique to prove the lower bound on the variance is the same [see (4.3)
of [10] and Lemma 2.2].

We close this section with some remarks on how this article is organized
and on the notation we use. In Section 1 we prove the diffusive statement
and in Section 2 the superdiffusive lower bound. We usually denote positive
constants by c1� c2� � � � � These constants will depend only on the invariant
parameters of our model, namely d, ν, W�·�, M and λ.

1. The diffusive lower bound. In this section we want to prove Theo-
rem 0.1. As mentioned in the introduction, we will see that the hitting distri-
bution of the hyperplane can not be too concentrated. During the proof we will
also see the real advantage of using the point-to-plane model. It is an open
problem to translate this proof to the point-to-point model.
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Before we start with the proof, we introduce some notation for the con-
centration set: for θ ∈ �0�2π�, L > 0 and γ > 0, we consider a subset
Gθ�L�γ� of ∂��θ�L�, which is of diameter 2Lγ and which is symmetric around
Lx̂�θ� ∈ ∂��θ�L�:

Gθ�L�γ� = ∂��θ�L� ∩Z�x̂�θ��Lγ��(1.1)

When θ = 0, we drop the subscript θ; of course,

Bθ�L�γ� = {
ZH�∂��θ�L�� ∈ Gθ�L�γ�}�(1.2)

Proof of Theorem 0.1. We will prove this theorem by contradiction. Sup-
pose

ξ�1� < 1/2�(1.3)

We choose

γ = 1/2 − ε̃ ∈ (
ξ�1��1/2

)
�(1.4)

Therefore by the definition of ξ�1� we have that there exists a sequence �Ln�n
with Ln tending to infinity as n → ∞, such that for all ε > 0 there exists an
N ∈ N such that for all n ≥ N we have

E
[
P̂
∂�Ln
0

[
ZH�∂�Ln � ∈ G�Ln� γ�]] ≥ 1 − ε�(1.5)

where G�Ln� γ� is the deterministic set in the hyperplane ∂��0�Ln� defined
in (1.1). We define

θLn = 8L−1/2−ε̃
n �(1.6)

�n = ��0�Ln�, �′
n = ��θLn�Ln�, Gn = G0�Ln� γ� and G′

n = GθLn
�Ln� γ�. Here

�n is the intersection of �cn, ��′
n�c, �c�−π/2�0� and �c�θLn +π/2�0�. Then �n

intersected with the 1-2-hyperplane (called Pn) is a polygon with the following
properties (see Figure 3): We want to enumerate its vertices as 0, z1, z2, z3 in
a counterclockwise way so that 0 is the origin; Pn is a convex polygon with

dist�0� z1� = dist�0� z3� = Ln�
and

dist�z1� z2� = dist�z2� z3� = Ln tan�θLn/2� ≥ 2L1/2−ε̃
n for all large n�

Therefore, because diam�Gn� and diam�G′
n� are equal toL1/2−ε̃

n for all n (where
diam�·� is the diameter of the set · restricted to the 1-2-hyperplane) and be-
cause Gn (resp., G′

n) is symmetric with respect to z1 (resp., z3), we know that

dist�Gn�G′
n� ≥

√
2L1/2−ε̃

n for all large n(1.7)

and

∀x ∈ Gn� dist�x� ∂�′
n�

∀x′ ∈ G′
n� dist�x′� ∂�n�

}
≤ 9L1/2−ε̃

n sin�θLn� ≤ 72L−2ε̃
n

for all large n�

(1.8)
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Fig. 3. Polygon Pn.

So the distance between Gn and G′
n tends to infinity, but Gn is very close to

∂�′
n and G′

n is very close to ∂�n.
Define �n = �ω ∈ �
 eλ�0� ∂�n�ω� ≤ eλ�0� ∂�′

n�ω��. By symmetry we have
P��n� ≥ 1/2 for all n. We define for ω ∈ � and n ∈ N,

fn�ω� = 1�n�ω�eλ�0� ∂�n�ω�
eλ�0� ∂�′

n�ω� ≤ 1�(1.9)

Further we define

δ̃ = P0
[
H�∂��0�1/2�� ≤ 1

]
> 0�(1.10)

Now we try to find a contradiction for arbitrarily large n. In Lemma 1.1 we
prove that for all ε ∈ �0�1/2� we have that E�P̂∂�n0 �ZH�∂�′

n� ∈ G′
n�fn�ω�� >

exp�−�λ+M���1/2 − ε�δ̃ for all large n. This is because the angle θLn tends
quickly to zero. In Lemma 1.2 we prove that for all ε > 0 we have that
E�P̂∂�n0 �ZH�∂�′

n� ∈ G′
n�fn�ω�� < ε for all large n. This is so because the dis-

tance between the goals Gn and G′
n is big for large n. Combining these two

lemmas leads to a contradiction. This completes the proof of Theorem 0.1. ✷

Lemma 1.1. Assume (1.3), then for all ε ∈ �0�1/2� there existsN1 ∈ N such
that for all n ≥ N1� we have that

E
[
P̂
∂�n
0 �ZH�∂�′

n� ∈ G′
n�fn�ω�] > exp�−�λ+M���1/2 − ε�δ̃�(1.11)
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Proof. We have

P̂
∂�n
0

[
ZH�∂�′

n� ∈ G′
n

]
≥ P̂∂�n0

[
ZH�∂�′

n� ∈ G′
n�H�∂�n� ≤ H�∂�′

n� < ∞]
(1.12)

+ P̂∂�n0

[
ZH�∂�′

n� ∈ G′
n�H�∂�′

n� < H�∂�n� ≤ H�∂�′
n� + 1

]
�

Considering the first term on the right-hand side of (1.12), we find

P̂
∂�n
0

[
ZH�∂�′

n� ∈ G′
n�H�∂�n� ≤ H�∂�′

n� < ∞]
≥ 1
eλ�0� ∂�n�E0

[
exp

{
−
∫ H�∂�′

n�

0
�λ+V��Zs�ds

}
�

ZH�∂�′
n� ∈ G′

n�H�∂�n� ≤ H�∂�′
n� < ∞

]
�

whereas for the second term on the right-hand side of (1.12), we have the
following lower bound (using the strong Markov property):

P̂
∂�n
0

[
ZH�∂�′

n� ∈ G′
n�H�∂�′

n� < H�∂�n� ≤ H�∂�′
n� + 1

]
≥ exp�−�λ+M��

eλ�0� ∂�n� inf
z∈G′

n

Pz
[
H�∂�n� ≤ 1

]

×E0

[
exp

{
−
∫ H�∂�′

n�

0
�λ+V��Zs�ds

}
�

ZH�∂�′
n� ∈ G′

n�H�∂�′
n� < H�∂�n� < ∞

]
�

Adding these two estimates, and using the fact that for all large n the distance
between z ∈ G′

n and ∂�n is less than 1/2, we find [using rotational invariance
and (1.5)],

E
[
P̂
∂�n
0 �ZH�∂�′

n� ∈ G′
n

]
fn�ω�]

≥ exp�−�λ+M��δ̃

× E

[
1

eλ�0� ∂�n�E0

[
exp

{
−
∫ H�∂�′

n�

0
�λ+V��Zs�ds

}
�

ZH�∂�′
n� ∈ G′

n�H�∂�′
n� < ∞

]
fn

]

≥ exp�−�λ+M��δ̃E[P̂∂�′
n

0

[
ZH�∂�′

n� ∈ G′
n

]
1�n

]
≥ exp

{−�λ+M�}δ̃(E[P̂∂�′
n

0 �ZH�∂�′
n� ∈ G′

n�] − E��cn�)
≥ exp

{−�λ+M�}δ̃�1 − ε− 1/2� for all large n.

(1.13)

This completes the proof of the lemma. ✷
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Lemma 1.2. Assume (1.3). For any ε > 0 there exists N2 ∈ N such that for
all n ≥ N2 we have that

E
[
P̂
∂�n
0 �ZH�∂�′

n� ∈ G′
n�fn�ω�] < ε�(1.14)

Proof. Using (1.5), we have for all large n,

E
[
P̂
∂�n
0 �ZH�∂�′

n� ∈ G′
n�fn�ω�]

≤ E
[
P̂
∂�n
0 �ZH�∂�n� ∈ Gn� ZH�∂�′

n� ∈ G′
n�fn�ω� + P̂∂�n0 �ZH�∂�n� /∈ Gn�]

≤ E
[
P̂
∂�n
0 �ZH�∂�n� ∈ Gn� ZH�∂�′

n� ∈ G′
n�fn�ω�] + ε/3�

(1.15)

We split the first term on the right-hand side of (1.15) into two terms with
respect to the event �H�∂�n� ≤ H�∂�′

n�� (resp., �H�∂�n� > H�∂�′
n��). Using

the strong Markov property, and the fact that Z. behaves as the unperturbed
Brownian motion after time H�∂�n�, we have

E
[
P̂
∂�n
0 �ZH�∂�n� ∈ Gn�ZH�∂�′

n� ∈ G′
n�H�∂�n� ≤ H�∂�′

n��fn�ω�]
≤ sup
z∈Gn

Ez
[
ZH�∂�′

n� ∈ G′
n

]
�

(1.16)

For the second term we use the strong Markov property and the definition of
fn�ω� to conclude

E
[
P̂
∂�n
0 �ZH�∂�n� ∈ Gn�ZH�∂�′

n� ∈ G′
n�H�∂�n� > H�∂�′

n�]fn�ω�]
≤ E

[
1

eλ�0� ∂�′
n�E0

[
exp

{
−
∫ H�∂�′

n�

0
�λ+V��Zs�ds

}
�

ZH�∂�′
n� ∈ G′

n�H�∂�′
n� < ∞

]
1�n

]

× sup
z∈G′

n

Ez

[
exp

{
−
∫ H�∂�n�

0
�λ+V��Zs�ds

}
�ZH�∂�n� ∈ Gn

]

≤ sup
z∈G′

n

Ez
[
ZH�∂�n� ∈ Gn

]
�

(1.17)

Using standard estimates on the Brownian motion we conclude that the ex-
pressions on the right-hand side of (1.16) and (1.17) are smaller than ε/3 for
all large n. Combining all these results we find that, for all large n, the claim
of the lemma is true. ✷

2. The superdiffusive lower bound. In this section we prove the su-
perdiffusive lower bound for d = 2 and λ > 0 given in Theorem 0.2. The proof
will be a combination of the ideas we have used to prove the subdiffusive
lower bound for ξ0 in Theorem 1.3 of [10] (there we have used two parallel
disjoint cylinders) and the ideas to prove the diffusive lower bound ξ�1� ≥ 1/2.
Actually, we refine the technique used in Theorem 1.3 of [10], using also cur-
vature properties. As mentioned in the introduction, we will look again at the
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polygon construction used in the proof of Theorem 0.1, but we will choose θL
to be of a different order (θL = L−�1−γ1�, γ1 > ξ

�2�). This way we find two al-
most disjoint cylinders such that in Lemma 2.1 we are able to show that for
large L, Var�− log eλ�0� ∂��0�L�� + log eλ�0� ∂��θL�L�� ≤ c1L

4γ1−2. This will
use the fact that the two cylinders are close together. In Lemma 2.2 we will
get a lower bound on the same variance of order L1−γ1 . Combining these two
result will lead us to the claim of Theorem 0.2.

Proof of Theorem 0.2. In view of (0.10) we know that in all dimensions
d ≥ 2, ξ�2� ≥ 1/2. Suppose ξ�2� < 3/5. We will show that this leads to a
contradiction. We take

γ1 ∈ �ξ�2��3/5��(2.1)

Then we use the polygon construction presented in the proof of Theorem 0.1.
We define

θL = 8L−�1−γ1��(2.2)

�L = ��0�L� and �′
L = ��θL�L�. Then PL is the intersection of �cL, ��′

L�c,
�c�−π/2�0� and �c�θL + π/2�0� (PL is the same polygon as in the previous
section). We denote its corner as before in a counterclockwise way by 0, z1, z2
and z3, where 0 is the origin. The following properties are true:

dist�0� z1� = dist�0� z3� = L(2.3)

and

dist�z1� z2� = dist�z2� z3� = L tan�θL/2� ≥ 2Lγ1 for all large L�(2.4)

Therefore, we see that for all large L,

dist�z1� z3� ≥ 3Lγ1 �(2.5)

Next we choose

γ2 ∈ �ξ�2�� γ1��(2.6)

By the definition of ξ�2�, there exists a sequence �Ln�n≥1 with Ln → ∞ such
that

E
[
P̂
∂�Ln
0 �A�Ln� γ2��] → 1 for n → ∞�(2.7)

Using (2.4) and (2.5) we see that z2 /∈ Z�x̂�0��Lγ2
n �∪Z�x̂�θLn��L

γ2
n �. We will see

that these two cylinders are “well separated.” That is, that we can apply the
same methods as in the proof of Theorem 1.3 of [10] for parallel cylinders. We
find a lower bound for the variance of the difference between the two random
variables − log eλ�0� ∂�Ln� and − log eλ�0� ∂�′

Ln
� (see Lemma 2.2) as well as an

upper bound (see Lemma 2.1). We slightly modify our goals ∂�Ln and ∂�′
Ln

.
Look at the line segment with endpoints z1 + �z1 − z2� and z2 + 2�z2 − z1�
[resp., z3 + �z3 − z2� and z2 + 2�z2 − z3�], let ∂n (resp., ∂′

n) be the closure of
the 1/2-neighborhood of first (resp., second) line segment intersected with �Ln
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Fig. 4. The goals ∂n and ∂′
n.

(resp., �′
Ln

) (see Figure 4). For λ > 0, ω ∈ � and n ≥ 1, we define our new
random variables as follows:

− log êλ�n�ω� = − log eλ�0� ∂n�ω�(2.8)

and

− log ê′
λ�n�ω� = − log eλ�0� ∂′

n�ω��(2.9)

where

eλ�0� ∂n�ω� = E0

[
exp

{
−
∫ H�∂n�

0
�λ+V��Zs�ω�ds

}
�H�∂n� < ∞

]
�(2.10)

with H�∂n� = inf�s ≥ 0
Zs ∈ ∂n�� eλ�0� ∂′
n�ω� is defined analogously with

respect to ∂′
n. The path measure starting in 0 conditioned to reach ∂n (resp.,

∂′
n) in finite time with respect to the Poissonian potential (ω ∈ �) will be

denoted by P̂∂n0 = P̂∂n0 �ω� (resp., by P̂∂
′
n

0 ). Define

A∂n�Ln� γ2� = {
w ∈ C�R+�R

d�
w�0� = 0 and Zs�w� ∈ Z�x̂�θ��Lγ2
n �

for all s ≤ H�∂n�}�(2.11)

For all w ∈ C�R+�R
d� we have H�∂n� ≥ H�∂�Ln�, whereas if w ∈ A∂n�Ln� γ2��

we have a strict equality, H�∂n� = H�∂�Ln�. Therefore, using (2.7) we see that

E
[
P̂
∂n
0 �A∂n�Ln� γ2��] → 1 for n → ∞�(2.12)

Next we state the two main lemmas of this proof.
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Lemma 2.1. There exists a constant c1 ∈ �0�∞� such that for all large n,

Var
(− log êλ� n + log ê′

λ�n

) ≤ c1�L2γ1−1
n �2�(2.13)

Proof. Of course, ∂n is within distance 32L2γ1−1
n from ∂′

n for large n and
also ∂′

n is within distance 32L2γ1−1
n from ∂n for large n. Therefore, using the

strong Markov property, we see that for any ω ∈ ��∣∣− log êλ� n + log ê′
λ�n

∣∣ ≤ sup
z∈∂n

− log eλ�z� ∂′
n�ω� + sup

z∈∂′
n

− log eλ�z� ∂n�ω��(2.14)

Now using a tubular estimate for Brownian motion [see (1.35) in [9]] and the
fact that ∂n is within distance 32L2γ1−1

n of ∂′
n and vice versa, we see that there

exists c2 ∈ �0�∞� such that∣∣− log êλ� n + log ê′
λ�n

∣∣ ≤ c2L
2γ1−1
n for all large n�(2.15)

Therefore (2.13) holds. ✷

Lemma 2.2. There exists a constant c3 ∈ �0�∞� such that for all large n,

Var
(− log êλ� n + log ê′

λ�n

) ≥ c3L
1−γ1
n �(2.16)

Lemmas 2.1 and 2.2 lead to the conclusion that 4γ1 − 2 ≥ 1 − γ1, which
contradicts γ1 < 3/5. This completes the proof of Theorem 0.2. ✷

So it remains to prove Lemma 2.2. We remark, as mentioned before, that
this proof is analogous to the proof of formula (4.3) of [10].

Proof of Lemma 2.2. By a = a�W� > 0 we denote the smallest possible
a ∈ R+ such that W�·� = 0 on B̄�0� a�c, where B̄�0� a� is the closed Euclidean
ball with center 0 ∈ R

2 and radius a > 0. We then start by introducing a
paving of the plane R

2. Let �qk�k∈N be a deterministic ordering of the points
in Z

2. For k ∈ N, we consider the cubes of size l and center qk,

Ck = {
z ∈ R

2
 −l/2 ≤ zi − lqik < l/2� for i = 1�2
}
�

where l = l�d� ν� a� ∈ �d�4 + 8a��∞� is fixed but sufficiently large, such that
(1.26) of [9] holds. The closed a-neighborhood of Ck is denoted by C̃k. The
entrance time of the motion into the closed cube C̄k will be denoted by Hk =
H�C̄k� and analogously H̃k will be the entrance time of the motion into the
closed cube C̃k. If U ⊂ R

2 is a subset, we define � �U� to be the σ-algebra
generated by all ω�A�, where A ∈ ��R2� and A ⊆ U. Then we introduce a
filtration ��k�k on our probability space ���� �P�

�k = �

( k⋃
i=1

Ci

)
for k ≥ 1 and �0 = ���� ��

�k = � �Ck� for k ≥ 1�
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Of course we have that for k ≥ 1, �k = �1 ∨�2 ∨ · · · ∨�k, where �j ∨�i is the
smallest σ-algebra containing �i and �j.

Using the filtration, we see [as in [10] formulas (3.3) and (4.4)] that the
following martingale estimate holds:

Var
(− log êλ� n + log ê′

λ�n

) ≥ ∑
k≥1

Var
(
E�− log êλ� n + log ê′

λ�n  �k�
)
�(2.17)

Next, for k ∈ N, we introduce (as in [10]) the events D0� k, D1� k, D
0
k, D

1
k: If

ω ∈ � is a cloud configuration, we write ω̂k for the restriction of ω to Cck and
we write ωk for the restriction of ω to Ck, so we have the following decompo-
sition: ω = �ωk� ω̂k� ∈ �. Now we define the events, D0� k = �ωk
ωk�C̄k� = 0�
and D0

k = �ω ∈ �
ωk ∈ D0� k�. These are the events that no point of the
cloud falls into the closed cube C̄k. The disjoint events on C̄k will be D1� k =
�ωk
 ωk�B̄�lqk�1�� ≥ 1� and D1

k = �ω ∈ �
ωk ∈ D1� k�. These are the events
that we have at least one point of the cloud in the center of Ck (i.e., in the
closed ball with radius 1 around lqk). Of course, D0

k and D1
k are disjoint, �k-

measurable and p = P�D0
k� > 0, q = P�D1

k� > 0. Using Lemma 3 of [7], we find
that

Var
(
E�− log êλ� n + log ê′

λ�n  �k�
) ≥ pq

p+ q�x1 − x0�2�(2.18)

with xδ the numbers

xδ = E

[
E�− log êλ� n + log ê′

λ�n  �k�1Dδk
P�Dδk�

]
for δ = 0�1�(2.19)

We define the random variable 4k�n�ω̂k� on Cck as follows: for k ∈ N, ω ∈ �,
σ0
k ∈ D0

k (notice that D0
k contains only one element),

4k�n�ω̂k� = inf
ωk∈D1� k

− log
(
êλ� n�ωk� ω̂k�
ê′
λ�n�ωk� ω̂k�

)
+ log

(
êλ� n�σ0

k� ω̂k�
ê′
λ�n�σ0

k� ω̂k�

)
�(2.20)

We remark that 4k�n is measurable. This can be seen by using an approxi-
mation of the cloud configurations by cloud configurations with rational coor-
dinates. As in (3.4) of [10], we see that

 x1 − x0 ≥ E�4k�n�+ = max
{
E�4k�n��0}�(2.21)

Next we define the finite set of all the labels k ∈ N, such that the boxes Ck
intersect the truncated cylinder Z�x̂�0��Lγ2

n � ∩ �cLn ∩ �Ln/2,

�n = {
k ∈ N
Ck ∩ (

Z�x̂�0��Lγ2
n � ∩ �cLn ∩ �Ln/2

) != �
}
�(2.22)

Thus the number of points k ∈ N which lie in �n is bounded from above by
c4L

1+γ2
n . Therefore we find, using (2.17), (2.18), (2.21) and the Cauchy–Schwarz
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inequality,

Var
(− log êλ� n + log ê′

λ�n

) ≥ pq

p+ q
∑
k∈�n

(
E�4k�n�+

)2

≥ pq

p+ q  �n −1
( ∑
k∈�n

E�4k�n�+

)2

≥ pq

c4�p+ q�L
1−γ2
n

(
1
Ln

∑
k∈�n

E�4k�n�
)2

+

≥ pq

c4�p+ q�L
1−γ1
n

(
1
Ln

∑
k∈�n

E�4k�n�
) 2

+
�

(2.23)

where in the last step we have used that γ2 < γ1. To prove the lower bound
(2.16) we have to verify

lim inf
n→∞

1
Ln

∑
k∈�n

E�4k�n� > 0�(2.24)

Now

4k�n�ω̂k� ≥ inf
ωk∈D1� k

− log
(
êλ� n�ωk� ω̂k�
êλ� n�σ0

k� ω̂k�

)
− sup
ωk∈D1� k

log
(
ê′
λ�n�σ0

k� ω̂k�
ê′
λ�n�ωk� ω̂k�

)
�(2.25)

Therefore it suffices to show that

lim inf
n→∞

1
Ln

∑
k∈�n

E

[
inf

ωk∈D1� k

log
(
êλn�σ0

k� ω̂k�
êλn�ωk� ω̂k�

)]
> 0(2.26)

and

lim
n→∞

1
Ln

∑
k∈�n

E

[
sup

ωk∈D1� k

log
(
ê′
λ�n�σ0

k� ω̂k�
ê′
λ�n�ωk� ω̂k�

)]
= 0�(2.27)

The proofs of (2.26) and (2.27) are exactly the same as the proofs of (4.7)
and (4.8) in [10]. Therefore we will only give the structure of the rest of the
proof. Using Lemmas 3.1, 3.2 and 3.3 of [10], Harnack’s inequality and the
fact that λ > 0, the claims (2.26) and (2.27) can be reduced to the following
two statements:

lim inf
n→∞

1
Ln

∑
k∈�n\N�∂n�

E
[
P̂
∂n
0 �Hk ≤ H�∂n��] > 0(2.28)

and

lim
n→∞

1
Ln

∑
k∈�n

E
[
P̂
∂′
n

0 �H̃k ≤ H�∂′
n��] = 0�(2.29)
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where N�∂n� denotes the following set: choose R minimal such that C̃k ⊂
B�lqk�R� and C̃k is a neighboring box of the goal ∂n, if B�lqk�R+2�∩∂n != �.

N�∂n� = {
k ∈ N
 C̃k is a neighboring box of ∂n

}
�(2.30)

Proof of (2.28). Using the properties of A∂n�Ln� γ2�, we find

1
Ln

∑
k∈�n\N�∂n�

E
[
P̂
∂n
0 �Hk ≤ H�∂n��]

≥ 1
Ln

E

[
Ê
∂n
0

[ ∑
k∈�n\N�∂n�

1�Hk≤H�∂n��1A∂n �Ln� γ2�

]]

≥ 1
Ln

c5Ln
2

E
[
P̂
∂n
0 �A∂n�Ln� γ2��]�

(2.31)

which stays strictly positive as n tends to infinity.

Proof of (2.29). For all large n the following is true:⋃
k∈�n

C̃k ∩Z�x̂�θLn��Lγ2
n � = ��(2.32)

Thus, if  �n is the number of visited boxes Ck before reaching the goal ∂′
n, we

have for all large n (using the Cauchy–Schwarz inequality),

1
Ln

∑
k∈�n

E
[
P̂
∂′
n

0

[
H̃k ≤ H�∂′

n�]]

≤ 32

Ln
E
[
Ê
∂′
n

0

[ �n 1Ac
∂′n

�Ln�γ2�
]]

≤ 32
E
[
Ê
∂′
n

0

[� �n /Ln�2]]1/2
E
[
P̂
∂′
n

0

[
Ac∂′

n
�Ln� γ2�]]1/2

�

(2.33)

The last term on the right-hand side of (2.33) tends to zero as n goes to infinity,
whereas the first term stays bounded (see (1.31) of [9]). This completes the
proof of Lemma 2.2. ✷
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