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MAJORIZING MEASURES WITHOUT MEASURES

By Michel Talagrand
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We give a reformulation of majorizing measures that does not involve
measures, but rather special sequences of partitions. This formulation is
more convenient to perform chaining with different distances.

1. Introduction. The theory of majorizing measures seems the appropri-
ate tool to estimate E supt∈TXt, where �Xt�t∈T is a stochastic process (i.e., a
family of r.v.’s indexed by a set T) such that one has some control over the
tails of the increments Xs −Xt for s� t ∈ T. A typical such control would be
of the form

∀u ≥ 0� P��Xs −Xt� ≥ u� ≤ 2 exp
(
− u2

d�s� t�2
)
�(1.1)

where d is a distance on T (“sub-Gaussian processes”). The theory of majoriz-
ing measures is a method to measure the “size” of a metric space �T�d� in a
manner appropriate to take full advantage of (1.1). This theory is explained in
detail in [8]. The case (1.1) is very important, because of Gaussian processes.
It is unfortunately rather exceptional that one can control the left-hand side
of (1.1) in a sharp way as a function of one single distance on T. There are
many cases (e.g., infinitely divisible processes) where this is best done using
families of distances. The theory of majorizing measures has been extended to
this setting. There does not exist a unified exposition of these results, which
are scattered among a number of papers ([5, 6] and [7]). This is unfortunate,
because this extension of the theory of majorizing measures to the case of
families of distances requires new ideas. This paper is motivated by the obser-
vation that one of these ideas can be expressed in the familar “one distance”
setting and that this seems to have at least pedagogical interest. The present
paper is therefore a complement to the expository paper [8].

Before we state our results, we recall the traditional definition of majorizing
measures. Given α > 0 and a metric space �T�d�, we define

γα�T� = γα�T�d� = inf sup
t∈T

∫ ∞

0

(
log

1
µ�B�t� ε��

)1/α

dε�(1.2)

where B�t� ε� is the closed ball of center t and radius ε and where the infimum
is taken over all the (discrete) probability measures on T. Several pages of [8]
attempt to take some of the mystery out of this definition and to explain the
meaning of this mysterious probability µ. The formulation we will give here
offers the advantage of dispensing with µ.
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We define

γ′
α�T� = inf sup

t∈T

∑
k≥0

d�t�Ck�2k/α�(1.3)

where the infimum is taken over all choices of finite subsets �Ck�k≥0 of T with
cardC0 = 1, cardCk ≤ 22

k
for k ≥ 1, and where, of course, d�t�Ck� is the

distance from t to Ck.

Theorem 1.1. There exists a constant K�α� depending only on α such that

K′�α�−1γ′
α�T� ≤ γα�T� ≤ K�α�γ′

α�T��

There are two rather distinct aspects to the theory of majorizing measures.
One is, knowing the existence of a majorizing measure, to control processes
such as in (1.1). We will show that the formulation (1.3) is well adapted to
that purpose. The second topic, which is typically much harder, concerns con-
struction of majorizing measures. Tools have been developed to that purpose,
but the bottom line remains that one has to “guess” what the right choice of µ
is. With the formulation (1.3), this amounts to guessing what sets one should
take for Ck. It is conceivable that, at least in certain situations, it is easier
to guess these sets rather than to guess µ. The present paper was motivated
by discussions with K. Ball about the case of the simplex, which is as follows.
Consider the basis e1� � � � �en or �n, provided with the Euclidean distance,
and denote by T the convex hull of e1� � � � �en. It is known from the theory of
Gaussian processes that γ2�T� is of order √

log n+ 1, and it is an interesting
exercise to prove this directly. A solution to this exercise is to be found in [8].
It is another interesting exercise (left here as a challenge to the motivated
reader) to define sets Ck that show that γ′

2�T� is at most of order
√
log n+ 1.

Another important theme of majorizing measures is that of “ultrametricity.”
For a metric space �T�d�, consider an increasing sequence of finite partitions
��k�k≥0 of T. We assume

card�0 = 1� card�k ≤ 22
k

�(1.4)

For a point t inT, we denote byAk�t� the unique element of�k that contains t.
We denote by D�A� the diameter of a set A. We set

γ′′
α�T� = inf sup

t∈T

∑
k≥0

2k/αD�Ak�t���(1.5)

The infimum is taken over all choices of the sequence ��k�k≥0. It should be
obvious that γ′′

α�T� ≥ γ′
α�T�, and the next result shows that, in fact, these two

quantities are of the same order.

Theorem 1.2. There exists a constant K�α� depending on α only such that

K�α�−1γ′′
α�T� ≤ γα�T� ≤ K�α�γ′′

α�T��(1.6)
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To illustrate the fact that the previous formulation is well adapted to the
proof of upper bounds, we will prove the following.

Theorem 1.3. Consider a set T provided with two distances d1� d2 and a
process �Xt�t∈T such that, for each u > 0.

P��Xs −Xt� ≥ u� ≤ 2 exp
(
−min

(
u

d1�s� t�
�

u2

d2
2�s� t�

))
�(1.7)

Then

E sup
s� t∈T

�Xt −Xs� ≤ C�γ1�T�d1� + γ2�T�d2���

where C is universal.

There are all kinds of possible variations (different powers, etc.) with the
same proof. While proofs of upper bounds are overall easy, there seems to be
a genuine difficulty in the proof of Theorem 1.3. In fact, the proof given in [1],
page 327, contains a serious error. This gap was apparently first discovered
by the referee of [2] (as explained there). In the interval between the pub-
lication of [1] and this observation, a correct proof was given in [5] and [7]
using the framework of the theory of majorizing measures “with a family of
distances.”

Even though Theorem 1.3 follows by combining the results of [5] and [7],
the theory of majorizing measures for families of distances is a bit impres-
sive at first sight, and the reader might enjoy the simple proof given here.
Theorem 1.3 has been applied in [3] and [4].

2. Proofs. We denote by K a constant depending on α only, not necessar-
ily the same at each occurrence.

Lemma 2.1. We have γα�T� ≤ Kγ′
α�T�.

Proof. Consider sets Ck with cardC0 = 1, cardCk ≤ 22
k
such that

∀t ∈ T�
∑
k≥0

d�t�Ck�2k/α ≤ 2γ′
α�T��(2.1)

Consider a probability measure µ on T such that

∀x ∈ Ck� µ�
x�� ≥ 2−k−12−2
k

�(2.2)

We will prove that

∀t ∈ T�
∫ ∞

0

(
log

1
µ�B�t� ε��

)1/α

dε ≤ Kγ′
α�T�(2.3)

and this will prove the lemma.
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We fix t, and we set

dk = min
l≤k

d�t�Cl��

Thus, for k ≥ 0,

ε ≥ dk ⇒ µ�B�t� ε�� ≥ 2−k−12−2
k ≥ 2−2

k+1

so, for k ≥ 1,

∫ dk−1

dk

(
log

1
µ�B�t� ε��

)1/α

dε ≤ Kdk−12
k/α�(2.4)

Since, obviously, µ�B�t� ε�� = 1 for ε ≥ D�T� [where D�T� is the diameter
of T], we have

∫ ∞

d0

(
log

1
µ�B�t� ε��

)1/α

dε ≤ KD�T��(2.5)

Now C0 consists of one single point, and, by (2.2),

∀t ∈ T� d�t�C0� ≤ 2γ′
α�T�

so that

D�T� ≤ 4γ′
α�T��

Summation of the relations (2.4) and (2.5) yields the result. ✷

Since, obviously, γ′′
α ≥ γ′

α, to prove Theorem 1.2, it suffices to prove the
following.

Theorem 2.2. We have γ′′
α�T� ≤ Kγα�T�.

Proof. We fix a probability measure µ on T such that

∀t ∈ T�
∫ ∞

0

(
log

1
µ�B�t� ε��

)1/α

dε ≤ 2γα�T��(2.6)

Given k ≥ 1, we proceed to the basic construction. We setD = D�T�. For l ≥ 0,
we consider the set

C′
l =

{
t ∈ T� µ�B�t�2−lD�� ≥ 2l+12−2

k}
�(2.7)

Observe that C′
0 = T. Consider

Cl = C′
l

∖ ⋃
m>l

C′
m�

The sets Cl are disjoint, and since C′
0 = T, form a partition of T. Moreover,

t ∈ Cl ⇒ µ�B�t�2−l−1D�� ≤ 2l+22−2
k

(2.8)
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because t �∈ C′
l+1. Consider a subset Nl of C

′
l that is maximal subject to the

condition

s� t ∈ Nl� s �= t ⇒ d�s� t� > 2−l+1D�

The balls B�t�2−lD�, for t ∈ Nl, are disjoint, so that, by (2.7),

cardNl ≤ 2−l−122
k

�(2.9)

Moreover, the maximality ofNl implies that the balls B�t�2−l+1D�, for t ∈ Nl,
cover C′

l. Thus, we can partition Cl in at most cardNl sets of diameter at most
2−l+2D.

We now partition T as follows. First, we partition T into the sets Cl. Then
we partition each Cl as explained. The resulting partition�k contains at most

22
k ∑
l≥0

2−l−1 ≤ 22
k

sets. To each t� k, we associate the index l�k� t�, defined by t ∈ Cl�k� t�. We have

D�Bk�t�� ≤ 2−l�k� t�+2D(2.10)

and, from (2.8),

µ�B�t�2−l�k� t�−1D�� ≤ 2l�k� t�+22−2
k

�(2.11)

We set �0 = �1 = 
T�, and for k ≥ 2, we consider the partition �k generated
by �1� � � � ��k−1, so that card�k ≤ 22

k
, and the sequence ��k� increases.

Let us fix t ∈ T. We have, since Ak�t� ⊂ Bk−1�t�,∑
k≥0

D�Ak�t��2k/α ≤ KD+ ∑
k≥2

D�Bk−1�t��2k/α

≤ KD

(
1+ ∑

k≥1
2k/α2−l�k� t�

)(2.12)

using (2.10). Consider the set

L = 
l ∈ �� ∃k� l = l�k� t��
and for l ∈ L, define

k�l� = max
k� l = l�k� t���
It should be obvious that

∑
k≥1

2k/α2−l�k� t� ≤ K
∑
l∈L

2−l2k�l�/α�

Now, for l ∈ L�k = k�l�, (2.11) reads as

µ�B�t�2−l−1D�� ≤ 2l+22−2
k�l�
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and thus

∫ 2−l−1D

2−l−2D

(
log

1
µ�B�t� ε��

)1/α

dε

≥ 2−l−2D log�max�1�22k�l�−l−2��1/α

≥ 1
K
2−lD��2k�l� − l− 2�+�1/α

≥ 1
K
2−lD�2k�l�/α −K�l+ 2�1/α��

(2.13)

using the fact that, for a� b > 0� ��a− b�+�1/α ≥ �1/K�a1/α −Kb1/α.
Summing the inequalities (2.13) and combining with (2.6) and (2.12)

gives

∑
k≥0

D�Ak�t��2k/α ≤ K�D+ γα�T�� ≤ Kγα�T��

Since t was arbitrary, the proof is complete. ✷

Theorem 1.1 is a consequence of Lemma 2.1 and Theorem 2.3.

Proof of Theorem 1.3. For j = 1�2, we consider an increasing sequence
�� j

k �k≥0 of partitions of T such that card� j
0 = 1� card� j

k ≤ 22
k
and

∀t ∈ T�
∑
k≥0

Dj

(
A

j
k�t�

)
2k/j ≤ Kγj�T��

whereDj�A� denotes the diameter ofA for dj. This is possible by Theorem 1.2.
We consider the partition �k generated by � 1

k and � 2
k , so that card�0 = 1,

card�k ≤ 22
k+1

and

∀t ∈ T�
∑
k≥0

D1�Ak�t��2k +D2�Ak�t��2k/2 ≤ K�γ1�T� + γ2�T���(2.14)

(All the difficulty of dealing with different distances is gone now that we have
the correct normalization, and the rest is standard.) For k ≥ 0, we consider
an arbitrary set Bk that contains exactly one point in each set of �k.

Consider a parameter v ≥ 1. For each k ≥ 0� x ∈ Bk+1� y ∈ Bk, consider the
event

"�x�y� v� � �Xx −Xy� ≥ v�2kd1�x�y� + 2k/2d2�x�y���

Thus, by (1.7), we have

P�"�x�y� v�� ≤ 2 exp�−v2k��
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Thus, if we denote by "�v� the union of the events "�x�y� v� over all choices
of x�y, we have

P�"�v�� ≤ ∑
k≥0

22
k+2

exp�−v2k�

≤ exp
(
−v

2

)(2.15)

for v large enough.
Next, if "�v� does not occur, we bound supt �Xt − Xt0

�, where B0 = 
t0�.
Given t in T, for k ≥ 1, let πk�t� = Bk ∩Ak�t�. Since "�x�y� v� does not occur,
we have, since πk�t�� πk+1�t� ∈ Ak�t�,

�Xπk+1�t� −Xπk�t�� ≤ v�2kD1�Ak�t�� + 2k/2D2�Ak�t����(2.16)

Summation of the relations (2.16) for k ≥ 0, together with (2.14), shows that

�Xt −Xt0
� ≤ Kv�γ1�T� + γ2�T���

Combining this with (2.15), we see that

P

(
sup
t

�Xt −Xt0
� ≥ Kv�γ1�T� + γ2�T��

)
≤ exp

(
−v

2

)
�

which implies the result. ✷

The extension of Theorem 1.3 to situations involving several distances is
immediate. Such an extension is given in [2].

REFERENCES

[1] Ledoux, M. and Talagrand, M. (1991). Probability in Banach Spaces. Springer, Berlin.
[2] Marcus, M. (1998). A sufficient condition for the continuity of high order Gaussian chaos

processes: high dimensional probability. Progr. Probab. 43 263–276.
[3] Marcus, M. and Rosen, J. (1996). Gaussian chaos and sample path properties of additive

functionals of symmetric Markov processes. Ann. Probab. 24 1130, 1177.
[4] Marcus, M. and Talagrand, M. (1998). Continuity conditions for a class of Gaussian chaos

processes related to continuous additive functionals of Lévy processes. J. Probab. 11
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