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In a paper! in this Journal Professor S. D. Wicksell gave the general outlines
of a new method of calculating the regression lines. This problem was later
on treated in detail by Dr. Walter Andersson.? His method was to develop
the formulas for the regression lines into a series of orthogonal polynomials
under the assumption that the marginal distribution of the independent
variate belonged to eertain mathematically defined distributions, and to de-
termine the constants with the aid of the method of the least squares.

Among other cases he treated also the case where the marginal distribution
was of the normal logarithmic type: ,
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But as his method is entirely different from the method I shall give here, I
will not go any further into the method used by Dr. Andersson.

When the correlation surface F(z, y) of the variates x and y is given and then
of course also the marginal distribution of z, F(z), it is known that the mean
Y. of the dependent variate y in an infinitely small array with the value of
between z and = 4 dz is given as a function of the independent variate z by
the following formula (2)

¢)) F(z) =
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In this formula the integrals are to be extended over the whole domain of

the variation of y.

If now we make any transformation of z by introducing a new variate u,
related to x by the formula v = ¥(x), where we must suppose that u i$va one-
valued function of z and contrary, the distribution f(u, y) of the variate u and
y is given by the relation

3 f(u, y) dudy = F(z,y) dz dy

©)) Yz =

18. D. Wicksell. Remarks on Regression. Annals of Mathematical Statistics, 1930.
2 Walter Andersson. Researches into the theory of Regression. Meddelande frin
Lunds Astronomiska Observatorium. Ser II. N:r 64.
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Writing the formula (2) in the following form:
/ yF(z, y) dz dy

yz - ’
/ F(z, v) dz dy

we see at once that the mean y, can be given as the following function of u:
/ yf(u, y) dy

4) Yo = .
/ f(u, y) dy

This relation, of course, is self-evident. The mean of the dependent variate
in an array of the independent variate will be unchanged, when we change the
variate z for another variate u, related to = by a one-valued function.

The problem of finding the regression line of the mean y. can in such a way
be much simplified, if it is possible to make a favorable transformation of the
independent variate z.

As shown by Professor Wicksell® we may, under certain conditions concerning
the marginal distribution f(u), write the expression of the regression line in
the following form:

— < n)\n,l f(”)(u),
) Vo= 2 (0

where the A, coefficients are the seminvariants of the distribution of u and y.
The conditions which the function f(u) must satisfy are among others that
the function and all its derivates are continuous in the domain of variation and
that the function and its derivates disappear in the limits of that domain.
These conditions are satisfied by the normal curve of error.
In the case where the distribution of u is normal, the derivates f® (u) take
the following form:

(6) J®(u) = (=1)"Ha(w) f(u);

where the expressions H,(u) are the well known Hermitian polynomials.
The formula (5) takes the following simple form.

@ ve= ) 2 H,W

If we can change the given marginal distribution F(z) by a favorable substi-
tution v = ¥(z) into a normal curve, and if, this substitution made, we can

38. D. Wicksell. Analytical Theory of Regression. Meddelande frin Lunds Astrono-
miska Observatorium. Ser II. N:r 69.
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calculate the coefficients A, ,; from the moments or other known characteristics
of the given correlation distribution, F(z, y), it is possible to express the regres-
sion line as the formula (8) shows:

® v = 32 EL )
2/l

It must be observed that the polynomials H [(x)] are orthogonal with regard
to the distribution F(z) of the independent variate z. We have

/ HW @) B4 @)1F() do = f HWHWf@ du=0  ixj

Not in all cases it will perhaps be possible to calculate the A, coefficients,
when we have transformed the marginal distribution into the normal curve,
but in one case it is rather simple to calculate these coefficients from the mo-
ments given.

The case alluded to is the one, where the variate u is given from z by the
relation v = log(r — a), that is that the marginal distribution is of the so
called normal logarithmic type (1).

In that case it is possible to calculate the \., coefficients from the marginal
moments V., and from the correlation moments of the type V,,.

We suppose that the marginal distribution is of the logarithmic type and
that from the moments of the z distribution we have determined the three
constants a, o; and [ in the usual manner.*

Then we calculate from the given correlation dlstnbutlon the moments V,, °
about the point £ = @ and the correlation moments V,, 1 about the point z = a
and y = m, (the mean value of the y-variate).

From these moments it is possible to calculate the X, coefficients in the

following way.
The characteristic function of % and y is given by the following relation:

)«kl ke
© Ulty) = ¢ 11 f f e (G ) dudy

where the integrals are extended over the whole domain of variation.

If the distribution of u is according to the normal law, we have Az, = 0 for
k = 3, but in the calculations here it is not at all necessary to suppose anything
about these higher seminvariants. On the other side, the correlation distri-
bution f(u, y) is obtained from the characteristic function by the inversion

theorem.
w o Bk
(10) S (uy y) = (_2];)'72 / / e k! ' : e dapy dawe

‘*How these are to be determined is shown in Pae- Tsi Yuan. On the logarithmic
Frequency distribution and the Semi-Logarithmic Correlation Surface. Annals of Mathe-

matical Statistics, 1933.
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But we can also get the following relation
DA k)
(11) / e f(u, y) du = % / griow g BT gy

Of this last expression (11) between the characteristic function and the
distribution functlon I will make use in the following.

The moments V,, of the distribution F(z, y) about the point z = a, y = m,
are given by the formula

(12) Vi = f f (x — @)y — m,) F(z, y) dz dy.

If we write y instead of y — m, and instead of x — a we write & (b = j0log €)
the expression (12) takes the following form:

(13) vi=| f eeyif(u, y) dudy

For the marginal moments of z about the point = a we get
(14) V,',,o = / (x — a)*F(z) dz =[ e f(u) du

Comparing this formula (14) with the expression for the characteristic function
of the distribution f(u)

Ak,
3¢

(15) ) = [_ sy du =

we find the following simple relation
pRLNENSY

(16) Vio=¢

For the moments of the type V, , we get
17) Vai= / / ety f(u, y) dudy = / ydy / e f(u, y) du.,

If we compare the last integral inn the formula (17) / e f(u, y)du with the

formula (11) we see that we can write (17) as follows:

Y
(18) n 1= o /ydy/ —iway o Ek'”(”b)"(twg) dws

From the sum ]:\vkllv (nb)¥(tws)* we may take out the part >"‘° ( b)¥,
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where [ is zero and which therefore does not contain any dignity of w, , and
write the remainder in the followmg form:
4

2 )\T'l- (fwe)?

where we have
)\1 = Aymb + )‘21( b)? + )‘3!( b)? ..

=iy By g B e

(5 wa)?

The integral —2—1;_ / P ez may be considered as a frequency distribu-

tion ¢ (y) with the seminvariants \;.
The formula (18) will thus be written

(19) Via= &5 [y ot
According to (16) we have
S ir et _ v,
and ‘as
/ ydy o(y) = Ay = \,mb + 57 "“ T (nb)*+ 37 *3‘ 7 (nb)° -
we get
(20) V;.l = V:».o')\;
or
(21) I‘f = Nab + 2 by + 22 by
7,0

We see that in -the formulas for V,',,l we have all the seminvariants A, in-
volved. A successive determination of the seminvariants \,; with the aid
of the moments of the same and lower degree is therefore not possible.

However, when we use the formula (8) for the regression, we must suppose
that the seminvariants A.,1 with growing n converge rather’ soon towards zero.

If the successive differences A® (z" 1)
7,0

,0

may be possible to Judge, how far it is possible to go with success. These
differences will in most cases diminish rather soon and we shall therefore in
most cases get a value of n about which we can suppose that the differences of
higher order than this will all be so small that they can be neglected and as a
consequence of this fact all higher seminvariants can be neglected too.
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When this value of n has been determinsad, the n first seminvariants will

all be obtained from the n first quotients V’,"l.

n,0

Thus we finally get the regression line as follows:

c Ai1
Yz = my + El f-z—.!—Hallog (x—a)-1]
or in standardized units:

Ve = my + Z )\,;1. H;[IOg (x — a) — l]
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