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0. Introduction. When an Eisenhart Model III [1] (blocks random, error
random) is assumed in a balanced incomplete block (BIB), two independent
estimates of treatment differences have been exhibited by Yates [5]. A com-
bined estimate of treatment differences has also been set forth by Yates but
none of the properties of the combined estimate have been given.

It is the purpose of this paper to show that Yates’ combined estimate is based
on a set of minimal sufficient statistics. A form of the combined estimate is set
forth in the paper which is shown to be unbiased and which is also based on a
set of minimal sufficient statistics.

1. The model. The balanced incomplete block is defined as a design in which
¢t treatments are applied to b blocks of k < ¢ cells per block with r replicates
per treatment with every pair of treatments occurring in all blocks an equal
number (M) of times.

The mathematical model may be formulated as a special case of a two way
classification model with unequal numbers in the cells [3].

(1) Yiom = @ + Bi + 77 + €igm

where? =1,2,---,b;¢=1,2,---,t;andm = 0,1, -+, nyq.

In a BIB, n, is equal to 1 if the gth treatment is in block ¢ and equal to 0
if the ¢th treatment does not occur in block ¢ and if n;; = 0 the corresponding
observation does not exist, i.e., y:» does not exist for any ¢ and gq.

We can now deduce:

Zniq=r; Zn.-q=k; Zniq=bk=t7‘=n;
i q iq
Z Nighier = Nforall ¢ # ¢'.

2. Distributional assumptions. We will assume an Eisenhart model III with
the block effects (8;) and errors (e;m) normally and independently distributed
with the following properties (E will denote mathematical expectation):

2

E(eign) =0 E(eign-ers) = o if t=1r, ¢g=3s and m ='{
= 0 otherwise
E@B:) =0 EB:B:) =op if =35
= 0 otherwise
E(Bires) = 0for all 4, r, s, and ¢.

Received May 20, 1958; revised November 27, 1958.
799

GJ&E
Institute of Mathematical Statistics is collaborating with JSTOR to digitize, preserve, and extend access to Q%gé
The Annals of Mathematical Statistics. MINGIS ®

WWww.jstor.org



800 FRANKLIN A. GRAYBILL AND DAVID L. WEEKS

3. Matrix model. (1) represents n equations and they may be written in
matrix notation as,

(2) Y=afJi)+ LB+ Dr*+e

where 8 is a vector with elements 8; and 7* a vector with elements r; , and
where we will consider the n components of the vector Y ordered on the block
subscript first and then the treatment subscript. The dimensions of the ma-
trices in (2) are: Y(n X 1), L'(n X b), B(b X 1), D'(n X t), 7*(t X 1), and
e(n X 1). We will let (J..) denote an n X m matrix with every element equal
to 1. ,

We will now reparameterize by constructing a ¢ X ¢ orthogonal matrix P*
which has the property that every element in the first column is equal to 1/4/%.
Then rewriting (2) we have

Y = a(J7) + L'8 + D'P*P¥7* + e
By partioning P* into ((1/4/%)J1, P) we will obtain
(3) Y=ulJi) + LB+ A7+ ¢
where p = o + (1/t) 2 o7, A’ = D'P, r = P'v* where A’ isn X (t — 1)
and 7is (t — 1) X 1. Each element of 7 is now an estimable function (contrast)

of the 7y .
In addition we will define N to be the { X b matrix

Nu M **° Nn

Mg MNg2 °-* 7}b2

1':“ n:‘lt et ":bt
The following relationships can be shown to hold:
PP=1, (NHP=¢, PP =1I- tlJ:;
LI = kI, L'J}) = (JI), (JuL =k(J3);
DD =rI, D'(Ji) = (Ji), (D' =r(Ji);

NN' = (r = NI +\(J{), DL =N, (Ji)N' =r(J1),
(JHN = k(J3).

We will use the following definitions:
If B; = 3 om Yigm, then (LY)' = (BiB:--- By) = B
If T, = D inigB;i, then (NLY) = (T1Ty---T:) =T
If Vo = 3 im Yign, then (DY) = (ViVe--- Vi) =V

4G =V~ 1T, then [(D-1n0)7] - (@00 -@
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4. Minimal sufficient statistics. In this section we will exhibit a set of mini-
mal sufficient statistics for the ¢ + 2 parameters =, 72, -+, 70, 4, 0p, and
2 .
¢ in (3).
We will first find the distribution of the vector Y. Y is distributed as the n-
variate normal with
(a) mean equal to

B=EY)=EuJi) + LB+ A'r + ¢ = u(JT) + A'r.
(b) and variance-covariance matrix equal to
E: E(Y — EY)(Y — EY)'
= E(L'8 + ¢)(¢ + p'L)

= oI + (L'L) ko
and = = wl - (""T"’*) 'L

where w = o>, w* = (¢ + kog) ™.
The joint density of the ¥iom is then

(4) () = . )"""ll S el Ce)
The quadratic form in the exponent of (4) is equal to (neglecting the —3%)
[V — u(J3) — A'a) [wz - ﬁ‘ﬁ—‘,;i"flL'L] [¥ — u(J1) — A'7]
It can be shown that the quantity may be put in the following form:
t%* Y'(I — DR)YL'L(I — D'R)Y + -’ﬂu (r — PPRY)'(r — P'RY)
+ w*bk(y -+ - —p)’ + w¥Y'(I — D'G)’ (I - %L’L) (I - DGY

+ “’—"t r — PIGY) (r — PGY),

where we define the matrices R and G by

R=(r__1)3[DL'L—l-’)'(J:.)] G=ﬁ(D—ENL).
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We are now able to define 2t + 1 statistics, namely, P'GY, P'RY, y -
(1/k)Y'(I — D'R)L'L(I — D'R)Y, and
Y'(I — P'G)(I — (1/k)L'L)(I — P'G)Y

which are seen to be sufficient for the ¢ + 2 parameters in (3).
To simplify the notation in the ensuing discussion we will let

U=PG@Y X = PRY
8 = (1/k)Y'(I — D'R)L'L(I — D'R)Y
8 = Y"(I — D'G)(I — (1/k)L’L)(I — D'Q)Y.

By applying the operation defined on page 328 of [4] it can be shown that the
2t + 1 sufficient statistics as defined above form a minimal set.

Il

6. Distributional properties of the minimal sufficient statistics. The¢ — 1 X 1
vector U = (u;) is distributed normally with mean r and covariance matrix
(k/\t)e’I, so u; is an unbiased (intra-block) estimate of 7; with variance

(k/Nt)a”.

The ¢ — 1 vector X = (x,-) is distributed normally with mean 7 and co-
variance matrix (k/(r — \))(o® + kop)I so z; is an unbiased estimate (inter-
block) of 7; with variance (k/(r — \))(¢® + kop).

The scalar S*/¢” is distributed as a central chi-square variate with

n—b—t+1=f

degrees of freedom, so S°/ f is an unbiased estimate of o°.

The scalar 8**/(o* + ko3) is distributed as a central chi-square variate with
b — ¢ degrees of freedom if b > ¢, so 8**/(b — t) is an unbiased estimate of
o + ko . If b = t, then 8* is not defined.

The scalar y - - - is distributed normally with mean p and variance

(¢* + kop)/bk.

o 4. 2
The statistics uy, us, +++, w1, @1, 22, -+, 241, S, 8%, y -, can also
be shown to be mutually independent.

6. The analysis of variance. To obtain estimates of the parameters from the
data, we may compute the analysis of variance table as in Table 1.

In order to see that Yates’ definition of the combined estimate of r is based
on the minimal sufficient statistics, we can verify that

= ((r — N)/E)X'X, 4: = 8*¥, A, = (\M/k)U'U, Ag= 8
Ay =Cs; Ay = C,, C* = Cy + (s, C*+ Cs = A + 4;.
From these can be deduced the relation C; = 4; + A4; — C; or
=.(M(r — N)/r&*)(U — X)"(U — X).
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7. Combining the estimators. If ¢* and of are known, then the linear com-
bination of u; and z; which gives the minimum variance unbiased estimate of
7; is given by

u; var (x;) + z; var (u;)
var (z;) + var (u;)

or
(5) usM(o® + kop) + 2:(r — N)d®
A(a® + ko) + (r — N)o?
Yates uses now C* and C; from Table I to estimate ¢* and o + kof. That

is, he uses
6" = Ayf = Cuff
s | C* Cel(d—1)
%= [b'—‘ 17 7] k=)

Letting 6; be the estimate of ¢ + koj by Yates’ procedure we have

. G kb—D[ ¢ ¢
f=7F+ bk—t[b—1"7]
ok (r — MM ¥ (k—1)
_t(r_l)[ “ My _ xy(v - X)+s]+ﬂ( s

Therefore, using the form of (5) and inserting the estimates for the unknown
variances we have for the estimate of 7;

u;)\t[)‘(r N (- XU -X) + L _seq = 4 sz]

k( 1) tr — 1) ft(r
+ 2 (7' - k) S2
®) 7= e — N T (ks — t)f
N [m(r NN @w-0w-0+ 558+ 2= - )SJ
+I22s

Actually, Yates defined the estimate of 7; to be the quantity given in (6) if
68 > 0 and defined it to be equal to (1/r)V, if 63 < 0. Clearly Yates’ estimate
so defined is based on the set of minimal sufficient statistics.

8. An alternative combined estimate. If we let the estimate of 7; be the
quantity defined in (6) for all values of 65, we will show that this is an un-
biased estimate of 7; . Rewriting (6) we have

o wiMel + m(r — N6
(i v= gy g v e AU

where
N6}

7=)\w§+(r—)\)é2 and —o <y <1




COMBINING INFORMATION IN BIB 805

7: can now be written as z; + (u; — =;)y and since E(z;) = 74, 75 is un-
biased if E(u; — xz;)y = 0. Letting z; = (u; — x:), 7: is a function of ¢ + 1
mutually independent random variables. Denote the density of these ¢ 4 1
random variables by h. Since the z; are normal with means equal to zero, h is
an even function of each z;. v is also an even function of z; and since

—0 < 2; < o,

it follows that E(z:sy) = 0. Therefore, 7; is unbiased.
The minimal set of sufficient statistics set forth in this paper are not com- .
plete since E(u; — ;) = 0, i.e., there is a non-trivial unbiased estimate of
Z€ro.
Therefore, the problem of which estimate of 7; is “best” is not straight-
forward. This will be dealt with in another paper.
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