THE WEIGHTED COMPOUNDING OF TWO INDEPENDENT
SIGNIFICANCE TESTS

By M. ZeLeN anp L. S. JorL

National Bureau of Standards

1. Introduction and outline of the problem. In a recent paper on the analysis
of incomplete block designs [9], the situation arose where one had two statistically
independent F statistics for testing the same null hypothesis. A test was pro-
posed for combining the two tests themselves into a single test which weighted
one test relative to the other. It is the purpose of this paper to investigate
numerically the power function of this proposed test as it will shed some light
as to when an intra-block analysis is worthwhile.

Other situations where one has more than one independent test for testing
the same null hypothesis are not uncommon. The tests may have arisen from
several sets of independent data or from independent tests made on the same
data. General discussions of combining independent tests can be found in Mostel-
ler and Bush [4], Birnbaum [1], and E. S. Pearson [6]. For example a common
situation in clinical experiments is that one desires to investigate the effects of
two treatments (say) # and &, on 2n + m people. It is known in advance that
m of these people will be available for receiving only one treatment. The experi-
ment is run by assigning ¢ to (m -+ n) subjects and ¢, to the remaining 7 people.
At a later time, » new people are available who receive treatment ¢ . Also of
the 2n original remaining people, the n people who first received {; receive f,

and vice-versa. Thus the data consist of a cross-over design making use of 2n

people, and also data where a person received only a single treatment. Thus it
is possible to have two tests of the same null hypothesis that the treatments
have no effect.!

The problem of combining information can be formulated as a problem in
estimation. Generally for applications, this latter formulation is usually pre-
ferred as it will lead to confidence statements which are usually preferred to
tests of a null hypothesis. However it seems interesting from a theoretical point
of view to explore the consequences of combining the significance tests

themselves.
Let there be two independent variance ratio statistics given by

Fj=si/ssi, =12

with degrees of freedom » and f;(j = 1, 2) respectively used to test the same
null hypothesis. The numerator and denominator mean squares will be referred
to as the “treatment’’ and ‘‘error’”” mean squares and are such that f;s3;/o;
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1 We are indebted to Dr. S. Geisser, National Institute of Mental Health for pointing

out this example.
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follows a (central) chi-square distribution and »si;/c; follows a non-central
chi-square distribution with non-central parameter &, , where §; is defined by

E(s;)
(1) :
E(s%)
When 8, = 0, the null hypothesis is true and »s;;/o> will follow a (central)
chi-square distribution.
For the purpose of combining the two tests, consider the integral transfor-
mation

(2> Pj=]){F§FJ'!H0}: j=172a

which is the probability of the F-ratio exceeding the calculated F; if the null
hypothesis is true. Qur proposed method for combining the two tests is to use
the critical region

(3) w{ PPy £ Cd)

where C, is a constant depending on an « level of significance and 6 is a weighting
factor (0 =< 6 < 1) which weights the second test relative to the first. (We will
always assume that the first test has power which is equal to or greater than the
second test.) This test is closely related to the procedure suggested by Good
[3] for combining independent tests. Note that when 8 = 0 this corresponds to
only using the first test; when 6 = 1, then both tests are given equal weight and
the procedure is equivalent to the well-known method of Fisher [2] for combining
independent tests of significance. The real problem here is to determine how to
choose the weighting factor 6. Our procedure for choosing 6 is to let § = 8,/6;,
which in turn can be written as 8 = (cy/c1)(o1/0s) where the c; are known
constants. It is remarkable that this choice of a weighting factor results in min-
imum Type II error over a wide range of the other parameters involved.

=1+‘:-", =12

2. Distribution of the combined test.

Null distribution. It is well known that when the null hypothesis is true, the
distribution of P; will be that of a uniform random variable over the unit interval.
Therefore the Type I error of the combined test is

(4) Plo|Hy) = PIPPL < ¢\ /) = [ [ aPiap.,

where w denotes the critical region {2 < (). Hence by an elementary in-
tegration we have

C, for 6§ =0,

it

(5) Pl | Hy) = (¢ 00 for 0<6<1,

C(1 —InC), for 6=1.
Therefore setting P(w | Ho) = « results in critical values of C, for an « level of
significance. Table I gives eritical values of C. for 6 = 0.1(.1)1.0 and « = .01, .05.
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TABLE I*
Critical values of C, for a = .05, .01
6 a = .05 a = .01
0.0 .050000 .010000
0.1 .045000 .009000
0.2 .040000 .008000
0.3 .035004 .007000
0.4 .030062 .006001
0.5 .025321 .005013
0.6 .020956 .004062
0.7 .017092 .003190
0.8 .013775 .002432
0.9 .010995 .001805
1.0 .008705 .001309
Ca ] =0
_ 1,6
*P{P;PgéCa} = Q’__l_j% = a, for 0<0<1
Co(l —In C,) =1
Non-null distribution. If
F.

6 S Gl

( ) xJ f] + VFj b

then the non-null distribution of x will have the p.d.f.

(1) pla]o) =¥y —— 1 g (1= ) VP (0825 51)

=0 . .
55+ 49)

and when &; = 0, (7) reduces to the beta distribution,

lIA
—t

(8) p(2;10) = — L 2P — )Y 0 < 4
B(l’f_f
2’2

From the elementary properties of the probability integral transformation
(cf. Pearson [6]) the p.d.f. of P; when the null hypothesis is not correct is given
by

9) Py = Bald) (0= P s1),

p(z;]0)
where 2; = g(P;) means the solution of z; for a given value of P;, where z; and
P; are related by

zj=y(Pj)

(10) Py = [ p(z10) az;.
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Hence substituting (7) and (8) in (9) results in the p.d.f. of the non-null dis-
tribution of P;, i.e.,

sy _ (2 HY S __I___i ¢
(11) f(P;|8;) = ¢ B<2’ 2j> ,;0 » . fi 2%!:12,,
B §+ 2, Q)

where z; is related to P; by the incomplete beta function
(12) P; = I, (é’,%)

Therefore the power of the combined test for a given level of significance « is
(13) PlalH) = [[ 7(P8)1(Ps|5) dPy dP,

where the region of integration is w:{P.Pj < C.}.

The integral given in (13) is difficult to integrate as the p.d.f. f(P; | 6;) is not
an explicit function of P; . In order to evaluate (13) numerically it is convenient
to consider the integral transformation

1

(14) m= [ fPla)ap, =12
Pj

Then (13) can be written

(15) Plo|H) = f[ _dm, dm

where w* denotes the region  in terms of m; and . Thus to every point on the
boundary P,Ps = C, in the (P, P;) space there will correspond a point in the
(m , ) space and it will be possible to map the region w* entirely, even though
we do not have an explicit expression in the m; , 7, variables for the boundary.
For this purpose it is convenient to find 7; from the non-central distribution

of z;, i.e.,
1 1

(16) m= [ f(Pla) P = [ oGlsdr,  i=12
P; zj

Unfortunately the non-central distribution given by (16) is only tabulated for
values of z; corresponding to P; = .01 and .05. However it is possible to use
the Patnaik approximation to the non-central F' (or equivalent beta) distribution
[5] and find approximate values for =, . (This approximation appears to have a
maximum error of one unit in the second decimal.) For purposes of tabulation,
it is more convenient to use the non-central variable A; = §;/» which is related
to Tang’s non-central parameter ®, [7], by ® = [vA/(v + 1)]*. Then in terms
of A;, the Patnaik approximation can be written

(17) fo " p(z]5) dz ~ Ly (g g)
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where
_ (1 +4)°
24,
(18) a+ )
’ (1 + Aj)z;

R W ey i

Table II summarizes calculations for the Type II error (Py;) for the pa-
rameters

a = .05,0=0(2)10, A = 1(2)5, Ay = 0(1)4, As < Ay,
(v, fi, f2) = (5, 10, 5), (5, 15, 5), (5, 15, 10), (10, 10, 5), (10, 15, 5),

(10, 15, 10), (5, 30, 10), (5, 30, 15), (5, 30, 20), (5, 30, 25).

0(.2)1.0, Ay = 1(2)3, As = 0(1)2, Ax < Ay,
y = 10, 15, f = 30, f = 10(5)25.

a = .01, 0 = 0(2)1.0, A = 1(2)5, A = 0(1)4, Ay < Ay, » = 5, 10

(f1,f2) = (10, 5), (15, 5), (15, 10), fi = 30, f» = 10(5)25.
0(.2)1.0, A; = 1(2)5, Ay = 0(1)4, Ay < Ay, » = 15

(fi, f2) = (15, 5), (15, 10), f = 30, f» = 10(5)25.
a=.01,0=0(2)10,A =7, A = 0(2)6,» = 5,10

(f1,f2) = (10,5), (15, 5), (15, 10).

Since Patnaik’s approximation may be in error by one unit in the second decimal
place, the accuracy of Table II is limited to at best an error of the same magni-
tude. Interpolation in the table on any of the degrees of freedom parameters
should be made using the reciprocals, i.e., »~, f7*.

a = .05 0

{

a = 01,60

3. The effect of the weight factor on the Type II error. A typical Type II error
curve is graphed in Fig. 1 for the parameters « = .05, v = 5, f; = 10, f, = 5.
Note that it is possible for the Type II error of the combined test to be larger
than if a single test had been used alone. This corresponds to the case when the
second test is given too much weight.

Note also that the minimum Py is rather flat. For example for A; = 5, A, = 1
the minimum is between § = .2 and 6 = .4. This is typical of the behavior of
Py; . Table III shows the range of 6 for which the minimum Py; (to two decimal
places) was attained. Also given in this table is the ratio As/A; = 8/8; which
we put forward as the weighting factor. In the entire table of Py this choice of
6 will result in being off by at most one unit in the second decimal from the
minimum Py; .
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In general the non-centrality parameter can be written as

i .
(19) 6]' = —]iﬂzy J = ly 27

7
where c; is a known constant which depends on how the observations were taken,
o7 is an underlying population variance, and x* is a non-negative constant which
depends on the particular hypothesis involved and is only equal to zero if the
null hypethesis is true. Hence,

(20) Y
61 C1 0’%’

which is a function only of the known constants ¢; and the ratio of the popu-
lation variances. Of course in many practical situations the ratio of the variances
o3/o5 may not be known. In this case we believe that the estimate for ¢3/03 can
be used in the weighting factor. This recommendation is based on the fact that
the weighting factor need not be known accurately in order to achieve a minimum
Py; . However it should be pointed out that this latter procedure will result in a
change in the significance level and power of the test.
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