THE NON-CENTRAL MULTIVARIATE BETA DISTRIBUTION
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Manchester University
1. Introduction. Let A and B be two symmetric matrices of order p, having
independent Wishart distributions with degrees of freedom f; and f> respectively.
The density function of A is

(f1—p—D/2 —HtrAx—1
WAIE|) = 4] ¢

(1.1) 11912 _p(—DI4 | < 1112 TT 7L o
2 T | = | :[_‘[1 r3(fi +1—1)]

for A positive definite and 0 otherwise. The density function of B is W (B |X| f2).
There exists a lower triangular matrix C such that

(1.2) A 4+ B = CC.
Let L be defined by
(1.3) A = CLC'.

Then it has been proved (Hsu [8], Anderson [3], Khatri [6]) that L and C are
independently distributed, the density function of L being

,,—W'-D“g T +fo+ 1 = D/{TBGA + 1 — DIPB(L + 1 — )]}

(f1—p—1)/2 _ (fo—p—1)/2
L| |[T-L]|

(14)

for both L and I — L positive definite and 0 otherwise. This distribution may be
called the multivariate beta distribution, on account of its similarity in form
with the univariate beta distribution. Since the distribution of L does not involve
=, there is no loss of generality in assuming it to be I. When B has a non-central
Wishart distribution, the corresponding distribution of L can be called non-
central multivariate beta distribution. In this paper, this distribution is derived
in the special case when the non-central Wishart distribution of B belongs to the
“linear case” (Anderson [1], [2]). In the last section of this paper, it is shown
how the distribution of L becomes untractable in the “planar case”. It is well-
known that Wilks’s A criterion, in the null-case, is distributed as tht3; - - - 35,
where the &3; are independent beta variables. In this paper, A is expressed ex-
plicitly in terms of certain multiple correlation coefficients and hence, by also
using the non-central multivariate beta distribution, the distribution of % in
the non-null but linear case is obtained. The same method can be used in the
planar case but the stubborn nature of the non-central Wishart distribution
(planar case) is an obstacle. The conditional distribution of the canonical corre-
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lations, first obtained by Williams [10] can be easily derived from the non-
central multivariate beta distribution (linear case). This is done in Section 4,
while Section 5 deals with the role of |L| in discriminant analysis.

2. Non-central multivariate beta distribution (linear case). Let us assume that
the density function of B is

N'/2)" DLl (fo/2)
rl 2T+ 1]

This is the density function of a non-central Wishart distribution of f; degrees of
freedom, corresponding to what Anderson [1], [2] calls the “linear case”. By using
the transformation from A and B to L and C given by (1.2) and (1.3), it can be
shown that the density function of L = [I;;] and C = [¢i;] is

(2.1) W@BI|I|f) X ™" f‘a (

const ﬁ c{:—Hz—s‘ e—itrccl | L I(fl—p—l)lz l I-L l(fz_p_l)/z
=

(22) © 2 r 2r r
—\2/2 (A*/2) e1i(l — )" T(3f2)
r=0 r! 2T (%f2 + 7')

Integrating out ¢y , the density function of L comes out as

Xe

w-“"-”"f[l T+ fo+1 — DI /(TR + 1 = OTRF + 1 — )]}
(2.3) X e MR+ f), 3, (L — W)
X |L|(f1—p—1)l2ll _ L|(f’_p_l)/2.

3. Application to Wilks’s A criterion. Let x' = (%;, -+, %, and y' =
(41, -+, yq) be p + g variables (p < ¢) having a multivariate normal distribu-
tion with zero means and variance-covariance matrix

o5 - [

where P is a diagonal matrix of order p X ¢, the diagonal elements being p; ,

p2, *** 4 0p,0, -+, 0. The p’s are population canonical correlations of x with y.
Let there be n independent observations z;; (¢ = 1, -+, p; ¢t = 1, .-+, n),
yi(G3=1,--+,qt=1,---,n) forming the matrix
T - Bin
X S Tpm
(32) [?] T |Yuo Y
CECRCEEY yqﬂ

and let

XXy _ Su}slz]p
(33) 5= H[?] =[S
A r q
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Let
(3.4) A =S; — S S Sa
(35) B = Slz Sz_zl Sm .

(a) Null case: If it is assumed that all the p’s are zero, it is well-known (An-
derson [3]) that A and B have independent Wishart distributions withfi = n — ¢
and f» = q degrees of freedom respectively. If L is defined asin (1.3), its density
function will be given by (1.4). It can be seen that Wilks’s A criterion for testing
the independence of x and y is

(3.6) A=Al /|A+ B|=|Ll.
If we make the transformation
(3.7) L=TT,

where T is a lower triangular matrix [t;;], in the distribution of L, the density
function of T comes out as

(3.8) Const. H tfl—’ TT'IUT-”_IM.

Integrating out the non-diagonal elements of T, it can be observed that the
diagonal elements t;; are independently distributed, the density function of th
being

(3.9) Const. (211179711 — )V,

Since
P
= [L| = II1 5

it follows that A is distributed as the product of p independent beta variables £ .
This result is usually established in the literature ([3], [4], [9]) by identifying the
moments of A with those of a variable distributed as the product of p independent
beta variables like (3.9). That method, however, does not explicitly bring out
the relation between A and the beta variables. These t7; have another interpre-
tation. If A;, B;, C;, T; and L, are matrices obtained from A, B, C, T and L

respectively by considering the first 7 rows and columns only, it can be seen from
(1.2), (1.3) and (3.7) that

(3.10) A; = C,T.T:C; = C.L.C;,
(3.11) A + B, = C,Ci,
because C and T are lower triangular matrices. Hence

_ L | Acl/|Aia]
|Lia] IA@'+B¢|/|A¢—1+B¢_1|

(3.12) i
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fori = 1,2, ---, p, with the definitions |Ao] = 1, |A¢ + By = 1. By a direct
substitution in the formula for the sample multiple correlation coefficient, it can
be proved with a little algebra, that

G18) 1Al A = (Sak) O - Ransmn)
and that
S (B

3.14 l'—'—-—- = it ) (1 — Rz oy, o2

( ) lAi—l + Bi—ll ‘; t ( .( 1 i- 1))
where Ry, - ._101.--wp denotes the multiple correlation coeflicient between
z;and Ty, %2, ***, Tit, Y1, -, Yg . Lherefore,

(3‘15) tn = (1 z.(zl eTg1aV1 vq)) / (1 z.(»l 36—1))‘
This, incidentally, proves that the density function of t2; is given by (3.9), if
the regression coefficients attached to yi, y2, - -, ¥, in the regression of z; on
Ty, *cc, Tia, Y1, **° , Yo are all zero. If x and y are independent, this is true
foreveryz = 1,2, --- | p.

(b) Linear case: In the linear case, all p’s except p are zero. Let

(3.16) N o= pitzlyit/ (1 = pb).

Then the density function of B defined by (3.5) is given by (2.1) with f, = q.
This refers to the conditional distribution of B when y is fixed. Proceeding exactly
as in the null case and starting from (2.2), it can be shown that A = |L| is dis-
tributed as [ ]2 t,,- where the density function of #; (i = 2, -- - , p) is given by
(3 9) but that of tu is

(3.17)  Const. (Z)Y (1 — &)™ Fi(3(fi + f), 3, (1 — 1h)).

If, however, y is not fixed, then Z,,.l 3¢ in N\’ of (3.16) is a chi-square w1th n de-
grees of freedom (n = fi + f2), and therefore the density function of £ will be

(1 _ pf)}(!1+fz)

—— %1 M-l _ 21 321
(318)  BGf, i) E) (1 = )

PG+ f2), 3 + f2), 32, p1(1 — ).

4. Application in the case of canonical correlations. We start with x and y as
in Section 3. It is, however, assumed that p = 2 and p; is the only non-zero
canonical correlation. The density function of

_ lu llz:l
L= [lm I
will, therefore, be

T(3n) T (n — DL 2P = L[ AR (G, 3, (1 — )

(4.1) 4 -1
X 7 4{TE(n — )ITEM — ¢ — DITGOTE(@ — DI
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Since
B — 6(A + B)| = |C(I - L)C' — 4CC/|
= [C||(I = L) — 61| |C|

it is evident that the latent roots r} and 7; of I — L are the squares of the canon-
ical correlations of x and y. Also from (3.4), (3.5) and (1.3),

(4:.2) lll =1- Ril(ﬂlv"’tﬂq) ’
which we shall denote simply by 1 — R?. Then
rndr=1—l)+ (1= ),
e = (1 — ) (1 — lp) — I,

Transforming from L to 7}, 73 and R and noting that the jacobian of the trans-
formation is (r7 — r3)[(ri — R*)(R® — rﬁ)]“* it can be seen that the density
function of 73, 73 and R’ is
Const. (rir2) (1 — r) (1 — )] 2(r} — 1)

[(r] — B (B — i)™ Fy(n/2, 4/2, NR'/2).
From this, the density function of the conditional distribution of i and 73 when
R? is fixed is

(4.3)

(4.4)

Const. (1)1 — DA — )"0 —
[T — B ® — BFEY™(1 — Byeo
This distribution was first derived by Williams [10] and, since it is independent

of A, was used by him for testing the adequacy of a hypothetical discriminant
function.

(4.5)

6. Role of |L| in discriminant analysis. Let there be three vector variables,
(51) xl(]-) = (xl’ 7xk)’ x/(z) = (xk—i-l; yxp)y Y'= (yly yyq)
and let
(5.2) x' = [x'(1) | x'(2)].

Let the means of these variables be zero and let the variance-covariance matrix be
()W) " Zu Zie Zuo |s
(5.3) Bl x(2) 11x(2) | = | Zu Zn Z o
y _I y X3 X X33 |,
k p—k ¢
Let there be n independent observations on each of these variables, forming the
matrix

}_(_(_l) k T T1n
(5.4) XD pos = | 72777
’ Y |, Ya = Ygn
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and let
o Eollci st

o kel I p—k -
l_ Y _H_ Y _| I_Sal Ss S33Jq
k p—k ¢

It can be proved ([3]) that, if the regression coefficients attached to x(2) in the
regression of y on x are all zero, then

Su Siz |
(56) A=sa-susal 5] [ 3]
and
S - _
(57) B=susa| & 3] ]3] - susits
have independent Wishart distributions with degrees of freedom
(5.8) h=n—p, fi=p—Fk

respectively. Then L defined by (1.3) has the density function (1.4). There is a
close relationship between the problem of discrimination and that of regression.
In problems of discrimination between several groups, y is only implicit and the
observations on y are not random. The canonical variables of the x set are the
discriminant functions and the number of non-zero canonical correlations, in the
population, is the number of discriminant functions adequate for discrimination.
It can be verified easily that, if the regression coefficients attached to x(2) in the
regression of y on x are all zero, the characters 441, * -+ , 2p do not further bring
out the differences between the populations, when the differences due to z; , -+ - ,
i are eliminated (Rao [9]). The criterion employed for testing this is |L|; it can
be easily seen that it is the ratio of

Sll Sl2 813 S S .
(5°9) 821 822 823 Sl!. S:2
S31 S32 S33 x
and
Sll Sl3 / .
(5.10) | Sy Sas |Sul| - | Sss|
and hence it can also be written as
P k
(5.11) Ha-~/11a- i),
= =1
where r; (¢ = 1, - -+, p) are the canonical correlations of x and y and e (z =1,

-+, k) are the canonical correlations of x(1) with y.
When we are testing the adequacy of a single hypothetical discriminant funec-
tion, k¥ =-1 and x; is the assigned discriminant function, and, under the hypothe-
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sis that the assigned discriminant function is adequate for discrimination, L will
have the density function (1.4), with f; and f, given by (5.8). The criterion
employed in practice, however, is not L but |L|, and it reduces to

(5.12) ﬁl 1-r/(1-FR)

where R is the multiple correlation of the assigned discriminant function with y.
The refinement of using (1 — 1)/(1 — R?) instead of |L| and thus removing, at
least approximately, the portion corresponding to ‘“‘non-collinearity”, and some
other aspects of this problem have been considered by Bartlett [5] and Williams
[10], [11]. In particular, for ¢ = 1, i.e., when we are discriminating between only
two groups, L reduces to the scalar quantity

(5.13) 1 — Ryay-apl/(1 — R?)

and we get the usual test for an assigned discriminant function, due to Fisher
[71.

6. Non-central multivariate Beta distribution (planar case). Let A and B be,
as in Section 1, two symmetric p X p matrices independently distributed, the
density functions of their distributions being W(A |I|f) and

W(B|1|f;) X e N2 1(5,/2)T[3(f; — 1)]

(6'1) X i ()\b\g)a(bu bey — b%z)a()\fbu + )\gbzz)ﬁ

afm0 208l BIT[A(fo — 1) + T[3fo + 22 + 6] °
Thus B has the non-central Wishart distribution, belonging to what Anderson
[1], [2] calls the planar case. Transforming to L and C by (1.2) and (1.3), and
noting that the Jacobian is

(6.2) 27 fI i

=1

the density function of L and C comes out as

P
—(A24A2)/2 —p—1)/2 —p— — ’ —1
e (\2HA2) /! II I(.ﬁ p—1) /! II L I(fz P l)lze $trec H c£1i+fz Y

i=1

2(/1+f2)?/2 9P WP(p—l)/Z{F[%fZ]I‘[%(f2P_ 1)]}—1
(6.3) LB+ 1 = DB +1 = D)

S )\iaﬂﬁl )\gd+2ﬂz Ci‘fﬂﬁl ng (1 - lu) (1 - lzz) - l%z]a(l - lu)ﬁ'
afrfe=0 20tB11B2 0l B IBIT[3(f; — 1) + AT [3f2 + 22+ 61+ B
X [031 1 —1ln) —2cncnln+ 022 a1 - lzz)]az
The multivariate non-central beta distribution of L in the planar case can be

obtained, theoretically, by integrating out ¢i;, ¢z, ¢» and other ¢’s from the
above distribution. This, however, appears to be possible, explicitly in terms of

X
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common functions, only after expanding the last bracket in (6.3). The resulting
expression, however, appears to be too complicated; otherwise we could have
obtained the distribution of t;; (the factors of Wilks’s A) in the planar case by
using (3.7).
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