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SUBEXPONENTIAL ASYMPTOTICS FOR STOCHASTIC
PROCESSES: EXTREMAL BEHAVIOR, STATIONARY

DISTRIBUTIONS AND FIRST PASSAGE PROBABILITIES

BY SøREN ASMUSSEN

University of Lund

Ž .qConsider a reflected random walk W s W q X , where X ,nq 1 n n 0
X , . . . are i.i.d. with negative mean and subexponential with common1
distribution F. It is shown that the probability that the maximum within

Ž .a regenerative cycle with mean m exceeds x is approximately mF x as
Ž .x ª `, and thereby that max W , . . . , W has the same asymptotics as0 n

Ž .max X , . . . , X as n ª `. In particular, the extremal index is shown to0 n
be u s 0, and the point process of exceedances of a large level is studied.
The analysis extends to reflected Levy processes in continuous time, say,´
stable processes. Similar results are obtained for a storage process with

Ž . Žrelease rate r x at level x and subexponential jumps here the extremal
w x.index may be any value in 0, ` ; also the tail of the stationary distribu-

Ž .tion is found. For a risk process with premium rate r x at level x and
subexponential claims, the asymptotic form of the infinite-horizon ruin

w Ž .probability is determined. It is also shown by example r x s a q bx and
claims with a tail which is either regularly varying, Weibull- or

xlognormal-like that this leads to approximations for finite-horizon ruin
probabilities. Typically, the conditional distribution of the ruin time given
eventual ruin is asymptotically exponential when properly normalized.

1. Introduction. This paper deals with reflected random walks, storage
processes and risk processes under the assumption that the jumps in the

Žopposite direction of the drift are heavy-tailed for the precise definition, see
.Section 1.3 . For a reflected random walk or a storage process, we determine

the extremal behavior, in particular the asymptotic form of the distribution of
the maximum up to time T as T ª `. For the storage process, we in addition

Žfind the tail of the stationary distribution which is known for the reflected
.random walk . By duality, this result gives the asymptotic form of the

infinite-horizon ruin probability for the risk process, which turns out to give
also the finite-time ruin probabilities or, equivalently, the asymptotic distri-
bution of the ruin time.

1.1. Reflected random walks. Consider a reflected random walk
� 4 Ž . Ž .qW Lindley process given by the recursion W s W q X ,n ns0, 1, . . . nq1 n n
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where X , X , . . . are i.i.d. with common distribution F with mean ym - 0.0 1
� 4We are interested in the extreme value behavior of W , that is, we want ton

exhibit constants a , b such thatn n

1.1 a M y b ª HŽ . Ž .n n n DD

for some distribution H where M s max W . More generally, wen ks0, . . . , n k
� 4 Ž .seek conditions on a real sequence u for P M F u to have a limit and wen n n

� 4want to study the properties of the random set k s 0, . . . , n: W ) u .k n
� 4It is well known that W is Harris ergodic and hence strongly mixing.n

Žw x.Thus, by classical extreme value theory 26 and the fact that the stationary
distribution p has unbounded support, it follows that, up to trivial scaling

Ž .transformations, only two types of limits in 1.1 can occur: either H is the
Ž . Ž . � ya 4Frechet distribution H x s F x s exp yx , x G 0, for some a ) 0, or Ha

Ž . Ž . � yx 4is the Gumbel distribution H x s L x s exp ye , y` - x - `. When F
is light-tailed such that exponential moments E e s X exist, the solution of the

Ž . Žw x. Ž .problem 1.1 has long been shown 22 : 1.1 holds with H s L and a sn
Ž . Ž .O 1 , b s O log n . Our contribution here is to deal with the heavy-tailedn

case where E e s X s ` for all s ) 0.
We will see that the behavior in the heavy-tailed case is intrinsically

different. In the light-tailed case, M behaves asymptotically like the maxi-n
Ž w xmum of u n i.i.d. copies of a random variable W with distribution p see 22`

w x. Žand 28 . Here u ) 0 is the extremal index a precise definition is given
.below . In contrast, in the heavy-tailed case, u s 0. This situation is some-

what uncommon in extreme value theory and comparatively less general
Ž w x .theory has been developed than when u ) 0 cf. 26 , pages 71]72 . The

extremal behavior of W is indeed like that of an i.i.d. sequence, but then
governing distribution is F, not p . More precisely, we will show that M isn
close to max X . This is in accordance with the common folklore thatks0, . . . , n k
in the heavy-tailed case, large values occur as a consequence of one big jump;

w x w x w x w xfor further results in this vein, see, for example, 13 , 1 , 5, 6 and 4 .
The extreme value results are obtained via the regenerative structure of

� 4 Žw x w xW w.r.t. the renewal process formed by the visits to 0. In fact 10 , 22 ,n
w x. Ž .28 , the problem of establishing 1.1 is essentially equivalent to finding the
asymptotic form of the tail of the cycle maximum. This is carried out in

ŽSection 2.1; the extreme value results incorporating also limit results for the
.point process of exceedances themselves are then derived in Sections 2.2]2.3.

One crucial ingredient of the proof is the availability of the asymptotic form
of the tail of the stationary distribution p or, equivalently, the random walk

Žw x.maximum 16 :

`1
1.2 p x s P M ) x s P t x - ` f F y dy.Ž . Ž . Ž . Ž . Ž .Ž . Hm x

Ž . Ž . wHere and in the following, p x s p x, ` denotes the tail similar notation is
Ž . x Ž .used for F x , etc. , S s X q ??? qX , M s max S and t x sn 1 n ns0, 1, . . . n

� 4 Ž .inf n: S ) x ; in 1.2 , we used the standard fact that W s M. The analysisn ` DD
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illustrates once more the role of big jumps: a large cycle maximum occurs as
consequence of one big jump, whereas in the light-tailed case, it is preceded
by a build-up period where the random walk evolves according to an exponen-

Žw x.tially twisted distribution 2 .
Similar results hold for reflected Levy processes in continuous time; we´

comment briefly upon this in Section 2.4.

� 41.2. Storage processes and ruin probabilities. The storage process Vt t G 0
Ž .has i.i.d. upwards jump with common heavy-tailed distribution B at Poisson

times, say, with intensity b. Level 0 acts as reflecting barrier and in between
Ž .jumps, the process moves downwards according to the deterministic ODE

Ž . Ž Ž .. Ž . Žx t s yr x t , where r x is the release rate at level x. A sufficient and˙
.often close to necessary condition for the existence of a limiting stationary

distribution is that, for some a - ` and « ) 0,

1.3 r x ) bm q « , x G a,Ž . Ž . B

where m is the mean of B, and this will be assumed throughout. For moreB
w x w x w xbackground see 20 , 11 or 3 , Chapter XIII.

The extremal behavior will be seen to be similar to that for the reflected
� 4random walk: the maximum of V up to time T behaves like the maximalt

w x Ž .jump in 0, T . The extremal index u depends on the asymptotic form of r x
Ž .and B x ; in some cases, we get u s ` . The proofs of these results are again

based upon the asymptotics of the cycle maximum. The difference from the
random walk case is that there the asymptotic form of the stationary distri-

Ž .bution p was known and played a crucial role , but that this is only true for
storage processes in some quite special cases. Instead, we use a random walk
comparison and auxiliary results proved in Section 2 for random walks and
go the other way round: using a level crossing argument, the behavior within
a cycle will be used to get the tail asymptotics of p . For light tails, this is only

Žknown for the special case of B being exponential here, in fact, an exact
expression for p is available; for various partial asymptotic results for more

Ž . w x w x.general light-tailed B available via 1.4 below, see 7 and 29, 30 . For
Ž .regularly varying B and r x s a q bx, our result on p is equivalent to a

w xrecent one of Kluppelberg and Stadtmuller 25 .¨ ¨
� 4 Ž .The risk process R has i.i.d. downwards jump claims with commont t G 0

distribution B at Poisson times, say, with intensity b, and in between jumps,
Ž . Ž Ž ..the process moves upwards according to x t s qr x t , where the interpre-˙

Ž .tation of r is now the premium rate; in particular, when r x s a q bx, one
can interpret a as the pure premium and b as the interest rate. The case
a s 0 is not purely academic: it arises in the ‘‘absolute ruin’’ problem consid-

w xered by Dassios and Embrechts 12 , and hence we will treat that as well,
though it requires some extra effort. The infinite-horizon ruin probability is
Ž . Ž Ž . . Ž . � Ž . < Ž . 4c x s P r x - ` , where r x s inf t: R t - 0 R 0 s x is the ruin time.

Žw x w x.It is known 21 , 8 that the risk process and the storage process are
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connected by the formulas

c x s P V ) x ,Ž . Ž .`

<c x , T s P r x F T s P V ) x V s 0 .Ž . Ž .Ž . Ž .T 0

1.4Ž .

Ž . wThereby our results on storage processes apply to c u as well in fact, the
w x Ž .xresult of 25 is formulated in terms of c u . In addition, we will also show

Ž . Ž .for the case r x s a q bx that the conditional distribution of r x given
Ž .r x - ` has an exponential limit when properly normalized. Combining

Ž . Ž .with the approximation for c x provided by 1.4 and what was shown for
storage processes, this yields an approximation for the finite-time horizon

Ž . Žprobability c x, T which in this setting is not even known for B exponen-
tial; considering also that finite-time ruin probabilities are much harder to
study than infinite-time ones in the classical case b s 0, the proof to be given

.is, however, notably short .

1.3. Preliminaries. For the reflected random walk, we will assume
Ž . Ž . Ž .throughout that F x f B x , x ª `, for some distribution B on 0, ` which

U 2Ž . Ž .is subexponential, that is, satisfies B x rB x ª 2, x ª `; see, for exam-
w x w x wple, 14 or 15 the reason for introducing B is the traditional setup of the

subexponential area where one most often only works with distributions
Ž .xconcentrated on 0, ` . For example, this covers all F with a tail which is

aŽ . Ž . Ž .regular varying, F x s L x rx with a ) 1 and L x slowly varying, or
Ž x .Ž . Ž Ž . Ž .. Ž .Weibull- or lognormal-like. Let F y s F x q y y F x rF x be the

overshoot distribution. A basic fact is that subexponentiality implies

Ž x . w x1.5 lim F y s 0 uniformly in y g 0, yŽ . Ž . 0
xª`

<for any y - `, that is, the overshoot X y x X ) x converges in distribution0
to `.

Ž . ŽIn part, we will assume also that F g MDA H maximum domain of
.attraction with H either Frechet or Gumbel. This yields a more precise

Žw x w x w x.asymptotic form of the overshoot distribution 9 , 17 , 19 ,

F x q g x yŽ .Ž .
Ž x .1.6 lim F g x y s lim s P P ) y ,Ž . Ž . Ž .Ž . a

xª` xª` F xŽ .

Ž . w < xwhere g x s E X y x X ) x and P has a generalised Pareto distribution,a

ya¡ 1 q xr a y 1 , a - `,Ž .Ž .~P P ) x sŽ .a x ) 0.¢ yxe , a s `,

Here a - ` corresponds to the Frechet case and a s ` to the Gumbel case.
Note that a different scale is used in much of the literature when a - `; the
present scale ensures that the mean is 1.



S. ASMUSSEN358

For the storagerrisk process, the basic assumption is that the jump size
distribution B is subexponential. The relevance of heavy-tailed assumptions

w xin risk theory is sometimes argued quite strongly; see, for example, 15 .

2. Reflected random walks.

� 42.1. The cycle maximum. The process W is regenerative with regenera-n
tive cycle

� 4 � 4t s inf n ) 0: W s 0 s inf n ) 0: S F 0n n

Ž . �the descending ladder epoch . Write m s Et and M s max S : n s 0, . . . ,t n
4t y 1 .

Ž .THEOREM 2.1. Assume that 1.5 holds. Then

P M ) x s P t x - t f mF x , x ª `.Ž . Ž . Ž .Ž .t

Ž . Ž . Ž . Ž .It follows readily from 1.2 and 1.5 that p x rF x ª `. Thus, Theorem
Ž . Ž .2.1 and 1.2 show that in contrast to the light-tailed case the tail of M ist

lighter than the tail of M s max S or, equivalently, the stationaryns0, 1, . . . n
r.v. W with distribution p . Using the expression`

P M ) xŽ .t
2.1 u s limŽ .

mp xxª` Ž .

Žw x .28 , page 380 for the extremal index, we get the following.

� 4COROLLARY 2.1. The extremal index of W is u s 0.n

For the proof of Theorem 2.1, we first introduce some notation. Define

� 4N x , x s a n - t : S F x , S ) x ,Ž .1 0 n 0 nq1

p x , x s P S ) x for some n - t with S F x ,Ž . Ž .1 0 nq1 n 0

p x , x s P t x - t , x F S F x .Ž . Ž .Ž .2 0 0 t Ž x .y1

w Ž . Ž .Note that the definitions of p x, x and p x, x are not symmetric in the1 0 2 0
w x Ž . xsets 0, x and x , ` . Then,0 0

2.2 p x , x F P M ) x F p x , x q p x , x .Ž . Ž . Ž . Ž . Ž .1 0 t 1 0 2 0

Ž .Let further R denote the occupation renewal measure of the random walk,
Ž . ` Ž . w xR A s Ý P S g A . It is well known that R y, y q x F a q a x for all0 n 1 2

Ž .x, y. Write further m s E X , m s E X thus, m s yE X s m y m .q q y y y q
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Ž . Ž . Ž .LEMMA 2.1. E N x, x f mp x F x .1 0 0

Ž . ty1 Ž .PROOF. Define C A s EÝ I S g A . By regenerative process theory,ns0 n
Ž . Ž .C A s mp A and we get

ty1

N x , x s E I S F x , S ) xŽ . Ž .Ý1 0 n 0 nq1
ns0

ty1

s E I S F x F x y SŽ . Ž .Ý n 0 n
ns0

x x0 0
s F x y y C dy s m F x y y p dy .Ž . Ž . Ž . Ž .H H

0 0

Ž . Ž .Now just divide by F x and use dominated convergence justified by 1.5 . I

Ž . Ž . Ž .LEMMA 2.2. p x, x f mp x F x .1 0 0

Ž . � 4 Ž .PROOF. After t x , the expected time S spends in 0, x before hittingn 0
Ž x Ž . Ž . Žy`, 0 is bounded by a q a x . Hence, with a x, x s a q a x F x y1 2 0 0 1 2 0

.x , we have0

<P N x , x G k q 1 N x , x G k F a x , x ,Ž . Ž . Ž .Ž .1 0 1 0 0

k
P N x , x G k q 1 F p x , x a x , x ,Ž . Ž . Ž .Ž .1 0 1 0 0

a x , xŽ .0
E N x , x ; N x , x G 2 F p x , x ,Ž . Ž . Ž .1 0 1 0 1 0 1 y a x , xŽ .0

a x , xŽ .0
p x , x FE N x , x F p x , x q p x , x .Ž . Ž . Ž . Ž .1 0 1 0 1 0 1 0 1 y a x , xŽ .0

Ž .Now just note that a x, x ª 0. I0

Ž .Letting first x ª ` and next x ª ` in 2.2 , the following estimate will0
complete the proof of Theorem 2.1.

Ž . Ž .LEMMA 2.3. lim lim sup p x, x rF x s 0.x ª` x ª` 2 00

The proof is based upon a downcrossing argument. Define

ty1

D x s E I S ) x , S F x ,Ž . Ž .Ýt n nq1
ns0

`

D x s E I S ) yx , S F yx .Ž . Ž .Ý n nq1
ns0
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Ž .LEMMA 2.4. lim D x s m rm.x ª` y

Ž .PROOF. Assume first that F is nonlattice. It is well known that R dz y x
converges vaguely to Lebesgue measure normalized by m. Combining with
the upper bounds for R given above, similar estimates as in the proof of the
key renewal theorem yield

` `

D x s R dy F yx y y s R dz y x F yzŽ . Ž . Ž . Ž . Ž .H H
yx 0

`1 myª F yz dz s .Ž .Hm m0

The lattice case is similar, though easier. I

PROOF OF LEMMA 2.3. By regenerative process theory,

D xŽ .t s lim P W ) x , W F xŽ .n nq1m nª`

`

s p dy F x y yŽ . Ž .H
x

` xyy1
f F y dy F dzŽ . Ž .H Hm x y`

xyzF x F yŽ . Ž .0
s F dz dyŽ .H Hm F xŽ .y` x

F x mŽ . 0 y
< <f z F dz s F x ,Ž . Ž .Hm my`

Ž .using dominated convergence and 1.5 in the fifth step.
On the other hand, the overshoot over x after an upcrossing from a level

Ž .less than or equal to x converges in distribution to ` by 1.5 , so that the0
w xexpected subsequent number of downcrossings of level x before 0, x is hit0

is approximately m rm by Lemma 2.4. Hence, we get asymptotically thaty

m my y
mF x f D x G E N x , x q p x , xŽ . Ž . Ž . Ž .t 1 0 2 0m m

myf mF x p x q p x , x ,Ž . Ž . Ž .0 2 0m
p x , x mŽ .2 0 y

lim sup F mp x . IŽ .0 mF xŽ .xª`

For later use, we recollect some further auxiliary results on the behavior
5 5 Ž .within a cycle. Let ? denote the t.v. total variation distance between



SUBEXPONENTIAL ASYMPTOTICS 361

probability measures and define
<F A s P X g A X ) xŽ . Ž .x

H F dyŽ .Al Ž x , `.Ž x .s F A y x s .Ž .
F xŽ .

Ž x . ŽPROPOSITION 2.1. Let K be the conditional distribution of S ,t Ž x .y1
. Ž . 5 Ž x . 5M y S , X given t x - t . Then K y p = p = F ª 0.t t Ž x . t Ž x . x

Ž .PROOF. Let x be fixed. It is easy to see from 1.5 and the definition of F0 x
that

5 52.3 F y F ª 0 uniformly in y F x .Ž . x xyy 0

Ž x .Ž . ty1 Ž Ž . . Ž . ŽDefine p A s EÝ I W g A, t x ) n rm and p A s P max S g0 n z n-t nz
. � 4A , where t s inf n: S F yz . Thenz n

5 Ž x . 5 5 52.4 p y p ª 0, p y p F P t x - ` ª 0.Ž . Ž .Ž .x

Indeed, the second estimate follows by noting that M and max S g An-t nz
� 4only differ if S upcrosses level 0 after downcrossing level yx. For the first,n

note that
ty1

Ž x .m p A y p A s E I W g AŽ . Ž . Ž .Ž . Ý n
Ž .t x

F E t y t x ; t x - t F E t ; t x - t ,Ž . Ž . Ž .
Ž .which goes to 0 uniformly in A by monotone convergence.
w .3Now let A : 0, ` so that we can write

` `1
Ž x . Ž x .K A s mp dy F dyŽ . Ž . Ž .H H1 3

P M ) xŽ . 0 xyyt 1

`

= p dy I y , y , y g A .Ž . Ž .Ž .H y qy 2 1 2 31 3
0

Define
2w x wA s A l 0, x = 0, ` ,.Ž .1 0

2wA s A l x , ` = 0, ` .Ž . .Ž .2 0

Ž . Ž . Ž x .Ž . Ž .Using 2.3 and 2.4 , it is easy to see that K A y p = p = F A ª 01 x 1
uniformly in A . Hence,1

Ž x . Ž x .5 5lim sup K y p = p = F s lim sup sup K A y p = p = F AŽ . Ž .x 2 x 2
xª` xª` A

F lim sup sup K Ž x . A q p = p = F AŽ . Ž .Ž .2 x 2
xª` A

p x , xŽ .2 0F lim sup q p xŽ .0ž /mF xŽ .xª`

myF p x q 1 .Ž .0 ž /m
Let x ª `. I0
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5 Ž . 5COROLLARY 2.2. P M g ? y p )p ) F ª 0.t x

wThe result is not used in the sequel but is of some independent interest as
xa sharpening of Theorem 2.1.

Ž < .LEMMA 2.5. P max X ) X M ) x ª 0.l-t , l/t Ž x . l t Ž x . t

PROOF. By Proposition 2.1, the conditional probability that X ) x goest Ž x .
to 1. Hence,

<P max X ) X M ) x ª 0.l t Ž x . tž /
Ž .l-t x

Furthermore,

P max X ) x F a q a x F x ª 0,Ž . Ž .l 1 2ž /
Ž .t x -l-t

since m - `. Iq

Žn.Ž . Ž .2.2. Extremal behavior. Define F x s P M F x , where M sn n
Ž . Ž . 5 5max W , G x s P M F x , and let ? denote the supremum normks0, . . . , n n t

between distributions. The following lemma is valid for any regenerative
� 4 Ž Ž . .process W only part i is needed at present . We recall the following basicn
Žw x . w xestimate 26 , page 13 : if F is any distribution and t g 0, ` , then

n yt2.5 F u ª e m nF u ª t .Ž . Ž . Ž .n n

Ž . 5 Žn. n r m 5LEMMA 2.6. i F y G ª 0.
Ž . � 4ii Assume that W is regenerative wrt a different renewal process, say,n

Ž . Ž . Ž .with generic cycle t# with mean m#. Then G# x f m#rm G x .
Ž . � 4 Ž .iii Let A xB be a sequence of events depending only on W , A kn n n-t n

the event corresponding to A but defined in terms of the kth cycle rather thann
Ž .the first and p s P A . Then if s , s are the times at which the first cycle kn n n n

in which A occurs starts, resp. ends, it holds that both p s rm and p s rmn n n n n
have a limiting standard exponential distribution as n ª `.

Ž . w x Ž .PROOF. Part i is given on page 375 of 28 . Part ii is an easy conse-
Ž . Ž . Ž .quence of i . Indeed, assume that m#G u rmG# u ª d / 1 for somek k

� 4 Ž .sequence u with u ª `. Then we can choose first t g 0, ` arbitrarily andk k
� 4next, n such thatk

n nk k
G# u ª t , G u ª dt .Ž . Ž .k km# m

Ž . Ž . Ž . yt ydtBy i and 2.5 , this implies that P M F u has limits both e and e , an kk

contradiction.
Ž . Ž w x w x.Part iii is standard e.g., 18 or 23 . I

Now return to the reflected random walk.
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Žn.Ž .THEOREM 2.2. Let 0 F k F `. Then, for any sequence u ­`, F u ªn n
yk nŽ . yke if and only if F u ª e .n

Ž . Ž . Ž . Ž . Ž .PROOF. Using Lemma 2.6 i for a , 2.5 for b and d and Theorem 2.1
Ž .for c , we get

nŽ . Ž .a bŽn. yk n r m ykF u ª e m G u ª e m G u ª kŽ . Ž . Ž .n n nm

Ž . Ž .c d
n ykm nF u ª k m F u ª e . IŽ . Ž .n n

� 4 � 4 Žn.Ž .COROLLARY 2.3. For any sequences a , b of constants, F xra q bn n n n
Ž . nŽ . Ž .ª H x for all x if and only if F xra q b ª H x for all x.n n

THEOREM 2.3. Assume that F is continuous. Then

M y max X ª W Ž1. q W Ž2.
n k ` `

ks0, . . . , n

in total variation where W Ž1., W Ž2. are independent with common distribu-` `

tion p .

˜PROOF. Define X as the maximal jump in the ith cycle and write thei
˜cycle maximum as M s X q V . Then, by Proposition 2.1 and Lemma 2.5,t i ii

the conditional distribution of V given M ) x converges in t.v. to that ofi t i

W Ž1. q W Ž2..` `
ŽK . ŽK .� 4 Ž . Ž .For K - `, choose a sequence u such that n 1 q « F u ª K, letn n

Ž . Ž . ŽK .I n, K be the set of indices i F n 1 q « rm of cycles with M ) u andt ni
Ž .k s k n, K the index of the cycle with the maximal M . Then, by Theoremt i

Ž . < Ž . < Ž .2.1 and Lemma 2.6 iii , the number I K, n of elements of I K, n is
Ž .asymptotically Poisson K , and thus by choosing « small enough, K, L large

Ž .enough, we can obtain that, for n large enough, we have P F ) 1 y d ,1
where

F s 2 F I K , n F L, M s M .Ž .� 41 t ni

˜ ŽK .Ž .Next we note that P X ) u ª 1 by Proposition 2.1. Thus cycles withk n
Ž . Ž .i f I n, K cannot contribute to max X . For the ones with i g I n, K ,k F n k

˜Lemma 2.5 shows that the only contribution comes from X . It follows thati
Ž .we have P F ) 1 y 2d for n large enough, where2

˜ ˜ ˜F s F l max X s max X , F s F l max X s X .2 1 i k 3 2 i k½ 5 ½ 5
Ž . kFn Ž .igI K , n igI K , n

Ž .To show that we have also P F ) 1 y 3d for n large enough, it suffices3
to show that, if M ) u , . . . , M ) u and M s max M , thent n t n t is1, . . . , L t1 L L i

˜ ˜ ˜Ž .P X s max X ª 1. Define M s max M . Then the con-L is1, . . . , L i is1, . . . , Ly1 t i ˜Ž < .ditional distribution of M given M , . . . , M is P M g ? M ) M , andt t t t tL 1 Ly1˜ ˜Ž .since M ) u ª `, it follows by Theorem 2.1 and 1.5 that M y M ª `.n t L˜ ˜ ˜Since V has a finite limit, we have also X y M ª ` and hence X yL L L
˜max X ª `.is1, . . . , Ly1 i
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Now just note that on F , M y max X s V , and it was noted3 n ls0, . . . , n l k
above that V has the desired asymptotic distribution. Ik

� 42.3. Exceedances. The random set k s 0, . . . , n: W ) u is one of thek n
classical objects of study of extreme value theory. The traditional situation

� 4with extremal index u ) 0 is that k s 0, . . . , n: W ) u is contracted tok n
w x0, 1 and that one gets a compound Poisson limit with the compounding

Ž w x w xdistribution depending on the process in question see 26 , Chapter 5; 28 ,
. Ž .pages 377]378 . Here we will need an additional scaling involving g x s

w < xE X y x X ) x and obtain a compound Poisson limit with the compounding
distribution only depending on the maximum domain of attraction. To this

w xend, define a point process N on 0, 1 byn

� 4N A s a k s 0, . . . , n: krn g A , W ) u .Ž .n k n

Ž .THEOREM 2.4. Assume that F g MDA H with normalizing constants
Ž .a , b and u s xra q b . Then mN rg u converges in distribution to an n n n n n n

Ž .compound Poisson process with intensity ylog H x and compounding dis-
Ž .tribution P P F x , where a - ` corresponds to the Frechet case and a s ` toa

the Gumbel case.

PROOF. Define
<T x , y s a n - t : W ) x S s x q y ,Ž . � 4n t Ž x .

<T x s a n - t : W ) x M ) x .� 4Ž . n t

Ž . Ž .Then T x, y ry ª 1rm as y ª `, and hence by Proposition 2.1 and 1.6 ,
Ž . Ž .mT x rg x ª P . The result follows by letting x s u and invoking thatDD a n

Žcycles with M ) u occur asymptotically according to a Poisson process cf.t n
Ž . w x.Lemma 2.6 iii or 28 ; the asymptotic intensity for N is the expectedn

w xnumber of events in 0, 1 , that is,
P M ) uŽ .t n

n ? f nF u f ylog H x ,Ž . Ž .nm

w nŽ . Ž .xas asserted the last f follows from F u ª H x . In

� 42.4. Reflected Levy processes in continuous time. Assume now that S´ t t G 0
� 4is a Levy process in continuous time, that is, S s a t q s B q J , where B´ t t t t

� 4is standard Brownian motion and J a pure jump process with Levy´t
Ž .measure w dx . Assume further that the paths are right-continuous, that

`

m s ya y xw dx ) 0,Ž .H
y`

Ž . Ž .and that w x f G x for some subexponential G. This covers, for example,
Ž .stable processes of index less than 2, where w x is regularly varying. Let

W s S y inf S be the reflected Levy process and define the cycle as´t t 0 F v F t v

� 4inf t ) 0: S - inf S , sup W ) 1 , w y`, 0 ) 0,Ž .t 0 F v F t v v F t v
2.6 t sŽ . ½ � 4inf t ) 0: S F inf S , sup W ) 1 , w y`, 0 s 0,Ž .t 0 F v F t v v F t v
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Ž � 4note that taking the cycle as inf t ) 0: W s 0 may lead to t s 0; thet
Ž .distinction between the two cases in 2.6 is needed to ensure the estimate

.hm x m below .h

Ž . Ž .COROLLARY 2.4. P M ) x f mw x .t

PROOF. It follows exactly as in discrete time that

P M ) xŽ .t
lim inf G m.

w xxª` Ž .
For lim sup F , we use a discrete approximation via W Žh. s S yn nh

� Žh. 4inf S . Let t s inf k: kh ) t , W s 0 . Considering the two casesks0, . . . , n k h h k
Ž .in 2.6 separately shows that ht xt a.s. as hx0 and hence hm x m.h h

� 4Decomposing S into an independent sum of Levy processes with Levy´ ´t
Ž Ž x.. Ž Ž ..measures w A l y`, 1 , resp. w A l 1, ` , the first term has an exponen-

tially bounded tail at time h and the second one a tail which is asymptotically
Ž .hw x , so that

2.7 P S ) x f hw x .Ž . Ž . Ž .h
Žh. Ž Žh. .qNoting that W s W q S y S , the proof in discrete time car-nq1 n Žnq1.h nh

Žh.Ž . Ž . Žries easily over to show P M ) x f m hw x the modification of the cyclet hh
.plays no role in the argument . Let d ) 0. Then, for all sufficiently small h,

Ž .P S ) y1 G 1 y d for all t F h, so thatt

P M Žh. ) x f P M Žh. ) x y 1 G P M ) x 1 y d . IŽ . Ž .Ž . Ž .t t th h

Given Corollary 2.4, the analysis and results of the rest of Sections 2.1]2.3
carry easily over to continuous time. The form of the results is obvious and we
omit a formal statement.

Representing the stationary distributions as

W s max S , W Žh. s max S ,` t ` k h
tG0 ks0, 1, . . .

Žh. Ž . Ž .we have W G W , so that 1.2 and 2.7 yield` `

` `1 1
Žh.P W ) x G P W ) x f hw y dy s w y dy.Ž . Ž . Ž .Ž . H H` ` yES mx xh

The converse inequality follows as in the proof of Corollary 2.4, and hence we
Žobtain the following result for which we have no reference note that the

w xargument of 16 crucially relies on the ladder height renewal process, which
may not make sense in continuous time for reasons similar to why we could

� 4.not take t s inf t: W s 0 .t

`Ž . Ž . Ž .COROLLARY 2.5. P W ) x f 1rm H w y dy.` x

It may also be noted that the analysis of Section 2.1 yields certain
w xrefinements and sharpenings of the study of Asmussen and Kluppelberg 6 of¨

the excursions of the MrGr1 workload process, corresponding to a s y1,
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s 2 s 0 and w s bB, where b is the arrival intensity and B the service time
distribution. More precisely, the analysis of the upcrossings of level x within

Ž . Ž .a cycle, expressed through the study of p x, x and p x, x , shows that:1 0 2 0

w x U w x1. The assumption of 6 that B belongs to the class SS introduced in 24 is
not necessary; it suffices that B is subexponential.

2. In the classification of excursions over a large level x into two types, the
Ž .ones starting with a jump from a level which is O 1 and the ones where

this level is close to x, one can view the last type of excursions as
aftereffects of one of the first type: within a cycle, the first upcrossing of x

Ž .occurs asymptotically from a O 1 level, and the remaining upcrossings
Ž .after the subsequent downcrossing from a level which is x y O 1 . By

regenerative process theory, this description of the cycle carries over to the
w xstationary setting considered in 6 .

� 43. Storage processes. Consider the storage process V and definet

xqz 1
t x , z s dyŽ . H r yŽ .x

Ž . Ž Ž ..as the time needed for the solution of x t s yr x t to reach level x˙
starting from x q z.

Ž .3.1. The cycle maximum and extremal behavior. If t 0, z - ` for all
z ) 0, the natural choice of the regenerative cycle is the first return to 0 after

Ž . Žan excursion in 0, ` thus, it starts with an exponential period where
.V s 0 ,t

<t s inf t ) 0: sup V ) 0, V s 0 V s 0 .½ 5s t 0
sFt

Ž .Otherwise, we choose « ) 0 such that t « , z - ` for all z ) 0, start the
storage process with V s « and let t be the time of the first downcrossing of0
level « ,

<t s inf t ) 0: sup V ) « , V s « V s « .½ 5s t 0
sFt

Ž .Note, however, that by Lemma 2.6 ii , the particular choice of the regenera-
tive cycle is unimportant for the study of the tail of the cycle maximum

Ž . � 4M s max V . Write again m s Et , t x s inf t: V ) x .t t -t t t

THEOREM 3.1.

P M ) x s P t x - t f mbB x , x ª `.Ž . Ž . Ž .Ž .t

� 4Given Theorem 3.1, the following result on extremal behavior of V ist
obtained by minor variants of arguments of Sections 2.2]2.3. Let U , U , . . .1 2

Ž .be the jumps i.i.d. governed by B .
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Ž . ykCOROLLARY 3.1. For any sequence u ­`, P max V F u ª e if andn t F T t n
Ž . ykonly if P max U F u ª e .ks1, . . . , ? b T @ k n

Ž .PROOF. Let M be the number of jumps Poisson events before T.T
Ž .Applying Lemma 2.6 i to the regenerative process formed by the next

jump, it is easily seen that we can approximate max U byks1, . . . , M kT

max U . The rest of the proof is as for the reflected random walkks1, . . . , ? b T @ k
case. I

We return to further aspects of extreme value theory in Section 5.

Ž .PROOF OF THEOREM 3.1. We first consider the case where r x G b for all
w Ž .xx not only for all sufficiently large x as in 1.3 , where b is a constant with

b ) bm . As in the proof of Theorem 2.1, defineB

� 4N x , x s a t - t : V F x , V ) x ,Ž .1 0 ty 0 t

p x , x s P V ) x for some t - t with V F x .Ž . Ž .1 0 t ty 0

Ž .Since the expected passage time from x to 0 is bounded by xr b y bm , itB
Ž . Ž .follows as in Lemma 2.2 that p x, x f E N x, x . But by dominated1 0 1 0

Ž .convergence and 1.5 ,

x0
E N x , x s m bB x y y p dy f mbB x p x ,Ž . Ž . Ž . Ž . Ž .H1 0 0

0

Ž . Ž .and thus, lim inf P M ) x rmbB x G 1.t

� 4For the converse inequality, we use a comparison with a process V withb, t
Ž . Ž .the constant release rate r x s b we use obvious notation like m , etc. .b b

Ž .This process is up to a time change the MrGr1 virtual waiting time
process, that is, a continuous-time reflected Levy process. Since V F V for´ t b, t

� 4all t, V regenerates as well in state 0 at time t : thus,b, t

P M ) x F P M ) x f mbB x ,Ž . Ž . Ž .t t , b

Ž .using Lemma 2.6 ii and Corollary 2.4 in the last step.
Ž . Ž . Ž .Now consider the general case 1.3 . Again, lim inf P M ) x rmbB x G 1t

Ž .is easy: the only modification from the case r x G b which is needed, is to
Ž . Ž < .bound the expected passage time from x to 0 by x y a r« q E t V s a . The0

proof of lim sup F utilizes the comparison V F a q V U, where a is as int t
Ž . � U4 U Ž . Ž .1.3 and V is a storage process with r x s r x q a . Denote the cyclet
means by m, m# and the distributions of the cycle maximum by G, G#. Let

Ž . Ž . Ž .T s T x vary with x in such a way that T x G# x ª m#k for some
Ž . Ž . Ž . Ž .k g 0, ` ; since it has been shown that G# x f m# bB x , we have T x f

Ž Ž .. Ž . Ž . Ž . Ž .kr bB x . Then also T x G# x y a ª m#k by 1.5 , and by Lemma 2.6 i ,

P max V U F x y a ª eyk , lim inf P max V F x G eyk ,ž / ž /t t
xª`tFT tFT

T r m yklim inf G x G e , lim sup TG x F mk .Ž . Ž .
xª` xª`
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Ž . Ž .Inserting the asymptotic form of T s T x shows that mbB x is an asymp-
Ž . Ž .totic upper bound for G x s P M ) x . It

3.2. The tail of the stationary distribution. Our second application of
Theorem 3.1 is to obtain the tail behavior of the stationary distribution; more

Ž .precisely, the asymptotics of the density f x .

Ž . Ž . Ž . Ž .THEOREM 3.2. i Assume that r x ª r ` , x ª `, where bm - r ` - `.B
Then

b
f x f B x .Ž . Ž .

r ` y bmŽ . B

Ž . Ž .ii Assume that r x ª `. Then

bB xŽ .
f x f .Ž .

r xŽ .

Ž .PROOF. Define D x as the steady-state rate of downcrossings of level x
Ž .and D x as the expected number of downcrossings of level x during a cycle.t

Ž . Ž . Ž . Ž . Ž .Then D x s D x rm, D x s f x r x . Further, the conditional distribu-t

Ž .tion of the number of downcrossings of x during a cycle given t x - t is
Ž . Ž Ž . < .geometric with parameter p x s P t x - t V s x . Hence,0

D x P M ) x bB xŽ . Ž . Ž .t t
3.1 f x r x s D x s s f .Ž . Ž . Ž . Ž .

m m 1 y p x 1 y p xŽ . Ž .Ž .
Ž . � U4If r s r x does not depend on x, it is standard that the extension V oft

� 4 Ž .V to y`, ` obtained by deleting the reflection at 0 has probability bm rrt B
U Ž .of ever upcrossing 0 when V s 0, and hence p x ª bm rr. The same0 B

Ž . Ž .conclusion is easily seen to hold if r x ª r. Letting r s r ` and inserting in
Ž . Ž . Ž . w Ž . x3.1 , i follows. Case ii is similar though slightly easier here p x ª 0 . I

� 44. Ruin probabilities. Consider the risk process R and define thet
Ž . � < 4 Ž .ruin time r x as inf t: R - 0 R s x . Combining 1.4 and Theorem 3.2t 0

yields the following.

Ž . Ž . Ž . Ž .COROLLARY 4.1. i Assume that r x ª r ` , x ª `, where bm - r ` -B
`. Then

c x s P r x - `Ž . Ž .Ž .
`b

f B y dy, x ª `.Ž .Hr ` y bmŽ . xB

Ž . Ž .ii Assume that r x ª `. Then

` bB yŽ .
c x s P r x - ` f dy.Ž . Ž .Ž . H r yŽ .x
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Ž .From now on, we concentrate on the case r x s a q bx with b ) 0, so
Ž . Ž . Ž .that by ii , c x f G x , where

` `1 b 1
G x s b B y dy f B y dy.Ž . Ž . Ž .H Ha q by b yx x

We will impose a slightly stronger condition on B than just being subexpo-
Ž . wnential: in addition, we require that either B x is regularly varying which

Ž .x Ž .is equivalent to B g MDA F or that B g MDA L . In the regularly vary-a

Ž . Ž . Ž . Ž .ing case, the constants g x in 1.6 satisfy g x f xr a y 1 , while if B g
Ž . w x Ž .MDA L , it is easy to see from results of 9 that g x rx ª 0. We note the

following analytical properties of G.

Ž .PROPOSITION 4.1. i In the regularly varying case,

bL x bŽ .
G x f s B x ;Ž . Ž .aa bx a b

Ž . Ž .ii if B g MDA L , then

bg xŽ .
G x f B x ;Ž . Ž .

bx
Ž . Ž Ž . . Ž . Ž .iii G x q g x z rG x ª P P ) z .a

Ž . Ž . Žw xPROOF. Part i is straightforward. For ii , we first recall 27 , Proposi-
`. Ž . Ž . Ž . Ž .tion 1.17 that the integrated tail B x s H B y dy s g x B x again satis-0 x

Ž . Ž . Ž .fies 1.6 , with the same g x . Using g x rx ª 0 in the first step, we then get
1 1Ž .xqg x z

B y dy f B x q g x z y B xŽ . Ž . Ž .Ž .Ž .H 0 0y xx

1 g xŽ .
f B x P P F z s B x P P F z ,Ž . Ž . Ž . Ž .0 ` `x x

` 1 1 1
B y dy F B x q g x z f B x P P ) zŽ . Ž . Ž . Ž .Ž .H 0 0 `y x xŽ .xqg x z

g xŽ .
f B x P P ) z .Ž . Ž .`x

Let first x ª ` and next z ª `.
Ž . Ž .Part iii follows immediately from i in the regularly varying case. If
Ž . Ž .B g MDA L , use ii and

B x q g x z B x P P ) zŽ . Ž . Ž .Ž .0 0 `
g x q g x z s f s g x . IŽ . Ž .Ž .

B x q g x z B x P P ) zŽ . Ž . Ž .Ž . `

We next consider the distribution of the ruin time and will exhibit con-
Ž . Ž . Ž . Ž .stants d x such that the conditional distribution of d x r x given r x - `

˙Ž . Ž . Ž Ž ..has an exponential limit. Let d t be the solution of d t s r d t satisfyingx
Ž .d 0 s x.x
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LEMMA 4.1. Define

T s T x s dy1 x q g x yŽ . Ž .Ž .x

1 1 g x yŽ .Ž .xqg x ys dz s log 1 q .H ž /a q bz b x q arbx

Ž . Ž Ž . . Ž . Ž .Then c x, T s P r x F T f c x P P F y .a

w x Ž .PROOF. In the absence of claims in 0, t , R s d t when R s x, andt x 0
Ž .hence always R F d t . This yields immediately thatt x

c x y c x , T s P T - r x - ` s E c R ; r x ) TŽ . Ž . Ž . Ž . Ž .Ž . T

G c d T P r x s `Ž . Ž .Ž .Ž .x

s c x q g x y 1 y c x ,Ž . Ž .Ž . Ž .
c x , T c x q g x y G x q g x yŽ . Ž . Ž .Ž . Ž .

lim sup F 1 y lim s 1 y lim
c x c xxª` xª`Ž . Ž . G xŽ .xª`

s 1 y P P ) y s P P F y .Ž . Ž .a a

For lim inf G , consider the point process M whose only possible epoch is at
Ž .r x . The predictable intensity of M is

l t s I r x G t bB R G I r x s ` bB d t ,Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .ty x

and hence

T
c x , T s E M T s E l t dtŽ . Ž . Ž .H

0

T
G P r x s ` bB d t dtŽ . Ž .Ž . Ž .H x

0

1Ž .xqg x ys 1 y c x bB z dzŽ . Ž .Ž .H a q bzx

s 1 y c x G x q g x y y G x ,� 4Ž . Ž . Ž .Ž . Ž .
c x , T G x q g x y y G xŽ . Ž . Ž .Ž .

lim inf G lim s P P F y . IŽ .ac x c xxª` xª`Ž . Ž .

The analytic reduction of Lemma 4.1 is carried out in the next section.

5. Examples.

5.1. The storage process: more on extremal behavior. Whereas there is no
established universal definition of the extremal index u in continuous time,

Ž .we shall take a shortcut and simply adapt the characterization 2.1 as a
definition.
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Ž . Ž . Ž . Ž .COROLLARY 5.1. i Assume that r x ª r ` , x ª `, where bm - r ` -B
`. Then u s 0 and max V y max U ª V q M in t.v., wheret F T t ks1, . . . , ? b T @ k `

V , M are independent and M is distributed as the stationary workload in a`

Ž .MrGr1 queue with arrival intensity brr ` and service time distribution B.
Ž . Ž .ii Assume that r x ª `. Then max V y max U ª Vt F T t ks1, . . . , ? b T @ k `

in t.v.

Ž .PROOF. Part i is shown with minor variants of the reflected random
Ž .walk case. The only difference in ii is that the storage process decreases

rapidly after a jump to a large value x so that the probability of exceeding x
w Ž2.shortly after the jump causing the term W in the reflected random walk`

Ž .xcase and M in i is negligible. I

Ž .We will see later that in case ii , the value of u depends both on the form
Ž . Ž .of B x and r x .

w xFor A : 0, 1 , define

N A s I V ) u dt .Ž . Ž .HT tT T
A

Ž .COROLLARY 5.2. Assume that B g MDA H with normalizing constants
a , b and let u s xra q b . Then:n n T ? b T @ ? b T @

Ž . Ž . Ž . Ž . Ž Ž .i if r x ª r ` , x ª `, where bm - r ` - `, then r ` yB
. Ž .bm N rg u converges in distribution to a compound Poisson process withB T T

Ž . Ž .intensity ylog H x and compounding distribution P V F x ;a

Ž . Ž . w Ž .xii if r x s a q bx, then brlog g u N ª N, where N is a PoissonT T DD
Ž .point process with intensity ylog H x .

The proof is easy and omitted.

5.2. Regularly varying tails. Assume for the rest of this section that
aŽ . Ž . Ž . Ž .r x s a q bx. Consider first the case B x f L x rx with L x slowly

Ž .varying. Then we have the following corollary, part i of which is the main
w x Ž .result of 25 proved there via Laplace transforms .

COROLLARY 5.3. In the regularly varying case:

Ž . Ž . Ž . Ž . ai P V ) x s c x f bL x ra bx ;`

Ž .ii the extremal index is u s a b;
Ž . Ž . Ž .iii the conditional distribution of r x given r x - ` converges to the

exponential distribution with rate a b.



S. ASMUSSEN372

Ž . Ž . Ž .PROOF. Part i is immediate, and ii follows then by inserting in 2.1 .
Ž .For iii , note that, if T and y are connected as in Lemma 4.1, then
Ž bT .Ž .y f e y 1 a y 1 . Hence,

<P r x ) T r x - ` ª P P ) yŽ . Ž . Ž .Ž . a

1
ya bTs f e . Ia

1 q yr a y 1Ž .Ž .

Ž . Ž . Ž .5.3. Lognormal tails. When g x rx ª 0, we have T f g x yr xb in
Ž . Ž .Lemma 4.1, and Lemma 4.1 means that d x r x has a limiting standard

Ž . Ž .exponential distribution where d x s bxrg x ª `.
Assume in particular that B is lognormal, that is, the distribution of eU

where U is standard normal. Then

1 2B x f exp y log x r2 ,Ž . Ž .'2p log x

b 2G x f exp y log x r2 ,Ž . Ž .2'b 2p log xŽ .
x

g x f ,Ž .
log x

and we get the following.

COROLLARY 5.4. In the lognormal case:
2 2'Ž . Ž . Ž . w Ž . x w Ž . xi P V ) x s c x f brb 2p log x exp y log x r2 ;`

Ž .ii the extremal index is u s `;
Ž . Ž . Ž .iii the conditional distribution of b log xr x given r x - ` is limiting

standard exponential.

Ž .5.4. Weibull tails. Let now B be DFR decreasing failure rate Weibull,
aŽ . Ž .B x s exp yx with 0 - a - 1. Then

b 1
a 1yaG x f exp yx , g x f x ,Ž . Ž . Ž .aa bx a

and we get the following.

COROLLARY 5.5. In the DFR Weibull case:

Ž . Ž . Ž . Ž a . Ž a .i P V ) x s c x f bra bx exp yx ;`

Ž .ii the extremal index is u s `;
Ž . a Ž . Ž .iii the conditional distribution of a bx r x given r x - ` is limiting

standard exponential.

Ž . Ž .It may be noted that the above results for c x , c x, T are much more
complete than what is known for the light-tailed case where the only avail-
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Ž .able exact asymptotics is for c x when B is exponential. We conjecture
d yh xŽ . Ž .that when B x f cx e , then the conditional distribution of xr x given

Ž .r x - ` is asymptotically exponential.
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