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Abstract

By using Bismut’s approach to the Malliavin calculus with jumps, we study the regu-
larity of the distributional density for SDEs driven by degenerate additive Lévy noises.
Under full Hörmander’s conditions, we prove the existence of distributional density
and the weak continuity in the first variable of the distributional density. Moreover,
under a uniform first order Lie’s bracket condition, we also prove the smoothness of
the density.
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1 Introduction

Consider the following stochastic differential equation (abbreviated as SDE) in Rd:

dXt = b(Xt)dt+A1dWt +A2dLt, X0 = x, (1.1)

where b : Rd → Rd is a smooth vector field, A1 and A2 are two constant d× d-matrices,
Wt is a d-dimensional standard Brownian motion and Lt is a purely jump d-dimensional
Lévy process with Lévy measure ν(dz). Let Γ0 := {z ∈ Rd : 0 < |z| < 1}. Throughout
this work, we assume that ν(dz)

dz |Γ0
= κ(z) satisfies the following conditions: for some

α ∈ (0, 2) and m ∈ N,

(Hα
m) κ ∈ Cm(Γ0; (0,∞)) is symmetric (i.e. κ(−z) = κ(z)) and satisfies the following

Orey’s order condition (cf. [19, Proposition 28.3]):

lim
ε↓0

εα−2

∫
|z|6ε

|z|2κ(z)dz =: c1 > 0, (1.2)

and bounded condition: for j = 1, · · · ,m and some Cj > 0,

|∇j log κ(z)| 6 Cj |z|−j , z ∈ Γ0. (1.3)
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Regularity of density for degenerate SDEs with jumps

For example, if κ(z) = a(z)|z|−d−α with

a(z) = a(−z), 0 < a0 6 a(z) 6 a1, |∇ja(z)| 6 a2, j = 1, · · · ,m,

then (Hα
m) holds. Notice that the generator of SDE (1.1) is given by

A f(x) :=
1

2
∇2
A1A∗1

f(x) + p.v.

∫
Rd

(f(x+A2z)− f(x))ν(dz) + b(x) · ∇f(x),

where A∗1 stands for the transpose of A1, and

b · ∇f :=

d∑
i=1

bi∂if, ∇2
A1A∗1

f :=

d∑
i,j=1

(A1A
∗
1)ij∂

2
ijf, (1.4)

and p.v. stands for the Cauchy principle value.
It is well-known that when b is Lipschitz continuous, SDE (1.1) has a unique solution

Xt = Xt(x). The aim of this work is to investigate the regularity of the distributional
density of Xt(x) under Hörmander’s conditions. Let B0 := Id×d be the identity matrix
and define d× d-matrix-valued function Bn(x) recursively by

Bn(x) := b(x) · ∇Bn−1(x)−∇b(x) ·Bn−1(x) + 1
2∇

2
A1A∗1

Bn−1(x), n ∈ N.

Here and below, (∇b(x))ij := ∂jb
i(x) is the Jacobian matrix, and b·∇Bn−1 and∇2

A1A∗1
Bn−1

are defined as in (1.4). Our first main result is about the existence and weak continuity
of the distribution density for SDE (1.1) under full Hörmander’s condition.

Theorem 1.1. Assume that (Hα
1 ) holds and b is smooth and has bounded derivatives of

all orders, and for any x ∈ Rd and some n = n(x) ∈ N,

Rank[A1, B1(x)A1, · · · , Bn(x)A1, A2, B1(x)A2, · · · , Bn(x)A2] = d. (1.5)

Then Xt(x) admits a density ρt(x, y) with respect to the Lebesgue measure so that for
any bounded measurable function f ,

x 7→ Ptf(x) := Ef(Xt(x)) =

∫
Rd
f(y)ρt(x, y)dy is continuous. (1.6)

In particular, the semigroup (Pt)t>0 has the strong Feller property.

Remark 1.2. When A1 = 0 and b(x) = Bx is linear, condition (1.5) is called Kalman’s
rank condition. In this case, the smoothness of the density of the corresponding Ornstein-
Uhlenbeck process has been studied in [16, 9].

About the smoothness of the density, we have the following partial result.

Theorem 1.3. Assume that (Hα
m) holds for some m ∈ N, and b is smooth and has

bounded derivatives of all orders, and

inf
x∈Rd

inf
|u|=1

(
|uA1|2 + |uB1(x)A1|2 + |uA2|2 + |uB1(x)A2|2

)
=: c2 > 0. (1.7)

Then for any k, n ∈ {0} ∪N with 1 6 k + n 6 m, there are γk,n > 0 and C = C(k, n) > 0

such that for all f ∈ C∞b (Rd) and t ∈ (0, 1),

sup
x∈Rd

|∇kE((∇nf)(Xt(x)))| 6 C‖f‖∞t−γk,n , (1.8)

where ∇k denotes the k-order gradient operator. In particular, if m = ∞, then Xt(x)

admits a smooth density ρt(x, y) so that

(x, y) 7→ ρt(x, y) ∈ C∞b (Rd ×Rd), t > 0. (1.9)
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Regularity of density for degenerate SDEs with jumps

In the continuous diffusion case (i.e. A2 = 0 and A1 = A1(x)), under Hörmander’s
conditions, Malliavin [13] proved that SDE (1.1) has a smooth density by using the
stochastic calculus of variations (nowadays, it is also called the Malliavin calculus, and a
systematic introduction about the Malliavin calculus is referred to the book [14]). Since
the pioneering work of [13], there are many works devoting to extend Malliavin’s theory
to the jump case (cf. [5, 4, 15, 8] etc.). However, unlike the case of continuous Brownian
functionals, there does not exist a unified treatment for Poisson functionals since the
canonical Poisson space has a nonlinear structure. We mention that Bismut’s approach
is based on Girsanov’s transformation (cf. [5]), while Picard’s approach is to use the
difference operator to establish an integration by parts formula (cf. [15]).

When A1 = 0 and κ(z) = c|z|−d−α, Theorems 1.1 and 1.3 have been proved in [22]
and [7] by using the Malliavin calculus for subordinate Brownian motions (cf. [11]).
Meanwhile, if A1 = 0 and κ(z) = a(z)|z|−d−α, Theorem 1.3 is also contained in [21,
Theorem 2.2]. About the smoothness of distributional density for degenerate SDEs
driven by purely jump noises, Takeuchi [20], Cass [6] and Kunita [10] have already
studied this problem under different Hörmander’s conditions. However, their results do
not cover the present general case (see also [23, 24] for some related works). Compared
with [22] and [7], in this work we shall use Bismut’s approach to prove Theorems 1.1 and
1.3, and need to assume that the Lévy measure is absolutely continuous with respect to
the Lebesgue measure. It is noticed that in [7], the Lévy measure can be singular and
the drift is allowed to have arbitrary growth, which cannot be dealt with in the current
settings.

In the proof of our main theorems, one of the difficulties we are facing is the infinity
of the moments of Lt. To overcome this difficulty, we consider two independent Lévy
processes L0

t and L1
t with Lévy measures ν0(dz) := 1|z|<1κ(z)dz and ν1(dz) := 1|z|>1ν(dz)

respectively. Clearly,
Lt has the same law as L0

t + L1
t .

Notice that L1
t is a compound Poisson process. Let 0 =: τ0 < τ1 < τ2 < · · · < τn < · · · be

the jump time of L1
t . It is well-known that

E := {τn − τn−1, n ∈ N}, G := {∆L1
τn := Lτn − Lτn−, n ∈ N}

are two independent families of i.i.d random variables. Let ~ be a cádlág purely discon-
tinuous Rd-valued function with finitely many jumps and ~0 = 0. Following the argument
of [22, Subsection 3.3], we consider the following SDE:

X̃t(x; ~) = x+

∫ t

0

b(X̃s(x; ~))ds+A1Wt +A2L
0
t +A2~t.

Clearly,

Xt(x)
(d)
= X̃t(x;L1

· ).

If we write
Ptf(x) := Ef(Xt(x)), P̃tf(x) := Ef(X̃t(x; 0)),

then we have (see [22, (3.19)])

Ptf(x) =

∞∑
n=0

E
(
P̃τ1 · · ·ϑA2∆L1

τn−1
P̃τn−τn−1ϑA2∆L1

τn
P̃t−τnf(x); τn < t 6 τn+1

)
, (1.10)

where for a function g(x) and y ∈ Rd,

ϑyg(x) := g(x+ y).
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Regularity of density for degenerate SDEs with jumps

Basing on (1.10) and as in [22, Subsection 3.3], it suffices to prove Theorems 1.1 and 1.3
for X̃t(x; 0), that is, we only need to consider the SDE (1.1) driven by Wt and L0

t .
This paper is organised as follows: in Section 2, we recall Bismut’s approach to the

Malliavin calculus with jumps. In [4], Bichteler, Gravereaux and Jacod have already
systematically introduced it, however, the α-stable like noise does not fall into their
framework. Thus, we have to extend the integration by parts formula to the more
general class of Lévy measures. Moreover, we also prove a Kusuoka-Stroock’s formula
for Poisson stochastic integrals. In Section 3, we introduce the reduced Malliavin matrix
for SDE (1.1) used in Bismut’s approach (cf. [4]), and also give some necessary estimates.
In Sections 4 and 5, we shall prove Theorems 1.1 and 1.3.

Convention: The letter C or c with or without subscripts will denote an unimportant
constant, whose value may be different in different places.

2 Revisit of Bismut’s approach to the Malliavin calculus with
jumps

Let Γ ⊂ Rd be an open set containing the origin. Let us define

Γ0 := Γ \ {0}, %(z) := 1 ∨ d(z,Γc0)−1, (2.1)

where d(z,Γc0) is the distance of z to the complement of Γ0. Let Ω be the canonical space
of all points ω = (w, µ), where

• w : [0, 1]→ Rd is a continuous function with w(0) = 0;

• µ is an integer-valued measure on [0, 1]× Γ0 with µ(A) < +∞ for any compact set
A ⊂ [0, 1]× Γ0.

Define the canonical process on Ω as follows: for ω = (w, µ),

Wt(ω) := w(t), N(ω; dt, dz) := µ(ω; dt,dz) := µ(dt, dz).

Let (Ft)t∈[0,1] be the smallest right-continuous filtration on Ω such that W and N are
optional. In the following, we write F := F1, and endow (Ω,F ) with the unique
probability measure P such that

• W is a standard d-dimensional Brownian motion;

• N is a Poisson random measure with intensity dtν(dz), where ν(dz) = κ(z)dz with

κ ∈ C1(Γ0; (0,∞)),

∫
Γ0

(1 ∧ |z|2)κ(z)dz < +∞, |∇ log κ(z)| 6 C%(z), (2.2)

where %(z) is defined by (2.1);

• W and N are independent.

In the following we write

Ñ(dt,dz) := N(dt,dz)− dtν(dz).

2.1 Function spaces

Let p > 1. We introduce the following spaces for later use.

• L1
p: The space of all predictable processes: ξ : Ω× [0, 1]×Γ0 → Rk with finite norm:

‖ξ‖L1
p

:=

[
E

(∫ 1

0

∫
Γ0

|ξ(s, z)|ν(dz)ds

)p] 1
p

+

[
E

∫ 1

0

∫
Γ0

|ξ(s, z)|pν(dz)ds

] 1
p

<∞.
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• L2
p: The space of all predictable processes: ξ : Ω× [0, 1]×Γ0 → Rk with finite norm:

‖ξ‖L2
p

:=

[
E

(∫ 1

0

∫
Γ0

|ξ(s, z)|2ν(dz)ds

) p
2

] 1
p

+

[
E

∫ 1

0

∫
Γ0

|ξ(s, z)|pν(dz)ds

] 1
p

<∞.

• Hp: The space of all measurable adapted processes h : Ω× [0, 1]→ Rd with finite
norm:

‖h‖Hp :=

[
E

(∫ 1

0

|h(s)|2ds

) p
2

] 1
p

< +∞.

• Vp: The space of all predictable processes v : Ω× [0, 1]× Γ0 → Rd with finite norm:

‖v‖Vp := ‖∇v‖L1
p

+ ‖v%‖L1
p
<∞,

where %(z) is defined by (2.1). Below we shall write

H∞− := ∩p>1Hp, V∞− := ∩p>1Vp.

• H0: The space of all bounded measurable adapted processes h : Ω× [0, 1]→ Rd.

• V0: The space of all predictable processes v : Ω× [0, 1]×Γ0 → Rd with the following
properties: (i) v and ∇zv are bounded; (ii) there exists a compact subset U ⊂ Γ0

such that
v(t, z) = 0, ∀z /∈ U.

Remark 2.1. For ξ ∈ L1
p, if there is a compact subset U ⊂ Γ0 such that ξ(s, z) = 0 for all

z /∈ U , then in view of κ ∈ C1(Γ0; (0,∞)),

‖ξ‖p
L1
p
� E

(∫ 1

0

∫
U

|ξ(s, z)|pdzds
)

= E

(∫ 1

0

∫
Rd
|ξ(s, z)|pdzds

)
,

where � means that both sides are comparable up to a constant (depending only on
U, κ, p, d).

Lemma 2.2. (i) For any p > 1, the spaces (Hp, ‖ · ‖Hp) and (Vp, ‖ · ‖Vp) are Banach
spaces.

(ii) For any p2 > p1 > 1, Hp2 ⊂ Hp1 and Vp2 ⊂ Vp1 .

(iii) For any p > 1, V0 (resp. H0) is dense in Vp (resp. Hp).

Proof. (i) and (ii) are obvious.

(iii) We only prove the density of V0 in Vp, i.e., for each v ∈ Vp, there exists a se-
quence vn ∈ V0 such that

lim
n→∞

‖vn − v‖Vp = 0.

We shall construct the approximation by three steps.

(1) For ε ∈ (0, 1), define

Γε :=
{
z ∈ Rd : d(z,Γc0) > ε

}
.

Let χε : Rd → [0, 1] be a smooth function with

χε|Γ2ε = 1, χε|Γcε = 0, ‖∇χε‖∞ 6 C/ε. (2.3)
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For R > 1, let χR : Rd → [0, 1] be a smooth function with

χR(z) = 1, |z| 6 R, χR(z) = 0, |z| > 2R, ‖∇χR‖∞ 6 C/R. (2.4)

Let us define

vε,R(s, z) = v(s, z)χε(z)χR(z). (2.5)

Notice that for ε ∈ (0, 1) and R > 1,

|∇vε,R(s, z)−∇v(s, z)|

6 C
(
ε−11z∈Γε\Γ2ε

+R−11R<|z|<2R

)
|v(s, z)|+

(
1z∈Γc2ε

+ 1|z|>R

)
|∇v(s, z)|

6 C%(z)
(

1z∈Γc2ε
+ 1|z|>R

)
|v(s, z)|+

(
1z∈Γc2ε

+ 1|z|>R

)
|∇v(s, z)|, (2.6)

where %(z) is defined by (2.1). By the dominated convergence theorem, we have

lim
ε↓0,R↑∞

‖vε,R − v‖Vp = 0.

(2) Next we can assume that for some compact set U ⊂ Γ0,

v(s, z) = 0, z /∈ U. (2.7)

Let ϕ : Rd → [0, 1] be a smooth function with

ϕ(x) = 1, |x| 6 1, ϕ(x) = 0, |x| > 2,

∫
Rd
ϕ(x)dx = 1.

For δ ∈ (0, 1), set ϕδ(x) := δ−dϕ(δ−1x) and

vδ(s, z) :=

∫
Rd

v(s, z)ϕδ(x− z)dz. (2.8)

By (2.7) and Remark 2.1, it is easy to see that

‖v‖pVp � E
(∫ 1

0

∫
U

(|v|+ |∇zv|)p(s, z)dzds
)

= E

(∫ 1

0

∫
Rd

(|v|+ |∇zv|)p(s, z)dzds
)
. (2.9)

Thus,

lim
δ↓0
‖vδ − v‖Vp = 0.

(3) Lastly we assume that v is smooth in z and satisfies (2.7). For R > 1, we construct
vR(s, z) as follows:

vR(ω, s, z) := v(ω, s, z) · 1‖v(ω,s,·)‖∞6R · 1‖∇v(ω,s,·)‖∞6R.

Clearly,

vR ∈ V0.

By (2.9) and the dominated convergence theorem, we have

lim
R→∞

‖vR − v‖Vp = 0.

The proof is complete.
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2.2 Girsanov’s theorem

We need the following Burkholder’s inequality.

Lemma 2.3. (i) For any p > 1, there is a constant Cp > 0 such that for any ξ ∈ L1
p,

E

(
sup
t∈[0,1]

∣∣∣∣∫ t

0

∫
Γ0

ξ(s, z)N(ds,dz)

∣∣∣∣p
)

6 Cp‖ξ‖pL1
p
. (2.10)

(ii) For any p > 2, there is a constant Cp > 0 such that for any ξ ∈ L2
p,

E

(
sup
t∈[0,1]

∣∣∣∣∫ t

0

∫
Γ0

ξ(s, z)Ñ(ds,dz)

∣∣∣∣p
)

6 Cp‖ξ‖pL2
p
. (2.11)

Proof. (i) Let us write

Mt :=

∫ t

0

∫
Γ0

ξ(s, z)Ñ(ds,dz) =

∫ t

0

∫
Γ0

ξ(s, z)N(ds,dz)−
∫ t

0

∫
Γ0

ξ(s, z)ν(dz)ds. (2.12)

For p > 1, by Itô’s formula and a stopping time technique, we have

E|Mt|p 6 E
(∫ t

0

∫
Γ0

(|Ms− + ξ(s, z)|p − |Ms−|p − pξ(s, z)sgn(Ms−)|Ms−|p−1)ν(dz)ds

)
.

By Doob’s maximal inequality and Young’s inequality, we further have

E

(
sup
t∈[0,1]

|Mt|p
)

6 CpE|M1|p 6 CpE

(∫ 1

0

∫
Γ0

|ξ(s, z)|(|Ms−|+ |ξ(s, z)|)p−1ν(dz)ds

)

6 CpE

(
sup
s∈[0,1]

|Ms|p−1

∫ 1

0

∫
Γ0

|ξ(s, z)|ν(dz)ds

)
+ Cp‖ξ‖pL1

p

6
1

2
E

(
sup
s∈[0,1]

|Ms|p
)

+ Cp‖ξ‖pL1
p
,

which together with (2.12) gives (2.10).

(ii) As above, for p > 2, by Taylor’s expansion, we have

E

(
sup
t∈[0,1]

|Mt|p
)

6 CpE

(∫ 1

0

∫
Γ0

|ξ(s, z)|2(|Ms−|+ |ξ(s, z)|)p−2ν(dz)ds

)

6 CpE

(
sup
s∈[0,1]

|Ms|p−2

∫ 1

0

∫
Γ0

|ξ(s, z)|2ν(dz)ds

)
+ Cp‖ξ‖pL2

p

6
1

2
E

(
sup
s∈[0,1]

|Ms|p
)

+ Cp‖ξ‖pL2
p
,

which in turn gives (2.11).

For v ∈ V0 and ε > 0, define

γε(t, z) := det (I + ε∇zv(t, z))
κ(z + εv(t, z))

κ(z)
.

The following lemma is easy.
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Lemma 2.4. For any v ∈ V0 with compact support U ⊂ Γ0 with respect to z, there exist
an ε0 > 0 and a constant C > 0 such that for any ε ∈ (0, ε0) and all t, z,

|γε(t, z)− 1| 6 Cε1U (z). (2.13)

Moreover, we have

dγε(t, z)

dε

∣∣∣
ε=0

= divv(t, z) + 〈∇ log κ(z),v(t, z)〉Rd =
div(κv)(t, z)

κ(z)
. (2.14)

Proof. Since v(t, z) = 0 for z /∈ U , we have

γε(t, z) = 1, ∀z /∈ U.

For any z ∈ U , since v and ∇zv are bounded, we have

|γε(t, z)− 1| 6 |det (I + ε∇zv(t, z)) |
∣∣∣∣κ(z + εv(t, z))

κ(z)
− 1

∣∣∣∣+ |det (I + ε∇zv(t, z))− 1|

6
C

infz∈U κ(z)
|κ(z + εv(t, z))− κ(z)|+ Cε,

which gives the desired estimate (2.13) by the compactness of U and κ ∈ C1(Γ0; (0,∞)).
As for (2.14), it follows by a direct calculation.

For p > 1 and Θ := (h,v) ∈ Hp ×Vp, we write

divΘ := −
∫ 1

0

〈h(s),dWs〉Rd +

∫ 1

0

∫
Γ0

div(κv)(s, z)

κ(z)
Ñ(ds,dz). (2.15)

By Burkholder’s inequality and (2.2), we have

E|divΘ|p 6 C
(
‖h‖pHp + ‖v‖pVp

)
. (2.16)

Let Qεt solve the following SDE:

Qεt = 1− ε
∫ t

0

Qεs〈hs,dWs〉Rd +

∫ t

0

∫
Γ0

Qεs−(γε(s, z)− 1)Ñ(ds,dz), (2.17)

whose solution is explicitly given by the Doleans-Dade formula:

Qεt = exp

{∫ t

0

∫
Γ0

log γε(s, z)N(ds,dz)−
∫ t

0

∫
Γ0

(γε(s, z)− 1)ν(dz)ds

− ε
∫ t

0

〈hs,dWs〉Rd −
ε2

2

∫ t

0

|hs|2ds

}
.

Lemma 2.5. If Θ = (h,v) ∈ H0 ×V0, then Qεt is a nonnegative martingale and for any
p > 2,

lim
ε↓0
E

∣∣∣∣Qε1 − 1

ε
− divΘ

∣∣∣∣p = 0. (2.18)

Proof. For any p > 2, by (2.17), (2.13) and (2.10), we have

E|Qεt |p 6 C + Cεp
∫ t

0

E(|Qεs|p|hs|p)ds+

∫ t

0

∫
Γ0

E(|Qεs−(γε(s, z)− 1)|p)ν(dz)ds

6 C + Cεp (‖h‖p∞ + ν(U))

∫ t

0

E|Qεs|pds,
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Regularity of density for degenerate SDEs with jumps

which gives

sup
ε∈(0,1)

sup
t∈[0,1]

E|Qεt |p < +∞. (2.19)

From this and (2.17), one sees that Qεt is a nonnegative martingale and EQεt = 1.
For (2.18), by equation (2.17) and (2.19), we have

lim
ε↓0

sup
t∈[0,1]

E|Qεt − 1|p = 0,

and

Qεt − 1

ε
− divΘ =

∫ 1

0

(Qεs − 1)〈hs,dWs〉Rd +
1

ε

∫ 1

0

∫
Γ0

(Qεs− − 1)(γε(s, z)− 1)Ñ(ds,dz)

+

∫ 1

0

∫
Γ0

(
γε(s, z)− 1

ε
− div(κv)(s, z)

κ(z)

)
Ñ(ds,dz).

Thus, by Burkholder’s inequality and Lemma 2.4, we obtain (2.18).

For Θ = (h,v) ∈ H0 ×V0 and ε > 0, define

W ε
t := Wt + ε

∫ t

0

h(s)ds, Nε((0, t]× E) :=

∫ t

0

∫
Γ0

1E(z + εv(s, z))N(ds,dz).

Then the map

Θε : (W,N) 7→ (W ε, Nε) (2.20)

defines a transformation from Ω to Ω. We have (cf. [4, p.64, Theorem 6-16] or [3, p. 185])

Theorem 2.6. (Girsanov’s theorem) For Θ = (h,v) ∈ H0 × V0, there exists an ε0 > 0

such that for all ε ∈ (0, ε0), the law of (W ε, Nε) under Qε1P is the same as P, i.e.,

P = (Qε1P) ◦ (Θε)−1.

2.3 Malliavin derivative operator

Let C∞p (Rm) be the class of all smooth functions on Rm which together with all the
derivatives have at most polynomial growth. Let FC∞p be the class of all Wiener-Poisson
functionals on Ω with the following form:

F (ω) = f(w(h1), · · · , w(hm1), µ(g1), · · · , µ(gm2)), ω = (w, µ) ∈ Ω,

where f ∈ C∞p (Rm1+m2), h1, · · · , hm1
∈ H0 and g1, · · · , gm2

∈ V0 are non-random, and

w(hi) :=

∫ 1

0

〈hi(s),dw(s)〉Rd , µ(gj) :=

∫ 1

0

∫
Γ0

gj(s, z)µ(ds,dz).

Notice that
FC∞p ⊂ ∩p>1L

p(Ω,F ,P).

For Θ = (h,v) ∈ H∞− ×V∞−, let us define

DΘF :=

m1∑
i=1

(∂if)(·)
∫ 1

0

〈h(s), hi(s)〉Rdds

+

m2∑
j=1

(∂j+m1f)(·)
∫ 1

0

∫
Γ0

v(s, z) · ∇zgj(s, z)µ(ds,dz), (2.21)
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Regularity of density for degenerate SDEs with jumps

where “(·)” stands for w(h1), · · · , w(hm1
), µ(g1), · · · , µ(gm2

). By Hölder’s inequality and
(2.11), it is easy to see that for any p > 1,

DΘF ∈ Lp and DΘF = lim
ε→0

F ◦Θε − F
ε

in Lp, (2.22)

where Θε is defined by (2.20). Thus, DΘF is well defined, i.e., it does not depend on the
representation of F .

We have

Lemma 2.7. Let Θ = (h,v) ∈ H∞− ×V∞− and divΘ be defined by (2.15).

(i) (Density) FC∞p is dense in Lp := Lp(Ω,F ,P) for any p > 1.

(ii) (Integration by parts formula) For any F ∈ FC∞p , we have

E(DΘF ) = −E(FdivΘ). (2.23)

(iii) (Closability) The linear operator (DΘ,FC∞p ) is closable in Lp for any p > 1.

Proof. (i) is standard by a monotonic argument.

(ii) We first assume Θ = (h,v) ∈ H0 ×V0. By (2.22) and Theorem 2.6 , we have

EDΘF = lim
ε↓0

1

ε
E(F ◦Θε − F ) = lim

ε↓0

1

ε
E((1−Qε1)F ◦Θε) = −E(FdivΘ),

where we have used (2.18) in the last step. For general Θ = (h,v) ∈ H∞− ×V∞− and
p > 2, by Lemma 2.4 there exists a sequence of Θn = (hn,vn) ∈ H0 ×V0 such that

lim
n→∞

(‖hn − h‖Hp + ‖vn − v‖Vp) = 0.

By the definition of DΘF , it is easy to see that

lim
n→∞

E|DΘnF −DΘF |2 = 0.

Moreover, by (2.16) we also have

lim
n→∞

E|div(Θn −Θ)|2 6 lim
n→∞

(‖hn − h‖2H2
+ ‖vn − v‖2V2

) = 0.

By taking limits for E(DΘnF ) = −E(FdivΘn), we obtain (2.23).

(iii) Fix p > 1. Let Fn be a sequence in FC∞p converging to zero in Lp. Suppose
that DΘFn converges to some ξ in Lp. We want to show ξ = 0. For any G ∈ FC∞p ,
noticing that FnG ∈ FC∞p , by Hölder’s inequality, we have

E(Gξ) = lim
n→∞

E(GDΘFn)
(2.22)

= lim
n→∞

E(DΘ(FnG))− lim
n→∞

E(FnDΘG)

(2.23)
= − lim

n→∞
E(FnGdivΘ) = 0.

By (i), we obtain ξ = 0. The proof is complete.

Definition 2.8. For given Θ = (h,v) ∈ H∞− ×V∞− and p > 1, we define the first order
Sobolev space W1,p

Θ being the completion of FC∞p in Lp(Ω,F ,P) with respect to the
norm:

‖F‖Θ;1,p := ‖F‖Lp + ‖DΘF‖Lp .

Clearly, W1,p2
Θ ⊂W1,p1

Θ for p2 > p1 > 1. We shall write

W
1,∞−
Θ := ∩p>1W

1,p
Θ .
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Regularity of density for degenerate SDEs with jumps

We have the following integration by parts formula.

Theorem 2.9. Let Θ = (h,v) ∈ H∞− ×V∞− and p > 1. For any F ∈W1,p
Θ , we have

E(DΘF ) = −E(FdivΘ), (2.24)

where divΘ is defined by (2.15).

Proof. Let Fn ∈ FC∞p converge to F in W1,p
Θ . By (2.23) we have

E(DΘFn) = −E(FndivΘ).

By taking limits, we obtain (2.24).

Moreover, we also have the following chain rule.

Proposition 2.10. (Chain rule) Let Θ = (h,v) ∈ H∞− × V∞−. For m, k ∈ N, let F =

(F1, · · · , Fm) ∈ (W1,∞−
Θ )m and ϕ ∈ C∞p (Rm;Rk). Then the composition ϕ(F ) ∈ (W1,∞−

Θ )k

and

DΘϕ(F ) = DΘF · ∇ϕ(F ).

Proof. Since ϕ ∈ C∞p (Rm;Rk), we can assume that for some r ∈ N,

|∇ϕ(x)| 6 C(1 + |x|r). (2.25)

For any fixed p > r + 1, let Fn ∈ (FC∞p )m converge to F in (W1,p
Θ )m. Since ϕ(Fn) ∈

(FC∞p )k, by (2.22) it is easy to see that

DΘϕ(Fn) = DΘFn · ∇ϕ(Fn).

For any q ∈ (1, p
r+1 ), by Hölder’s inequality and (2.25), we have

lim
n→∞

E|DΘFn · ∇ϕ(Fn)−DΘF · ∇ϕ(F )|q

6 C lim
n→∞

(
E|DΘFn|p

) q
p
(
E|∇ϕ(Fn)−∇ϕ(F )|

qp
p−q

) p−q
p

+ C lim
n→∞

(
E|DΘFn −DΘF |p

) q
p
(

1 + E|F |
rqp
p−q

) p−q
p

= 0,

and also

lim
n→∞

E|ϕ(Fn)− ϕ(F )|q 6 C lim
n→∞

(
E|Fn − F |p

) q
p
(

1 + E|Fn|
rqp
p−q + E|F |

rqp
p−q

) p−q
p

= 0.

Thus, by definition we have ϕ(F ) ∈ (W1,q
Θ )k and

DΘϕ(F ) = DΘF · ∇ϕ(F ).

Since p > r + 1 is arbitrary and q ∈ (1, p
r+1 ), we obtain ϕ(F ) ∈ (W1,∞−

Θ )k.

2.4 Kusuoka-Stroock’s formula

In this subsection we are about to establish a commutation formula between the
gradient and Poisson stochastic integrals. On Wiener space this formula is given by
Kusuoka and Stroock [12]. On configuration space similar formula is proven in [18].
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Proposition 2.11. Fix Θ = (h,v) ∈ H∞− ×V∞−. Let η(ω, s, z) : Ω× [0, 1]× Γ0 → R be a
measurable map and satisfy that for each (s, z) ∈ [0, 1]× Γ0,

η(s, z) ∈W1,∞−
Θ , η(s, ·) ∈ C1(Γ0)

and

s 7→ η(s, z), DΘη(s, z),∇zη(s, z) are left-continuous and Fs-adapted, (2.26)

and for any p > 1,

E

[
sup
s∈[0,1]

sup
z∈Γ0

(
|η(s, z)|p + |DΘη(s, z)|p

(1 ∧ |z|)p
+ |∇zη(s, z)|p

)]
< +∞. (2.27)

Then I (η) :=
∫ 1

0

∫
Γ0
η(s, z)Ñ(ds,dz) ∈W1,∞−

Θ and

DΘI (η) =

∫ 1

0

∫
Γ0

DΘη(s, z)Ñ(ds,dz) +

∫ 1

0

∫
Γ0

v(s, z) · ∇η(s, z)N(ds,dz). (2.28)

Proof. (i) First of all, we assume that η(s, z) = 1(t0,t1](s)η(z), where η(z) is Ft0 -measurable,
and satisfies (2.27) and

z 7→ η(z) has compact support U ⊂ Γ0. (2.29)

For n ∈ N, let Dn be the grid of Rd with step 2−n. For a point z ∈ Rd, let φn(z) be the
left-lower corner point in Dn which is closest to z. For ε ∈ (0, 1) and R > 1, let χε and χR
be defined by (2.3) and (2.4). For δ ∈ (0, 1), let ηδ(z) be defined as in (2.8), and let us
define

ηδ,nε,R(ω, y) := χε(y)χR(y)

∫ y1

0

· · ·
∫ yd

0

(∂z1 · · · ∂zdηδ)(ω, φn(z))dz1 · · · dzd.

From this definition, we can write

ηδ,nε,R(ω, z) =

m∑
k=1

ξj(ω)gj(z),

where ξj ∈W1,∞−
Θ is Ft0 -measurable and gj is smooth and has support

Uε,R := Γε ∩ {z : |z| 6 2R} ⊂ Γ0.

By definition (2.21), it is easy to check that I (ηδ,nε,R) :=
∫
U
ηδ,nε,R(z)Ñ((t0, t1],dz) ∈W1,∞−

Θ

and

DΘI (ηδ,nε,R) =

∫
Uε,R

DΘη
δ,n
ε,R(z)Ñ((t0, t1],dz) +

∫ t1

t0

∫
Uε,R

v(s, z) · ∇ηδ,nε,R(z)N(ds,dz).

Thus, for proving (2.28), by Lemma 2.3 it suffices to prove that for any p > 1,

lim
R→∞

lim
ε→0

lim
δ→∞

lim
n→∞

(
‖ηδ,nε,R − η‖L1

p
+ ‖DΘ(ηδ,nε,R − η)‖L1

p

)
= 0,

and

lim
R→∞

lim
ε→0

lim
δ→∞

lim
n→∞

‖v · ∇(ηδ,nε,R − η)‖L1
p

= 0. (2.30)
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Regularity of density for degenerate SDEs with jumps

We only prove the second limit. The first limit is similar. For fixed ε,R, set ηε,R := χεχRη.
Since for z 6∈ Uε,R,

ηδ,nε,R(z) = ηε,R(z) = 0,

by Remark 2.1 and Hölder’s inequality, we have

lim
δ→0

lim
n→∞

‖v · ∇(ηδ,nε,R − ηε,R)‖p
L1
p

6 C lim
δ→0

lim
n→∞

E

∫ t1

t0

∫
Uε,R

|v(s, z) · ∇(ηδ,nε,R − ηε,R)(s, z)|pdzds

6 C lim
δ→0

lim
n→∞

(
E

∫ t1

t0

∫
Uε,R

|∇(ηδ,nε,R − ηε,R)(s, z)|2pdzds

) 1
2

= 0. (2.31)

On the other hand, since η has compact support U , by (2.27) and the dominated conver-
gence theorem, we have

lim
R→∞

lim
ε→0
‖v · ∇(ηε,R − η)‖p

L1
p

= lim
R→∞

lim
ε→0
‖(1− χεχR)v · ∇η‖p

L1
p

= 0. (2.32)

Combining (2.31) and (2.32), we obtain (2.30).

(ii) Next we assume that for some compact set U ⊂ Γ0,

η(s, z) = 0, z /∈ U. (2.33)

For n ∈ N, let sk := k/n and define

ηn(s, z) :=

n∑
k=1

1(sk−1,sk](s)η(sk−1, z).

In this case, we have

I (ηn) =

n∑
k=1

(∫
Γ0

η(sk−1, z)N((sk−1, sk],dz)− 1

n

∫
Γ0

η(sk−1, z)ν(dz)

)
By (i), we have

I (ηn) ∈W1,∞−
Θ

and

DΘI (ηn) =

∫ 1

0

∫
Γ0

DΘηn(s, z)Ñ(ds,dz) +

∫ 1

0

∫
Γ0

v(s, z) · ∇ηn(s, z)N(ds,dz).

By Lemma 2.3 and (2.33), for any p > 2, we have

E

∣∣∣∣∫ 1

0

∫
Γ0

(DΘηn(s, z)−DΘη(s, z))Ñ(ds,dz)

∣∣∣∣p
6 CE

(∫ 1

0

∫
U

|DΘηn(s, z)−DΘη(s, z)|pdzds
)

and

E

∣∣∣∣∫ 1

0

∫
Γ0

v(s, z) · ∇(ηn − η)(s, z)N(ds,dz)

∣∣∣∣p
6 CE

(∫ 1

0

∫
U

|∇ηn(s, z)−∇η(s, z)|p |v(s, z)|pdzds
)
.
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By the assumptions and the dominated convergence theorem, both of them converge to
zero as n→∞, and we obtain (2.28).

(iii) We now drop the assumption (2.33). Define

ηε,R(s, z) := χε(z)χR(z)η(s, z),

where χε and χR are the same as in (2.3) and (2.4). By (ii), we have

DΘI (ηε,R) =

∫ 1

0

∫
Γ0

DΘηε,R(s, z)Ñ(ds,dz) +

∫ 1

0

∫
Γ0

v(s, z) · ∇ηε,R(s, z)N(ds,dz).

For proving (2.28), it suffices to prove that for any p > 2,

I
(1)
ε,R := E

∣∣∣∣∫ 1

0

∫
Γ0

(1− χε(z)χR(z))DΘη(s, z)Ñ(ds,dz)

∣∣∣∣p → 0,

I
(2)
ε,R := E

∣∣∣∣∫ 1

0

∫
Γ0

v(s, z) · ∇(ηε,R − η)(s, z)N(ds,dz)

∣∣∣∣p → 0,

as R → ∞ and ε → 0. The first limit follows by (2.11), (2.27) and the dominated
convergence theorem. For the second limit, noticing that as in (2.6),

|∇ηε,R(s, z)−∇η(s, z)| 6 C%(z)
(

1z∈Γc2ε
+ 1|z|>R

)
|η(s, z)|+

(
1z∈Γc2ε

+ 1|z|>R

)
|∇η(s, z)|,

by (2.10) we have

E

∣∣∣∣∫ 1

0

∫
Γ0

v(s, z) · ∇(ηε,R − η)(s, z)N(ds,dz)

∣∣∣∣p
6 CE

(
sup
s,z

(|η(s, z)|+ |∇η(s, z)|)
∫ 1

0

∫
Γc2ε∪{|z|>R}

|%(z)v(s, z)|ν(dz)ds

)p

+ CE

(
sup
s,z

(|η(s, z)|+ |∇η(s, z)|)p
∫ 1

0

∫
Γc2ε∪{|z|>R}

|%(z)v(s, z)|pν(dz)ds

)
,

which converges to zero as ε→ 0 and R→∞. The proof is complete.

3 Reduced Malliavin matrix for SDEs driven by Lévy noises

As discussed in the introduction, in the remainder of this paper, we shall assume

Γ0 = {z ∈ Rd : 0 < |z| < 1},

and
ν(dz)

dz |Γ0
= κ(z) with κ satisfying (Hα

1 ).

Let N(dt, dz) be the Poisson random measure associated with L0
t , i.e.,

N((0, t]× E) :=
∑
s6t

1E(L0
s − L0

s−), E ∈ B(Γ0).

Since ν(dz) is symmetric, by Lévy-Itô’s decomposition, we can write

L0
t =

∫ t

0

∫
Γ0

zÑ(ds,dz) =

∫ t

0

∫
Γ0

z(N(ds,dz)− dsν(dz)).
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By Proposition 2.11, for any Θ = (h,v) ∈ H∞− ×V∞−, we have Wt, L
0
t ∈W

1,∞−
Θ and

DΘWt =

∫ t

0

h(s)ds, DΘL
0
t =

∫ t

0

∫
Γ0

v(s, z)N(ds,dz). (3.1)

Let Xt = Xt(x) solve the following SDE:

dXt = b(Xt)dt+A1dWt +A2dL0
t , X0 = x.

Proposition 3.1. Assume that b ∈ C1 has bounded derivative. For fixed Θ = (h,v) ∈
H∞− ×V∞−, we have Xt ∈W1,∞−

Θ and

DΘXt =

∫ t

0

∇b(Xs)DΘXsds+A1

∫ t

0

h(s)ds+A2

∫ t

0

∫
Γ0

v(s, z)N(ds,dz). (3.2)

Proof. Consider the following Picard’s iteration: X0
t = x and for n ∈ N,

Xn
t = x+

∫ t

0

b(Xn−1
s )ds+A1Wt +A2L

0
t .

It is by now standard to prove that for any t > 0 and p > 1,

lim
n→∞

E|Xn
t −Xt|p = 0. (3.3)

Since Θ ∈ H∞− ×V∞−, by (3.1) and the induction, we have Xn
t ∈W

1,∞−
Θ and

DΘX
n
t =

∫ t

0

∇b(Xn−1
s )DΘX

n−1
t ds+A1

∫ t

0

h(s)ds+A2

∫ t

0

∫
Γ0

v(s, z)N(ds,dz).

By Gronwall’s inequality, it is easy to prove that for any T > 0 and p > 1,

sup
n∈N

sup
t∈[0,T ]

E|DΘX
n
t |p < +∞.

Let Yt solve the following SDE:

Yt =

∫ t

0

∇b(Xs)Ysds+A1

∫ t

0

h(s)ds+A2

∫ t

0

∫
Γ0

v(s, z)N(ds,dz).

By Fatou’s lemma and (3.3), we have

lim
n→∞

E|DΘX
n
t − Yt|p 6 ‖∇b‖p∞

∫ t

0

lim
n→∞

E|DΘX
n−1
s − Ys|pds,

which then gives
lim
n→∞

E|DΘX
n
t − Yt|p = 0.

Thus, by (3.3) we have Xt ∈W1,p
Θ and DΘXt = Yt. The proof is complete.

Let Jt := Jt(x) := ∇Xt(x) be the Jacobian matrix and Kt := Kt(x) := J−1
t (x). Then Jt

and Kt solve the following ODEs

Jt = I+

∫ t

0

∇b(Xs)Jsds, Kt = I−
∫ t

0

Ks∇b(Xs)ds, (3.4)

and it is easy to see that

sup
t∈[0,1]

sup
x∈Rd

|Jt(x)| 6 e‖∇b‖∞ , sup
t∈[0,1]

sup
x∈Rd

|Kt(x)| 6 e‖∇b‖∞ . (3.5)
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Regularity of density for degenerate SDEs with jumps

By (3.2) and the formula of constant variation, we have

DΘXt = Jt

∫ t

0

KsA1h(s)ds+ Jt

∫ t

0

∫
Γ0

KsA2v(s, z)N(ds,dz). (3.6)

Below, let ζ(z) be a nonnegative smooth function with

ζ(z) = |z|3, |z| 6 1/4, ζ(z) = 0, |z| > 1/2. (3.7)

Let us choose
Θj(x) = (hj(x; ·),vj(x; ·))

with
hj(x; s) = (Ks(x)A1)∗·j , vj(x; s, z) = (Ks(x)A2)∗·jζ(z).

Lemma 3.2. Under (Hα
1 ), for each j = 1, · · · , d and x ∈ Rd, we have Θj(x) ∈ H∞−×V∞−

and

divΘj(x) = −
∑
l

∫ 1

0

(Ks(x)A1)ljdW
l
s +

∑
l

∫ 1

0

∫
Γ0

(Ks(x)A2)ljηl(z)Ñ(dz,ds), (3.8)

where ηl(z) := ∂lζ(z) + ζ(z)∂l log κ(z). In particular, for any p > 2,

sup
x∈Rd

E|divΘj(x)|p < +∞. (3.9)

Proof. Since d(z,Γc0) > |z| ∧ (1− |z|), by (3.5) and (3.7), it is easy to check that Θj(x) ∈
H∞− ×V∞−. Moreover, by definition (2.15) we immediately have (3.8). As for (3.9), it
follows by (2.16).

Write
Θ := (Θ1, · · · ,Θd), (DΘXt)ij := DΘjX

i
t

and

Σt(x) :=

∫ t

0

Ks(x)A1A
∗
1K
∗
s (x)ds+

∫ t

0

∫
Γ0

Ks(x)A2A
∗
2K
∗
s (x)ζ(z)N(ds,dz), (3.10)

then by (3.6),

DΘXt(x) = Jt(x)Σt(x). (3.11)

The matrix Σt(x) is called the reduced Malliavin matrix (cf. [4, p. 89, (7-20)] and [21,
(2.12)]).

Lemma 3.3. Assume that b ∈ C∞ has bounded derivatives of all orders. For any
k, n ∈ N ∪ {0} with k + n > 1, j1, · · · , jn ∈ {1, · · · , d} and p > 2, we have

sup
t∈[0,1]

sup
x∈Rd

E|DΘj1
· · ·DΘjn

∇kXt(x)|p <∞, (3.12)

sup
t∈[0,1]

sup
x∈Rd

E|DΘj1
· · ·DΘjn

Jt(x)|p <∞, (3.13)

sup
t∈[0,1]

sup
x∈Rd

E|DΘj1
· · ·DΘjn

Kt(x)|p <∞, (3.14)

sup
t∈[0,1]

sup
x∈Rd

E|DΘj1
· · ·DΘjn

Σt(x)|p <∞. (3.15)

Moreover, under (Hα
m) with m > 2, for any n 6 m− 1, we also have

sup
t∈[0,1]

sup
x∈Rd

E|DΘj1
· · ·DΘjn

divΘi(x)|p <∞. (3.16)
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Regularity of density for degenerate SDEs with jumps

Proof. First of all, by equation (3.4) and induction, it is easy to prove that for any k ∈ N,

sup
t∈[0,1]

sup
x∈Rd

sup
ω
|∇kXt(x, ω)| < +∞. (3.17)

By (3.10), (3.5) and inequality (2.10), we have for any p > 1,

sup
t∈[0,1]

sup
x∈Rd

E|Σt(x)|p <∞,

which together with (3.11) and (3.5) yields (3.12) with n = 1 and k = 0. By induction, the
higher order derivatives for (3.12)-(3.15) follow by (3.2), (3.10), Proposition 2.11 and
(2.10).

We now look at (3.16). By (3.8) and Proposition 2.11, we have

DΘjdivΘi = −
∑
l

∫ 1

0

(DΘjKsA1)lidW
l
s −

∑
l

∫ 1

0

(KsA1)li(KsA1)ljds

+
∑
l,l′

∫ 1

0

∫
Γ0

(KsA2)li(KsA2)l′j∂l′ηl(z)ζ(z)N(dz,ds)

+
∑
l

∫ 1

0

∫
Γ0

(DΘjKsA2)liηl(z)Ñ(dz,ds).

Recalling ηl(z) := ∂lζ(z) + ζ(z)∂l log κ(z) and ζ(z) given by (3.7), by (Hα
m) we have

|ηl(z)| 6 C|z|2, |∂l′ηl(z)ζ(z)| 6 C|z|4, z ∈ Γ0.

By (2.10) and (3.14), we obtain (3.16) for n = 1. The higher order derivative estimates
follow by induction.

4 Proof of Theorem 1.1

4.1 Invertibility of Σt

We need the following easy fact (c.f. [22, Lemma 2.1]). For the readers’ convenience,
a short proof is provided here.

Lemma 4.1. Set ∆L0
s := L0

s − L0
s− and define

Ω0 :=
{
ω : {s : |∆L0

s(ω)| 6= 0} is dense in [0,∞)
}
.

Under (Hα
1 ), we have P(Ω0) = 1.

Proof. Define a stopping time τ := inf{t > 0 : |L0
t | = 0}. As in the proof of [22, Lemma

2.1], it suffices to prove that
P(τ = 0) = 1.

For any ε ∈ (0, 1), we have

ε2 > E
(
|∆L0

τ |21|∆L0
τ |6ε

)
= E

 ∑
0<s6τ

|∆L0
s|21|∆L0

s|6ε

 = E

(∫ τ

0

∫
|z|6ε

|z|2N(ds,dz)

)

= E

(∫ τ

0

∫
|z|6ε

|z|2ν(dz)ds

)
=

∫
|z|6ε

|z|2κ(z)dzEτ,

which, together with (Hα
κ) and letting ε→ 0, implies that

Eτ = 0⇒ P(τ = 0) = 1.

The proof is complete.
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Regularity of density for degenerate SDEs with jumps

Let V : Rd → Rd ×Rd be a matrix-valued C2
b -function. Below we set

MV
t :=

d∑
l=1

∫ t

0

Ks∂lV (Xs−)dW l
s, GVt :=

∫ t

0

∫
Γ0

Ks(A2z · ∇)V (Xs−)Ñ(ds,dz),

and

HV
t :=

∑
0<s6t

Ks

(
V (Xs)− V (Xs−)− (∆Xs · ∇)V (Xs−)

)
.

We have

Lemma 4.2. There exists a subsequence nm →∞ such that P(ΩV1 ) = 1, where

ΩV1 :=

{
ω : HV

t = lim
nm→∞

∑
0<s6t

Ks

(
V (Xs)− V (Xs−)− (∆Xs · ∇V )(Xs−)

)
1|∆L0

s|> 1
nm

and GVt = lim
nm→∞

∑
s∈(0,t]

Ks(A2∆L0
s · ∇)V (Xs−)1|∆L0

s|> 1
nm

uniformly in t ∈ [0, 1]

}
.

Proof. By ν(dz) = ν(−dz) and Doob’s maximal inequality, we have

E

 sup
t∈[0,1]

∣∣∣∣∣∣GVt −
∑
s∈(0,t]

Ks(A2∆L0
s · ∇)V (Xs−)1|∆L0

s|> 1
n

∣∣∣∣∣∣
2


= E

 sup
t∈[0,1]

∣∣∣∣∣
∫ t

0

∫
|z|6 1

n

Ks(A2z · ∇)V (Xs−)Ñ(ds,dz)

∣∣∣∣∣
2


6 4E

∣∣∣∣∣
∫ 1

0

∫
|z|6 1

n

Ks(A2z · ∇)V (Xs−)Ñ(ds,dz)

∣∣∣∣∣
2

6 4E

(∫ 1

0

∫
|z|6 1

n

|Ks(A2z · ∇)V (Xs−)|2ν(dz)ds

)

6 C

∫
|z|6 1

n

|z|2ν(dz)→ 0, n→∞.

Similarly, we also have

E

 sup
t∈[0,1]

∣∣∣∣∣∣
∑

0<s6t

Ks

(
V (Xs)− V (Xs−)− (∆Xs · ∇)V (Xs−)

)
1|∆L0

s|6 1
n

∣∣∣∣∣∣


= E

(
sup
t∈[0,1]

∣∣∣∣∣
∫ t

0

∫
|z|6 1

n

Ks

(
V (Xs− + z)− V (Xs−)− (A2z · ∇V )(Xs−)

)
N(ds,dz)

∣∣∣∣∣
)

6 E

(∫ 1

0

∫
|z|6 1

n

|Ks(V (Xs− + z)− V (Xs−)− (A2z · ∇)V (Xs−))|ν(dz)ds

)

6 C

∫
|z|6 1

n

|z|2ν(dz)→ 0, n→∞.

The proof is complete.

By [17, p.64, Theorem 21 and p.68, Theorem 23], we have
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Regularity of density for degenerate SDEs with jumps

Lemma 4.3. For n ∈ N, let tk := k/n. There exists a subsequence nm →∞ such that

P(ΩV2 ∩ ΩV3 ) = 1,

where

ΩV2 :=

{
ω : lim

nm→∞

nm−1∑
k=0

∑
l

Ktk∂lV (Xtk)(W l
tk+1∧t −W

l
tk∧t)=MV

t uniformly in t ∈ [0, 1]

}
,

ΩV3 :=

{
ω : ∀i, j, i′, j′ = 1, · · · , d, lim

nm→∞

nm−1∑
k=0

(MV
tk+1∧t −M

V
tk∧t)ij(M

V
tk+1∧t −M

V
tk∧t)i′j′

=
∑
k,l,k′

∫ t

0

(Ks)ik∂lVjk(Xs)(Ks)i′k′∂lVj′k′(Xs)ds uniformly in t ∈ [0, 1]

}
.

By Itô’s formula, we also have

Lemma 4.4. Let [b, V ] := b · ∇V −∇b · V + 1
2∇

2
A1A∗1

V and define

ΩV4 :=

{
ω : KtV (Xt) = V (x) +

∫ t

0

Ks[b, V ](Xs)ds+HV
t +MV

t +GVt ,∀t > 0

}
.

Then P(ΩV4 ) = 1.

Now we can prove the following key lemma.

Lemma 4.5. Fix x ∈ Rd. Let B0 := I and for n ∈ N,

Bn(x) := [b, Bn−1](x) := b(x) · ∇Bn−1(x)−∇b(x) ·Bn−1(x) + 1
2∇

2
A1A∗1

Bn−1(x).

Assume that for some n = n(x) ∈ N,

Rank[A1, B1(x)A1, · · · , Bn(x)A1, A2, B1(x)A2, · · · , Bn(x)A2] = d. (4.1)

Then under (Hα
1 ), for any t > 0, Σt(x) is almost surely invertible.

Proof. Set
Ω̃ := ∩∞n=1(ΩBn1 ∩ ΩBn2 ∩ ΩBn3 ∩ ΩBn4 ) ∩ Ω0.

Then by Lemmas 4.1-4.4, we have
P(Ω̃) = 1.

We want to prove that under (4.1), for each t > 0, the reduced Malliavin matrix Σt(x, ω)

is invertible for each ω ∈ Ω̃. Without loss of generality, we assume t = 1 and fix an ω ∈ Ω̃.
For simplicity of notation, we shall drop (x, ω) below. By (3.10), for a row vector u ∈ Rd
we have

uΣ1u
∗ =

∫ 1

0

|uKsA1|2ds+

∫ 1

0

∫
Γ0

|uKsA2|2ζ(z)N(ds,dz)

=

∫ 1

0

|uKsA1|2ds+
∑
s61

|uKsA2|2ζ(∆L0
s)1|∆L0

s|6=0.

Suppose that for some u ∈ Sd−1,
uΣ1u

∗ = 0.

Since s 7→ Ks is continuous and ω ∈ Ω0, we have

|uKsA1|2 = |uKsA2|2 = 0, ∀s ∈ [0, 1].
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Regularity of density for degenerate SDEs with jumps

Hence, by (3.4) we have

0 = uKtAi = uAi −
∫ t

0

uKs∇b(Xs)Aids,∀t ∈ [0, 1], i = 1, 2,

which implies that

uAi = 0, i = 1, 2,

and

uKt∇b(Xt)Ai = uKtB1(Xt)Ai = 0, t ∈ [0, 1], i = 1, 2.

Now we use induction to prove

uKtBn(Xt)Ai = 0, t ∈ [0, 1], i = 1, 2. (4.2)

Suppose that (4.2) holds for some n ∈ N. In view of ω ∈ ΩBn4 , we have for all t ∈ [0, 1],

uKtBn(Xt)Ai = uBn(x)Ai +

∫ t

0

uKsBn+1(Xs)Aids+ uHBn
t Ai + uMBn

t Ai + uGBnt Ai.

By the induction hypothesis and the definition of HBn
t , we further have

0 =

∫ t

0

uKsBn+1Ai(Xs)ds−
∑

0<s6t

uKs(∆Xs · ∇)Bn(Xs−)Ai + uMBn
t Ai + uGBnt Ai

=

∫ t

0

uKsBn+1Ai(Xs)ds+ uMBn
t Ai, ∀t ∈ [0, 1] (since ω ∈ ΩBn1 ), (4.3)

which together with ω ∈ ΩBn3 implies that

0 = lim
nm→∞

nm−1∑
k=0

〈uMBn
tk+1

Ai − uMBn
tk
Ai, uM

Bn
tk+1

Ai − uMBn
tk
Ai〉Rd

=
∑
l

∫ 1

0

|uKs∂lBn(Xs)Ai|2ds.

In particular,

uKs∂lBn(Xs)Ai = 0, ∀s ∈ [0, 1].

Since ω ∈ ΩBn2 , we also have

uMBn
t Ai = 0, ∀t ∈ [0, 1],

which together with (4.3) implies that

uKsBn+1Ai(Xs) = 0, ∀s ∈ [0, 1].

Thus, we obtain

uAi = uB1Ai = · · ·uBnAi = 0, i = 1, 2,

which is contradict with (4.1). The proof is complete.
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4.2 Proof of Theorem 1.1

Now we can finish the proof of Theorem 1.1 by the same argument as in [7]. We
divide the proof into two steps.

(1) Let GL(d) ' Rd ×Rd be the set of all d× d-matrix. Define

Mn :=
{

Σ ∈ GL(d) : |Σ| 6 n, det(Σ) > 1/n
}
.

Then Mn is a compact subset of GL(d). Let Φn ∈ C∞(Rd×Rd) be a smooth function with

Φn|Mn
= 1, Φn|Mc

n+1
= 0, 0 6 Φn 6 1.

Below we fix t > 0 and x ∈ Rd. For each n ∈ N, let us define a finite measure µn by

µn(A) := E
[
1A(Xt)Φn(Σt)

]
, A ∈ B(Rd).

For each ϕ ∈ C∞b (Rd), by the chain rule and (3.11), we have

DΘ(ϕ(Xt)) = ∇ϕ(Xt)DΘXt = ∇ϕ(Xt)JtΣt,

where ∇ = (∂1, · · · , ∂d). So,

∇ϕ(Xt) = DΘ(ϕ(Xt))Σ
−1
t Kt. (4.4)

Thus, by the integration by parts formula (2.24), we have for i = 1, · · · , d,∫
Rd
∂iϕ(y)µn(dy) = E[∂iϕ(Xt)Φn(Σt)]

=
∑
j

E
[
DΘj (ϕ(Xt))(Σ

−1
t Kt)ijΦn(Σt)

]
= E[ϕ(Xt)H

i
t ], (4.5)

where
Hi
t := −

∑
j

(
(Σ−1

t Kt)ijΦn(Σt)div(Θj) +DΘj ((Σ
−1
t Kt)ijΦn(Σt))

)
.

From this and using Lemma 3.3, by cumbersome calculations, we derive that∣∣∣∣∫
Rd
∂iϕ(y)µn(dy)

∣∣∣∣ 6 Cn‖ϕ‖∞, i = 1, · · · , d,

where Cn is independent of t, x. Hence, µn is absolutely continuous with respect to
the Lebesgue measure (cf. [14]), and by the Sobolev embedding theorem (cf. [1]), the
density pn(y) satisfies that for any q ∈ [1, d/(d− 1)),∫

Rd
pn(y)qdy 6 Cd,q,n,

where the constant Cd,q,n is independent of t, x. Therefore, for any Borel set F ⊂ Rd and
R > 0, we have

µn(F ) =

∫
F

pn(y)dy 6 m(F )R+

∫
F∩{pn>R}

pn(y)dy 6 m(F )R+
Cd,q,n
Rq−1

, (4.6)

where m is the Lebesgue measure and q > 1. In particular, for any Lebesgue zero
measure set A ⊂ Rd,

E
[
1A(Xt)Φn(Σt)

]
= 0.
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By Lemma 4.5 and the dominated convergence theorem, we obtain that for any Lebesgue
zero measure set A ⊂ Rd,

E[1A(Xt)] = 0,

which means that the law of Xt is absolutely continuous with respect to the Lebesgue
measure.

(2) Let χn ∈ C∞(Rd) be a smooth function with

χn|{|x|6n} = 1, χn|{|x|>n+1} = 0, 0 6 χn 6 1. (4.7)

Let f be a bounded nonnegative measurable function. By Lusin’s theorem, for any ε > 0,
there exist a set Fε ⊂ {x ∈ Rd : |x| < n + 1} and a nonnegative continuous function
g ∈ Cc(Rd) such that

fχn|F cε = g|F cε , ‖g‖∞ 6 ‖f‖∞, m(Fε) < ε.

Let µt,x;n be defined by

µt,x;n(A) := E
[
1A(Xt(x))Φn(Σt(x))

]
, A ∈ B(Rd).

By the dominated convergence theorem and (4.6), we have for any R > 0,

lim
x→x0

E
[
(fχn)(Xt(x))Φn(Σt(x))

]
6 lim
x→x0

E
[
g(Xt(x))Φn(Σt(x))

]
+ lim
x→x0

E
[
|fχn − g|(Xt(x))Φn(Σt(x))

]
6 E

[
g(Xt(x0))Φn(Σt(x0))

]
+ 2‖f‖∞ lim

x→x0

µt,x;n(Fε)

6 E
[
(fχn)(Xt(x0))Φn(Σt(x0))

]
+ E

[
(g − fχn)(Xt(x0))Φn(Σt(x0))

]
+ 2‖f‖∞

(
m(Fε)R+

Cd,q,n
Rq−1

)
6 Ef(Xt(x0)) + 4‖f‖∞

(
m(Fε)R+

Cd,q,n
Rq−1

)
.

First letting ε→ 0 and then R→∞, we obtain for n ∈ N,

lim
x→x0

E
[
(fχn)(Xt(x))Φn(Σt(x))

]
6 Ef(Xt(x0)). (4.8)

On the other hand, by the definition (3.10) of Σt(x), it is easy to see that

x 7→ Xt(x), Σt(x) are continuous in probability.

Thus, by the dominated convergence theorem and (4.8), we have

lim
x→x0

Ef(Xt(x))

6 lim
x→x0

E
[
(fχn)(Xt(x))Φn(Σt(x))

]
+ ‖f‖∞ lim

x→x0

E
[
1− χn(Xt(x))Φn(Σt(x))

]
= lim
x→x0

E
[
(fχn)(Xt(x))Φn(Σt(x))

]
+ ‖f‖∞E

[
1− χn(Xt(x0))Φn(Σt(x0))

]
6 Ef(Xt(x0)) + ‖f‖∞P

(
{Σt(x0) /∈Mn} ∪ {|Xt(x0)| > n}

)
, (4.9)

which, by Lemma 4.5 and letting n→∞, implies

lim
x→x0

Ef(Xt(x)) 6 Ef(Xt(x0)).
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Applying the above limit to the nonnegative function ‖f‖∞ − f(x), we also have

lim
x→x0

E(‖f‖∞ − f(Xt(x))) 6 ‖f‖∞ − Ef(Xt(x0))⇒ lim
x→x0

Ef(Xt(x)) > Ef(Xt(x0)).

Thus, we obtain the desired continuity (1.6).

5 Proof of Theorem 1.3

5.1 Norris’ type estimate

We first recall the following Norris’ type estimate (cf. [23]).

Lemma 5.1. Let Yt = y +
∫ t

0
βsds be an Rd-valued process, where βt takes the following

form:

βt = β0 +

∫ t

0

γsds+

∫ t

0

QsdWs +

∫ t

0

∫
Γ0

gs(z)Ñ(ds,dz),

where γt : R+ → Rd, Qt : R+ → Rd × Rd and gt(z) : R+ × Rd → Rd are three left
continuous Ft-adapted processes. Suppose that for some R > 0,

|βt|, |Qt|, |γt| 6 R, |gt(z)| 6 R(1 ∧ |z|). (5.1)

Then there exists a constant C > 1 such that for any t ∈ (0, 1), δ ∈ (0, 1
3 ) and ε ∈ (0, t3),

P

{∫ t

0

|Ys|2ds < ε,

∫ t

0

|βs|2ds > 9R2εδ
}

6 4 exp

{
−ε

δ− 1
3

CR4

}
. (5.2)

The following lemma is simple.

Lemma 5.2. Assume that for some α ∈ (0, 2),

lim
ε→0

εα−2

∫
|z|6ε

|z|2ν(dz) =: c1 > 0. (5.3)

Then for any p > 2, there exist constants ε0, c2 > 0 such that for all ε ∈ (0, ε0),∫
|z|6ε

|z|pν(dz) > c2ε
p−α. (5.4)

Proof. For any δ ∈ (0, 1), by (5.3), there is an ε0 > 0 such that for all ε ∈ (0, ε0),

(1− δ)c1ε2−α 6
∫
|z|6ε

|z|2ν(dz) 6 (1 + δ)c1ε
2−α.

Hence,∫
|z|6ε

|z|pν(dz) =

∞∑
n=0

∫
2−(n+1)ε<|z|62−nε

|z|pν(dz)

>
∞∑
n=0

(2−(n+1)ε)p−2

∫
2−(n+1)ε<|z|62−nε

|z|2ν(dz)

>
∞∑
n=0

(2−(n+1)ε)p−2
(

(1− δ)c1(2−nε)2−α − (1 + δ)c1(2−(n+1)ε)2−α
)

= εp−αc12α−p
∞∑
n=0

2−n(p−α)
(
22−α(1− δ)− (1 + δ)

)
,

which gives (5.4) by letting δ small enough.
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We also need the following estimate.

Lemma 5.3. Let gt be a nonnegative, bounded and predictable processes. Under (Hα
1 ),

there exist constants λ0, c0 > 1 depending on the bound of gt such that for all ε ∈ (0, 1
λ0

),

P

{∫ t

0

∫
Γ0

gsζ(z)N(ds,dz) 6 ε;

∫ t

0

gsds > ε
α
6

}
6 exp

{
1− c0ε−

α
6

}
, (5.5)

where ζ(z) is defined by (3.7).

Proof. Define

βλt :=

∫
Γ0

(1− e−λgtζ(z))ν(dz)

and

Mλ
t := −λ

∫ t

0

∫
Γ0

gsζ(z)N(ds,dz) +

∫ t

0

βλs ds.

By Itô’s formula, we have

eM
λ
t = 1 +

∫ t

0

∫
Γ0

eM
λ
s−(e−λgsζ(z) − 1)Ñ(ds,dz).

Since 1− e−x 6 1 ∧ x for any x > 0, we have

Mλ
t 6

∫ t

0

βλs ds 6
∫ t

0

∫
Γ0

(1 ∧ (λgsζ(z)))ν(dz)ds.

Hence,

EeM
λ
t = 1. (5.6)

Since for any κ ∈ (0, 1) and x 6 − log κ, 1 − e−x > κx, letting κ = 1
e and by (5.4), there

exist λ0, c0 > 1 such that for all λ > λ0,

βλs >
∫
|z|6((‖g‖∞+1)λ)−1/3

(1− e−λgsζ(z))ν(dz)

>
λgs
e

∫
|z|6((‖g‖∞+1)λ)−1/3

|z|3ν(dz) > c0λ
α
3 gs.

Thus, {∫ t

0

∫
Γ0

gsζ(z)N(ds,dz) 6 ε;

∫ t

0

gsds > ε
α
6

}
=

{
eM

λ
t > e−λε+

∫ t
0
βλs ds;

∫ t

0

gsds > ε
α
6

}
⊂
{

eM
λ
t > e−λε+c0λ

α
3 ε

α
6
}
,

which, by Chebyschev’s inequality, (5.6) and letting λ = 1
ε , gives the desired estimate.

5.2 Proof of Theorem 1.3

Lemma 5.4. Under (1.7), there exist constants C1, C2 ∈ (0, 1) independent of the starting
point x and t0 ∈ (0, 1) such that for all t ∈ (0, t0) and ε ∈ (0, C1t

4),

sup
|u|=1

P

(∫ t

0

(|uKsA1|2 + |uKsA2|2)ds 6 ε

)
6 8 exp

{
−C2ε

− 1
12

}
. (5.7)
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Proof. Fix u ∈ Sd−1 and set for i = 1, 2 and j = 1, · · · , d,

Y it := uKtAi, βit := uKt∇b(Xt)Ai, Qijt :=
∑
k

uKt(A1)kj∂j∇b(Xt)Ai,

γit := uKt

[(
(b · ∇)∇b− (∇b)2 + 1

2∇
2
A1A∗1

∇b
)

(Xt)

+

∫
Γ0

(
∇b(Xt +A2z)−∇b(Xt)− 1|z|61(A2z · ∇)∇b(Xt)

)
ν(dz)

]
Ai,

git(z) := uKt(∇b(Xt− +A2z)−∇b(Xt−))Ai.

By equations (3.4) and Itô’s formula, one sees that

Y it = uAi +

∫ t

0

βisds,

and

βit = u∇b(x)Ai +

∫ t

0

γisds+
∑
j

∫ t

0

Qijs dW j
s +

∫ t

0

∫
Γ0

gis(y)Ñ(ds,dy).

By the assumptions, it is easy to see that for some R > 0,

|git(z)| 6 R(1 ∧ |z|), |βit |+ |γit |+ |Q
ij
t | 6 R.

Notice that{∫ t

0

(|Y 1
s |2 + |Y 2

s |2)ds 6 ε,

∫ t

0

(|β1
s |2 + |β2

s |2)ds > 18R2ε
1
4

}
⊂
{∫ t

0

|Y 1
s |2ds 6 ε,

∫ t

0

|β1
s |2 > 9R2ε

1
4

}
∪
{∫ t

0

|Y 2
s |2ds 6 ε,

∫ t

0

|β2
s |2 > 9R2ε

1
4

}
.

By Lemma 5.1, we have for some C2 ∈ (0, 1),

P

{∫ t

0

(|Y 1
s |2 + |Y 2

s |2)ds 6 ε,

∫ t

0

(|β1
s |2 + |β2

s |2)ds > 18R2ε
1
4

}
6 8 exp

{
−C2ε

− 1
12

}
. (5.8)

On the other hand, noticing that

|uKt| > 1−
∫ t

0

|uKs| · |∇b(Xs)|ds
(3.5)

> 1− t‖∇b‖∞e‖∇b‖∞t > 1
2 ,

provided t < 1 ∧ (2‖∇b‖∞e‖∇b‖∞)−1, we have

P

{∫ t

0

(|Y 1
s |2 + |Y 2

s |2)ds 6 ε,

∫ t

0

(|β1
s |2 + |β2

s |2)ds 6 18R2ε
1
4

}
6 P

{∫ t

0

(|Y 1
s |2 + |Y 2

s |2 + |β1
s |2 + |β2

s |2)ds 6 ε+ 18R2ε
1
4

}
(1.7)

6 P

{
c2

∫ t

0

|uKs|2ds 6 ε+ 18R2ε
1
4

}
6 P

{
c2t

4
6 (1 + 18R2)ε

1
4

}
, (5.9)

which equals zero provided ε < ( c2t
4(1+18R2) )4. If we choose

C1 :=

(
c2

4(1 + 18R2)

)4

, t0 := 1 ∧ (2‖∇b‖∞e‖∇b‖∞)−1,

then combining this with (5.8) and (5.9), we obtain (5.7).
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Regularity of density for degenerate SDEs with jumps

Lemma 5.5. Under (Hα
1 ) and (1.7), there exist constants C1, C2 ∈ (0, 1), C3 > 1 indepen-

dent of the starting point x and t0 ∈ (0, 1) such that for all t ∈ (0, t0) and ε ∈ (0, C1t
24/α),

sup
|u|=1

P(uΣtu
∗ 6 ε) 6 C3 exp

{
−C2ε

− α
72

}
, (5.10)

where Σt is defined by (3.10).

Proof. Noticing that

uΣtu
∗ :=

∫ t

0

|uKsA1|2ds+

∫ t

0

∫
Γ0

|uKsA2|2ζ(z)N(ds,dz),

we have

P(uΣtu
∗ 6 ε) 6 P

(
uΣtu

∗ 6 ε;

∫ t

0

(|uKsA1|2 + |uKsA2|2)ds > ε
α
6

)
+ P

(∫ t

0

(|uKsA1|2 + |uKsA2|2)ds 6 ε
α
6

)
6 P

(
uΣtu

∗ 6 ε;

∫ t

0

|uKsA1|2ds >
ε
α
6

2

)
+ P

(
uΣtu

∗ 6 ε;

∫ t

0

|uKsA2|2ds >
ε
α
6

2

)
+ P

(∫ t

0

(|uKsA1|2 + |uKsA2|2)ds 6 ε
α
6

)
,

which gives the desired estimate by Lemmas 5.3 and 5.4.

Now we are in a position to give:

Proof of Theorem 1.3. By Lemma 5.5 and a standard compactness argument (cf. [14,
p.133 Lemma 2.31] or [22]), for any p > 1, there exist constants Cp > 0 and γ(p) > 0

such that for all t ∈ (0, 1),

sup
x∈Rd

E(det Σt(x))−p 6 Cpt
−γ(p). (5.11)

Now, by the chain rule, we have

∇kE
(

(∇nf)(Xt(x))
)

=

k∑
j=1

E
(

(∇n+jf)(Xt(x))Gj(∇Xt(x), · · · ,∇kXt(x))
)
,

where {Gj , j = 1, · · · , k} are real polynomial functions. Using (4.4) and as in (4.5) (cf. [14,
p.100, Proposition 2.1.4]), by Lemma 3.3 and Hölder’s inequality, there exist p1, p2 > 1,
C > 0 independent of x such that for all t ∈ (0, 1),

|∇kE((∇nf)(Xt(x)))| 6 C‖f‖∞(E(det Σt(x))−p1)1/p2 6 Ct−γ(p1)/p2 .

The proof is complete.
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