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2 C. MUELLER AND R. TRIBE
1. INTRODUCTION

Our goal is to study the shape of the wavefront for the following
stochastic partial differential equation (SPDE)
1 .
(1.1) Ut = Uz + lu(1 —w)|V2W  for (x,t) € R x [0,00)
u(0,x) = ug(x).

Here we write u,ug, u,, for the partial derivatives of the function
u(t, x). We shall also write u(t) as shorthand for the function wu(t, x).
The noise W = W (t, z) is 2-parameter white noise. We interpret (1.1)
in terms of the integral equation

(1.2)

uta) = [ " gtz — yuoly)dy

' /0 /_Oo g(t = s, —y)lu(s,y)(L — uls, )" W (dyds)

where g(t,z) = (2rt)"Y/?exp(—2?/2t) is the fundamental solution of
the heat equation. See Walsh [Wal86] for basic theory of equations
driven by space-time white noise. For future use, let G; denote the
heat semigroup generated by g(t, x).

If the initial function wu(z) is continuous and satisfies ug(x) € [0, 1]
for all z € R, then it is possible to construct solutions u(t, z) for which
u(t,x) € [0,1] for all ¢,z (see section 2 in [Shi94]). Furthermore, the
solutions are jointly continuous in (¢,z). Throughout the paper we
shall consider only such solutions.

The equation (1.1) arises in population biology; see Shiga [Shi88|.
Roughly speaking, u(t,x) represents the proportion of the population
at position z and at time ¢ which has a certain trait. The term u,,
represents the random motion of individuals. The number of matings
at site x and at time ¢ between individuals with and without the trait
is proportional to |u(1 — u)|. The trait is neutral, so there is no drift
term in (1.1). The term |u(1 — u)|"/>W represents random fluctions in
the frequency of mating.

From our point of view, however, (1.1) is interesting because it may
be the simplest SPDE exhibiting a nontrivial interface. We define the
interface below, but first we give an intuitive description. One imagines
that there is a region in which everyone has the trait, and hence v = 1,
and a region in which no one has the trait, and hence u = 0. The region
in between is called the interface. We note that interface problems have
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a long history, for example in the Ising model and in growth models such
as first passage percolation. In the context of first passage percolation,
we refer the reader to Kesten [Kes93].

Let C be the space of continuous functions from R to [0, 1], with the
topology of uniform convergence on compacts. Let Q = C([0,00) — C)
be the space of continuous paths, let U; be the coordinate process on
Q, let F be the Kolmogorov o-field on €2, and let F; be the o-field on
Q) generated by {U; : s < t}.

In [Shi88], Shiga used duality to show that, for each f € C, a con-
tinuous C-valued solution to (1.1) satisfying uo = f is unique in law.
Let Py be the law on 2 induced by this solution. Then (Pf)fec forms
a strong Markov family. If u is a probability measure on C, we define
P, = chfﬂ(df)-

We now define the interface of a solution. For f € C, let

L(f)=inf{z e R : f(z) <1}

R(f) =sup{z € R : f(z) > 0}
be the left and right hand edges of the interface, respectively. Let C;
be the subset of functions f € C for which —oo < L(f) < R(f) < oc.
If ug € Cr, then u(t) € C; for all ¢ > 0. This is a variant of the compact
support property, applied both to the process u(t, z) and to the process
1—wu(t, —x). The compact support property follows from the same line

of argument that is used for the super-Brownian motion. We quote the
following lemma from section 3 of Tribe [Tri95].

Lemma 1.1. Let u be a solution to (1.1) such that R(ug) < 0. Then
for allt >0, b > 4t1/?
P(sup R(us) > b) < C(t~ V2 v t2)e /16t
s<t
Applying this lemma to the process 1 — u(t, —z), which is also a
solution to (1.1), gives a similar result for the left hand edge L(u(t)).
We now suppose that uy € C;. For a solution u(t,x) of (1.1), we
let u(t,z) = u(t,x + L(u(t))), which is the solution viewed from its
left hand edge. Note that L(u(t)) = 0. We also define the translated
coordinate process by
¢ 1—z)y A1 if L(U;) = —oo.
Note again that L(U;) = 0. We say that p, a probability measure on C;

for which p{f € Cr : L(f) = 0} = 1, is the law of a stationary interface
if, under P,, the law of U, is p for all ¢t > 0.
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Theorem 1. There exists a unique stationary interface law p on Cy.
Furthermore, for each f € Cr, we have that the measure Py(U; € -)
converges in total variation to pu ast — oo. In addition, the moment of
the width of the interface fc,(R(f) — L(f))Pu(df) is finite if 0 < p < 1,
and infinite if p > 1.

Note that without the noise term, the infinite speed of propagation
of the heat equation would result in L(u(t)) = —oo and R(u(t)) = oo
for all t > 0. Furthermore, the solution would spread out so that
u(t,x) — 1/2 as t — oo for each x.

We now compare this result with some other recent results about
stationary solutions for stochastic pde’s. Mueller and Sowers ([MS95])
study the equation

(1.3) Uy = Ugg + (1 — 1) + ey/u(l — u)W.

It is proved that for small ¢ in (1.3), the law of R(u(t)) — L(u(t))
tends toward a stationary distribution and that the interface travels
with linear speed. The tools used in [MS95] are very different, and
would apply to a class of equations with coefficients satisfying the same
general properties. However, the result relies on taking € small, so that
the equation closely follows the underlying deterministic KPP equation
over finite time intervals. Another stationary travelling wave was found
in [Tri96] for the equation

(1.4) U = Uy + u — U2+ VuW.

This result does not rely on small noise but, as in [MS95], relies on the
mass creation term \u — u? that drives the solution through space. We
believe that this driving force makes the finite width of the interface
more plausible. Thus, the existence of a stationary interface for (1.1),
where there is no such driving force, is more interesting. To obtain this
more delicate result, however, we rely heavily on the explicit moment
formulae given by duality. We do not yet have general techniques that
will establish the existence of an interface for a class of stochastic pde’s.
We note that the interface for (1.2) does not have a linear speed, and
indeed has been shown to move in an asymptotically Brownian way
(see [Tri95]).

While preparing this paper, we received a preprint from T. Cox and
R. Durrett which deals with a related problem in particle systems.
They consider the 1-dimensional unbiased voter model & (k), with long
range interactions which are symmetric with respect to reflections in
the k = 0 axis. The process begins with 1’s to the left of 0, and 0’s to
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the right. Using duality, they show that >, 1(&(é) = 0,&(i) = 1) is
not likely to be large. This leads to a proof that there is a stationary
interface solution in their discrete space situation. They give various
conjectures about moments for the length of the interface. The sto-
chastic pde (1.1) can be derived from the long range voter process (see
Mueller and Tribe [MT95]) and we believe that theorem 1 sheds light
on their conjectures about the length of the interface.

We now discuss the proof, which has two ingredients. Duality gives
explicit formulae for the moments, which are used in section 2 to prove
the following lemma. This lemma gives the stochastic compactness of
the width of the interface.

Lemma 1.2. Let u be any solution to (1.1) with deterministic initial
condition ug = f € C;. Then

E(|R(u(t)) — L(u(t))|?) < C(f,p) < oo forallt>0,pec|0,1).

This lemma is used to establish the existence of a stationary inter-
face. The second ingredient is the construction of certain coupled so-
lutions to (1.1). We say that two solutions u, v are completely coupled
at time ¢ if there exists y € R such that

u(t,x) =v(t,z+y) forall ze€R.

In section 3 we construct two coupled solutions with finite interfaces
at time zero. We show that these solutions have positive probability
of completely coupling. In section 4 we use this coupling to show the
uniqueness of the stationary interface, and then finish the proof of
theorem 1.

2. STOCHASTIC COMPACTNESS FOR THE WIDTH OF THE INTERFACE

In this section we prove Lemma 1.2. We will use C to denote a
quantity whose dependence will be indicated, but whose exact value is
unimportant and may vary from line to line.

There is a duality relation for (1.1), and it gives a formula for mo-
ments E(]]_, u(t,z;)) in terms of a system of annihilating Brown-
ian motions. This is used in Tribe [Tri95] Lemma 2.1 to obtain the
following estimates for a solution u satisfying w(0) = f € Cr: if
e > 0, there exists C(¢) so that whenever |z; — z4| V |22 — 23] < 1
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and d := min{zy, 24} — max{z9, 23} > 0, then for all t > 0

E(/Ru(t, 21+ 2)u(t,za+ ) (1 —u(t, 23+ 2))(1 — ult, 24 + x))dx)
(21) < C(e)d (1 + R(f) = L(f))
and for all z € R
(2.2)
E (/Ru(t,x)(l —u(t,z + z))dx) <14 (2VO0)+ R(f)— L(f).
Define
2+(1/2)
u(t,x) = u(t, z)dz
en= [ )

1,(t) = /R /R it 2)(1 — alt, )|z — yPPalt, ) (1 — at, y))dedy.

The smoothed density @ is used to ensure that an interface, where the
solution changes from 1 to 0 or from 0 to 1, will give a contribution
to the integral I,(t) no matter how quick the change is. From the
estimates in (2.1) and (2.2) above we shall argue that if p € [0,1) then

(2.3) E(I,(t)) < C(f,p) < ooforallt > 0.
Indeed,

E(I,(1))

_9E (/R /{M} i, 2)(1 — alt, ) |2Pii(t, 7+ 2)(1 — (t, @ + 2))dz d:c)

1/2 1/2 1/2 1/2
=2F ( / dx / dz / dys / dys / dyy / dyy
R {2>0} ~1/2 ~1/2 ~1/2 ~1/2
u(t,yo + ) (1 — u(t,ys + z))|z[Pu(t, 1 + 2z + ) (1 — u(t, ys + z)))

Now one applies the bound in (2.1) over the region {z > 1}, with the
choice zy = Y9, 23 = y3,21 = y1 + ¢, 24 = y4 + . Then one applies the
bound in (2.2) over the region {0 < z < 1} (throwing away the terms
in z; and z4 in this second case). A little algebra then results in (2.3).

We now need to use this information about the amount of mass in
the interface to control its width.
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Lemma 2.1. Let u be a solution of (1.1). There exists a constant C
so that for all o,y with v > a + 4 we have

P(R(u(2)) > 7) < CE ( /a

o0

u(0, x)dx) + Cexp(—(y — a)?/64).

Proof. The basic method is to obtain a lower bound for the Laplace
transform E(exp(—A f u(2,z)dx)). As A — oo, the transform con-
verges to P([” u(2,2)dr = 0) = P(R(U(Q)) < 7). This mimics the
approach used in Dawson, Iscoe and Perkins [DIP89] to study super-
Brownian motion.

Fix a+4<3+1<+. For A >0, let (¢*(t,z) : 2 € R,t € [0,2]) be
the unique bounded non-negative solution to

A 1 A 1 A
¢(2,2) = M(z = 7)+ A1)

Then, arguing as in [DIP89] Lemma 3.2, we find that the functions ¢*
converge monotonically to a limit function ¢ as A — oo. Moreover, the
function ¢ takes values in [0, 00| and one has the two bounds

(2.4) P(s,2) < C(2—5)"" forzeR,s€c]0,2),
P(s,x) < Cexp(—(y —x)*/4) forz<y—1,5€][1,2].
Let 75 = inf{t > 1 :sup,-4 |u(t,x)| > 1/2}. Then
(2.5) (1/2)(1 —u(s,z)) > 1/4 forx > [ and s € [1, 73).
From Ito’s formula, the drift part of X, := exp(— [~ u(s, z)¢*(s, z)dx)

18

X, [ uls,x) (—6Xs,2) — 20X,(5,2) + 21— uls, 2)) (¢(s,2))* ) da
Rl o)+

X, [~ uts.o) (%(1 — u(s, 7)) i) (6(5,2))d

o0

v
—_

_Z/ (¢*(s,2))?dx  for s € [1,75 A 2) using (2.5)

—Clexp(—(y = B)*/4)

where in the last inequality we used (2.4) and the well known inequality

/ exp(—2%/2)dz < exp(—R?/2) for R > 1.
R
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We now take expectations of X; and let A\ — oc.

P (qu(Q,x)d:c _ 0) 4 P(rs < 2)

> p (Tﬁ > 9, /:o w(2, 2)dz = 0)
LB (1(75@ exp (— /_ Z w(rp, ) (75, x)dx))
> E (exp (— /_Z w(2 A ) B2 A Tﬁ,x)dx»
_ B (exp( /_Oo u(1, 2)6(1, x)dx))
w8 ([ [t (30 - uto,0) ~ 1) (005,00 s

21—E([W<meme) Cexp(—(y — B)2/4)
=1-F (/_oo u(0, x)G1¢(1,x)dx> — Cexp(—(y — B)*/4)

o0

> 1-cp ([ uo.0a)

— Cexp(—(y — a)*/4) — C'exp(—(y — §)*/4)

where in the last step we use the bounds on ¢(1) from (2.4). Rearrang-
ing and choosing 3 = (3/4)y + (1/4)« gives

o0

1)3( 2:cd:c>0>
<

P(r5 < 2) +CE ( /a u(0, x)d:c) + Cexp(—(y — a)?/64).

We now estimate P(7g < 2). Bounds on the deviation arising from the
noise show that the solution u(t, z) lies close to Gyu(0, z) for z > 3,t <
2, provided that f u(0, z)dzx is small. Indeed, Lemma 3.1 from Tribe
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[Tri95] implies that

1
P (sup sup |u(t, x) — Gyu(0, )| > §>

t<2 2>

<CE ( /_ " u(0,2) G 5 (x)dx) |

o0

Note that

3

Gu(0,2) < Gel(—s,0) () + (27rt)_1/2/ u(0,z)dx <

«

provided t € [1,2],2 > a+ 3 and [ u(0, z)dz <
P(Tg < 2)

1
<P (sup sup |u(t, x) — Gyu(0, )| > §>

t<2 2>8

—l—P(/:ou(O,x)dxz i)

<CE ( /a (0, x)d:c) +CE ( /_ " u(0,2)Cal (g (x)dx)

o0

<CFE (/ u(0, x)dx) + C/ G213 00)(T)dx

—00

<CFE (/:0 u(0, x)dx) + Cexp(—(8 — a)?/4)

where the last inequality comes from estimating the double integral.
Combined with (2.6) this completes the proof. O

We now complete the proof of lemma 1.2. Define approximate right
and left hand edges of the interface by

L(t) = inf{z : a(t,z) = 1/2} R(t) = sup{z : a(t,z) = 1/2}.

The smoothed solution @ satisfies |G, (¢, )| < 1, which implies that

L(t) 1
/_ a(t,x)(1 —a(t,x))de > T

o0
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Therefore, for z > 0,

/ﬂ Tty (- alty))dy

(t)+=z

L(t) 0o
< 16/_ &(t,x)(l—ﬁ(t,x))dm/ﬂ (t,y)(1 — (t, y))dy

< 1627PL,(t).
By symmetry fg&) a(t,z)(1 — a(t,z))dz >
then R(t) < L(t) + 2, implying a(t, y) <
set {162771,(t) < 15} we have

/ u(t, y)dy
L(t)+2z+1

< / i(t,y)dy
L

(t)+=z

5. So if 1627PL,(t) < 15

for y > L(t) + 2. So on the

< 9 / :+Za<t,y><1 alt,y)dy

(2.7) < 32277 (1).

Let Qg be the set {1627P1,(t) > 5 }. Note that P(Qg) < Cz PE(I,(t))
by Chebychev’s inequality. For z > 4 we have

P(R(u(t +2)) > L(t) + 22 + 1)
< P(Q) + P(R(u(t +2)) > L(t) + 22 + 1; %)
< P(Q)+CE (/ u(t,y)dy; QS) + Ce /64
L(t)+2z+1
(using lemma 2.1 and the Markov property)
< CzPE(IL,(t)) + Ce /% (using 2.7).

A similar bound holds for P(L(u(t +2)) < R(t) — 2z — 1) and thence
for P(R(u(t +2)) — L(u(t +2)) > 4z +2). So, for 0 < ¢ <p <1,

E(|R(u(t +2)) = L(u(t + 2))[7)

<C(q)+C(q) /100 227 P(R(u(t +2)) — L(u(t +2)) > 4z + 2)dz

IN

@+Cl) [ (B0 + e /) ds

C
Clq,p)(1 + E(I(t)))
C(f,q,p)

IA A
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To bound the expectation for ¢t € [0,2] one may use the finite speed
of motion of L(u(t)) and R(u(t)) in Lemma 1.1. Indeed the super
exponential decay of the tail probability of R(u(t)) implies that bothe
the expectations E(sup;<, |R(u(t)) — R(f)|?) and E(sup;<, |L(u(t)) —
L(f)|?) are finite for any positive q. This completes the proof. O

3. THE COUPLING METHOD

In this section we describe our coupling method. It is based on
similar ideas in [Mue93] and [MS95]. In this section we prove the
following result:

Lemma 3.1. For K > 0 there exists po(K) > 0 so that for any (pos-
sibly random) initial conditions ug, vy whose interfaces have length at
most K, there exist solutions u,v to (1.1) with initial conditions ug, vy
satisfying

P(u and v completely couple at some time t < 1) > po(K).

Proof. We shall include in the proof several lemmas whose proof we
delay until after we complete the main argument.

We may assume, by applying a possibly random translation at time
zero, that the interface of u is contained in [0, K] and the interface of vy
is contained in [—K,0]. Thus vg(z) < ug(z). We shall take a coupling
of solutions u, v so that the difference D(t, z) = v(¢, x) —u(t, ) remains
non-negative and of compact support for all time, and which will be an
approximate solution to (1.1). We shall then compare the total mass
[ D(t, z)dx with a one dimensional diffusion to show that D may die
out by time one.

Take two independent white noises Wy, Wy. Let g(z) = |2(1 — 2)|'/2.
We take solutions u, v satisfying for t > 0 and z € R

1 .
(3.1) Ut = Vs + g(v)W,
1 .
Ut = 5o + g(u)W,
where the white noises W,,, W, satisfy

(3.2) W, =W
Wu = (1—f2)%W1+fW2

f = flu,v;t, x) :min{&’l}.
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Lemma 3.2. On a probability space (Q°, (F?), P), there exists a solu-
tion (u,v) to (3.1) and (3.2) such that with probability 1,

0 <o(t,x) <ult,x)
for allt >0 and x € R.

Next, a short calculation shows that D satisfies

1 .

where W is another white noise and

huyv) = h(u, 5 t,) = (<g<u> g(w)) 42

We claim that
(3.4) g(D) < h(u,v) < 29(D).

g(u)g(v) f2 )
1+(1-f2)z/)

The lower bound in (3.4) is immediate if g?(D) < g(u)g(v), since in
that case

blao) = (o) = g0+ 20 5 Pl ) 2 0l

However, if g%(D) > g(u)g(v), then we have

1
2

o+ 29(0)9(0) )

N[

= (o

(g )
(ul—u + v 1—v)>
(

D(1 )+ 2u(l — v)) > g(D).

N

N

Using the bound |g(u) —g(v)| < g(D), the upper bound can be checked
in a similar manner.

To complete the proof we need to show that the process D has some
chance of dying out by time one. Since D remains non-negative, this
is equivalent to the integral [ D(t,z)dz reaching zero. Note that this
integral is a non-negative martingale and hence converges. We have
been unable to exploit this fact to give a quick proof, however. If D
were an exact solution to (1.1) then one could give a relatively short
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proof (see [Tri95]). However, for our equation we seem to need a longer
argument, which is the content of the rest of this section.

Since we need only show a positive chance of dying out, we consider
an absolutely continuous change of measure under which D has a large
negative drift. For ¢ > 0, define on F? a new measure P, by
(3.5)

% - P ( B C/Ol /_Z D(s,x)(1 — D(s,z))h ™" (u, v; 5, )W (dz, ds)

_gliKZD@@u—D@@»%Q@m&@m¢)

Lemma 3.3. The exponential in (3.5) has mean one under P, so that
P is a true probability for any ¢ > 0. Moreover, under P, the process
D satisfies

(3.6) D, = %Dm —¢D(1 — D) + h(u, v)W¢

with respect to some new white noise W¢.

We shall show shortly (in Lemma 3.4) that for suitable A and for all
large enough ¢, we have D(A/2,z) < 1/2 for all z with high probability.
Keeping this in mind, we shall now give the main argument showing
that D may die out. Define

M(t) = / D(t,z)dz
and stopping times
o=inf{t > 0: M(t) = 0}
T =1inf{t > A/2: D(t,z) > 3/4 for some x}.

Note that v and v are completely coupled at time o. The process
M (t) under Py is a supermartingale. On [A/2, 7], it has drift less than
—<M(t) and square variation satisfying

dMMOg[%D@@O—D@@MMt

1 [ 1

If 7 > A, then for large ¢ the process M should be likely to die out be-
fore time A. Indeed, Ito’s formula shows that, provided 2¢ exp(—CA/4) <
1, the process X, = exp(—M(s)(e ¢*/* — e~¢A/4)~1) has non-negative
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drift on [A/2,7AA). Note that on the set {o > A, 7 > A} the process
X; converges to zero as t T 7 A A. On the complement we bound X by
one. So taking expectations of X; A and letting ¢ 1T 7 we have that

Po <ALT)+ FP(r <A)
> Ec(exp(=M(m A A)(e <M — =8/ 7)
> Ec(exp(—M(A/2)(e 4% —em¢B/1)7))
> F(exp(—M(0) (e <4/ — 6/ 1))
> exp(—2K (£S48 — CA/)1)
where in the penultimate inequality we used the fact that exp(—aM (s))

is a submartingale for a > 0. Rearranging terms, we have for ¢ > 0
that there exists (o(A, K, ¢) so that for ¢ > (o

(3.7) Po <A)>1—ec—FP(1 <A).

To finish the proof, we must now show that P;(7 < A) is small. To
control 7, we shall compare the solution D with a process D which
evolves deterministically according to the equation

(3.8) D= %Dm _¢D(1- D).

Over short time periods, D and D have high probability of remaining
close. However, the process D has been well studied and is known
to have wavefronts that will travel at least at speed (2¢)'/2. From an
initial condition supported inside [~ K, K], the process D would satisfy
D(t,x) < 1/2 before time K¢~'/2. Using this idea, we will be able to
show the following key lemma.

Lemma 3.4. Given € > 0, there exists (1(K,e) and A(K,e) € (0,1]
so that for all ¢ > (i satisfying K¢C™Y? < A,

P:(D(t,x) < 3/4d forallx € R and t € [K(Y2 A]) >1—¢
Finally, we need to control the support of D.
Lemma 3.5. Define
Q(Ky) = {D is supported inside [— K1, K] for all time t < 1}.
Given € > 0, we may pick K1(K,¢) so that for all { we have
P(UKy)) > 1 —e.
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Now we can finish the proof of Lemma 3.1. Given K and taking
e = 1/4, we pick Ki(K,1) as in Lemma 3.5, and then choose A =
A(K, 1) as in Lemma 3.4. Fix ( > (o(A, K, ) V (i(K, §) satisfying
K(¢™Y2 < A/2. Then from (3.7) and Lemmas 3.4 and 3.5, we have
1
Pr(o < A Q(KL)) > 1

Note that ¢, A and K; depend only on K. Finally we use the change
of measure as follows.

Pe(o < A;Q(KL)) = E(Lo<aoi) (AP /dP))
(3.9) < (Plo < &) (E((dP./dP)*; (K1)
Also, on the set 2(K;) we have that

1
2

/ D(s,2)(1 — D(s,2))h %(u,v; s, z)dr < 2K,

so that
(3.10)

E((dP;/dP)*; Q(K,))

_B {exp ( Py /O1 /_Z D(s,2)(1 — D(s,2))h=(u, v: 5, 2)W (dz, ds)
~¢ [ D001 = Do) s, s s 208

< E{exp ( Y. /1 /Oo D(s,2)(1 — D(s,2))h~(u, v: 5, 2)W (dz, ds)

g2 / / — D(s,2))2h2(u, v: s,x)dxds>;Q(K1)]
exp(2¢2K)
< exp(2¢°K1).

In the last inequality we used the fact that the exponential is a non-
negative local martingale and therefore has expectation bounded by
one. Substituting (3.10) in (3.9) shows that P(c < A) > 7= exp(—2¢?K).
This completes the proof of Lemma 3.1. O

In the rest of this section we complete the proofs of lemmas 3.2 - 3.5.
Proof of Lemma 3.2. One may use methods similar to those used in
Theorem 2.2 of Shiga [Shi94]. We summarize the argument used there.
The functions g and f are approximated by Lipschitz functions, the
Laplacian by a bounded operator, and the white noise by a smoothed
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white noise. The resulting equations have unique solutions for which
the functions u(¢, ) are semimartingales for each z, and one may use
Ito calculus to verify that the required inequalities are satisfied. The
approximations may be checked to be relatively compact, and any limit
point will be a solution which still satisfies the required inequalities.
O

Proof of Lemma 3.3. The martingale

Z - g/ /D(s,x)(l — D(s,2))h (u, v: 5, 2) W (dads)

has brackets process bounded (using h > (D(1 — D))'/?) by

<¢2/ /sz )(1 - D(s, ))dads
< / [R(u(s)) — L(u(s))] ds.

Then Lemma 1.1 shows that E(exp([Z]:)) < oo, and Novikov’s criterion
([RY91] VIII.1.15) implies that the exponential martingale exp(Z; —
:[Z]:) is a true martingale. Equation (3.6) then follows by applying
Girsanov’s theorem. See [Daw78]| for the use of Girsanov’s theorem for

stochastic PDE’s. O

Proof of Lemma 3.5. When ( = 0 we may deduce this lemma from
Lemma 1.1. In fact, Lemma 1.1 controls the left and right hand edges
of u and v and hence of their difference D. Note also that the estimate
does not depend on the exact shape of the initial condition. When
¢ > 0 we have to argue anew. The difference D(z) is zero for large z,
so we may define its right hand edge Rp. The estimate on the compact
support of Rp still holds exactly as stated in Lemma 1.1. To see this
one must work through the proof of Lemma 1.1, making only two small
changes. Firstly, the equation (3.6) for the evolution of D has a negative
drift term. This actually helps the proof of the compact support, in
that the proof involves a series of inequalities which remain true with
this extra negative term. The second change is that the coefficient
of the mnoise is not exactly |D(1 — D)|*/2. However, there is in fact
more noise, and again terms involving the noise may be replaced by
terms with the coefficient | D(1 — D)|*/? with no cost. The same bound
also holds for the left hand edge, and together these bounds imply the
lemma. O
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To complete the last proof in this section we need a large deviations
lemma. Let W be an adapted white noise on a filtered probability space
(E, &), and H(s,y) a predictable integrand with |H| < 1. Define

(3.11) N(t,x) = /Ot/g(t —r,x—y)H(r,y)W(dydr).

Lemma 3.6. For any p > 10 there exist constants Cy(p), Ca(p) so that
for any A > 1

P(IN(t,z) = N(s,9)] > Ci(p)A(|lz — y["** +[s — t[/)
for some |z —y| < 1, s,t €0, 1],|50)

< Co(pr2 /O 1 /R B(H(r, 2)|€)dz dr.

Proof of Lemma 3.6. Such estimates for white noise integrals have been
proved in several papers ([Sow92],[Mue91],[Tri95]). Alas, none of them
quite apply here. We sketch the argument and leave the calculations
to the reader. Arguing exactly as in Lemma 3.1 in [Tri95], one obtains
the following bounds. For 0 < s <t <1,

E(IN(t,z) — N(t,9)[*|&)
< C)z -y / (t— )2

/R(g(t -7 — Z) + g(t -y — Z))E(HQ(T, Z)|5())d2 dr
and

E(IN(t, ) = N(s,z)|*|&)
< Cp)lt — /P V2

(/ot(t - /Rg(t — 1,2 = 2)E(H*(r, 2)|&)dz dr
" /08(3 - /Rg@ — 1,3 — 2)E(H(r, 2)|&)dz dr> |
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These moments can be used in Chebychev’s inequality to estimate the
probability of the event

“UU U

n>1j=1 k=—o00

{HN(JQ_”? k27") — N((j — 1)27™,k27™)| > A27V10)

U{IN@G2™" (k+1)27") = N(j27" k27 > 22710,
Again arguing as in [Tri95], one finds that for p > 10

P(AIE) < C(p // (H2(r, 2)|0)d dr.

By dividing an increment into dyadic subincrements (as in the proof
of the modulus of continuity of Brownian paths), it can be shown that
on the set A(A) the desired Hélder continuity holds. O

Proof of Lemma 8.4. The solution D to equation (3.8) may be rescaled
to satisfy the usual Kolmogorov equation. Indeed, if z(t,x) = 1 —
D((t,¢?x), then 2z solves the equation

1
Zt = §AZ -+ 2(1 — Z).

We use one property of the solutions to this equation, whose proof fol-

lows from Proposition 3.4 in [Bra83], and the fact that from a decreas-

ing initial condition the solution remains decreasing. If 2(0,2) > 2

2
for x < 0, then there exists an absolute constant time 7' so that

2(T,x) >3 for all  <T. Undoing the scaling this says that

1
(3.12) If D(0,2) < 1 for x <0, then D(T¢™!, z) < i for x < T¢V/2,
Define
Sy =nT¢!
I, = [-K +nT¢ Y2 K —nT¢H
Jp=[-K — ’I’LT1/2<_1/3, K+ nTl/Qg“l/?’].

We shall show inductively that with high probability, the process D

at time s,, will take values less than % outside the interval I,,, whilst

being supported inside the interval J,. Note that the speed of the
deterministic equation (3.8) is such that the original interval I, =

[—K, K] would be reduced by time sgp-1,1/2 = K¢ Y2, First pick
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(2(K) > 1 large enough that for ¢ > (», we have J, C [—(, (] for all
n=0,1,..., KT71¢}/2. We assume inductively that D(s,,z) < 3 for
x & I, and that D(s,) is supported inside J,. Let D solve (3.8), start-
ing at time s, and with initial condition D(s,). Then using (3.12), w
have that D(s,11,2) < 1 for all z ¢ I,,.1. The difference D — D starts
identically zero at time Sn, and satisfies under P

(D~ D)= 3D~ D)u + (DL~ D) — D(1 — D)) + h(as )1V
Note that
|D(1-D)—-D(1—-D)|=|D-D|.|]1-D~-D|<|D-D|.

Define

S(t) = sup{|D(t,z) — D(t,z)| : z € R},

1(t, x) / / (t — s,z — y)h(u,v; s, y)W(dyds).
Then, using the integral form of the equation, we have for t > s,
D(t )

—C// (t —s,2 —y)(D(1 — D) — D(1 — D))(y, s)dyds + Ni(t, )

<</ 5)ds + | Ny (t, 7).

The same bound holds for (D(t,x) — D(t,z)). Taking suprema over x
and using Gronwall’s Lemma, we see that for t > s,

S(t) < eStsup{|Ni(s,z)|: s, < 5 <t,x € R}.

Now we apply Lemma 3.6. In the lemma we take H(s,y) = $h(s, +
s,y) <1and & = F? ,,. Note that

1 E(H?(r,2)|&)dz dr
I

1
g/ /EC(D(sn+r,z)|an)dzdr
o JR

1
g/ /GTD(sn,z)dzdr
0 Jr

<2¢
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since by assumption, D(s,,) is supported inside [—(, (]. Applying Lemma
3.6 with A = ¢/2% and p = 30, we may choose (5 > (s so that for ¢ > (s,

1
P (sup(1Mi(s,)] 2 € Ros € s} 2 7o) <

So on this set we have for x & I,,11
= 1
D(Sn+1,.’IJ) < D(Sn—i—l’x) + S(Sn—l—l) < 5

Finally, we may apply the estimate from Lemma 1.1 to control the left
and right hand edges of the support of D. It is explained in the proof
of Lemma 3.5 why this estimate still applies. Taking b = T/2¢~1/3
in Lemma 1.1, we see that D(s,1) fails to be supported in J,1; only
with probability C'(~!. This completes the inductive step.

We apply the above argument over the time steps so, s1, ... , Sgr-1¢1/2.
By conditioning inductively, we have for { > (3 that

3.13 P (sup DKV ) < L) > (1 — cekT e
‘ 2
> 1 O(K, T)C 2

Now set to = K (/2. To control D over an interval [ty A A, A], we
write

(3.14) D(t,z) = Gi_t,D(to, z) + Na(t, x)
where

No(t,z) = /tt/G(t — 5,2 — y)h(s,y)W(dyds).

Another application of Lemma 3.6 allows us to choose A(K,¢) so that
for all ¢,

1
(3.15) Py (sup{|N2(t,x)| cx € Ryt € [to, Al} > Z) <e/2.
On the set in (3.13), the deterministic part Gy, D(to, =) is bounded by
%. Thus from (3.13 - 3.15), if we choose ¢ > (3 satisfying C(K,T)(™! <
g/2 and K('/2 < A, then
3
P (D(t,x) < 1 forall z € R,t € [KC‘l/Q,AD >1—e¢,

which completes the proof. O
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4. THE STATIONARY DISTRIBUTION FOR THE INTERFACE

In this section, we give the proof of theorem 1. We first show the
uniqueness of the law of a stationary interface. This follows immedi-
ately from the next lemma.

Lemma 4.1. Given two probabilities p', u*> on Cy, there exist coupled
processes (uy,u?), for which u* has law P, fori=1,2, and such that,
with probability one, u' and u? are completely coupled for all large
times.

Proof. The basic idea is simple. Lemma 3.1 gives a coupling which
has a positive chance of successfully leading to a complete coupling by
time one. If it fails we can repeat the attempt. Lemma 1.2 shows that
the width of the interfaces will not grow and this leads to repeated
attempts at complete coupling with the same chance of success. We
now give the details.

It suffices to prove Lemma 4.1 in the case where i gives probability
1 to a single function f; € C; for ¢ = 1,2. The solutions will be
constructed by using the coordinate mappings ui = U}, ¢ = 1,2 on the
product space (2 x Q, F; X F;), under a suitable law P. We define the
law P inductively over the intervals [k, k + 1],k = 0,1,... Lemma 3.1
constructs a coupling of solutions whose initial conditions ug, vg have
interfaces of length at most K. This coupling has probability at least
po(K) of completely coupling by time 1. Let the law of this coupling
over the time interval [0, 1] be Q(K, ug, vo). Set K (k) to be the smallest
(random) integer greater than max{R(U}) — L(U}), R(U}) — L(U?)}.
Then the law of (U} :i=1,2, t € [k, k+ 1]) conditional on Fj, x Fy is
defined to be Q(K (k), U}, UZ). Define events

Ar(l) = {K(k) <1}
By, = {u' and u?® completely couple in the interval [k, k + 1]}.

Lemma 3.1 implies that P(Bg|Fy x Fi) > po(K (k)). Note that we may
take po(K) to be decreasing in K. To prove that complete coupling

occurs at a finite time with probability one, it is enough to show that
for any € > 0 there exists n so that

(4.1) P (ﬁ B,‘j) <e.

First use Lemma 1.2 and Chebychev’s inequality to pick [ = (e, f1, f2)
so that
P(AS(D) <e/2  forallk=0,1,...
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Now suppose that (4.1) fails for all n. Then, for all n,

P(Bniil [ Br)
k=0
> P | Bpii N ﬂ B,j)
k=0

> P ( Bun N A1) N () B,g)
k=0
=P | Bua| An() N[ B,j) P (An(l) N B,‘;’)
k=0 k=0

> po(l) (P(An(l)) + P(() Bf) - 1)

k=0

Therefore,

P (ﬂ Bz> = P(B;) H P(Bjul () BY)

Taking n large enough achieves a contradiction, which proves (4.1)
must hold for some n. Now we modify the construction so that after
the first time of complete coupling, we let v follow a translated copy of
u. This allows the complete coupling to occur for all large times. O

Now we establish the existence of a stationary interface. Fix f € Cj.
Let ji' be the law of the translated process U; under P;. The basic
idea is to find a limit point of {fi;} and to show that it must be the
law of a stationary interface. Our first goal, therefore, is to show that
{i"}1ep1,00) 1s a tight family of measures on C;. Fix € > 0. By Lemma
1.2, there exists [ = [(f, ) such that for all times ¢ > 0, we have

(4.2) PR, — L(Uy) > 1) < e.

By Lemma 1.1 and Chebychev’s inequality, there exists so(l,£) < 1 so
that for any ¢ > 0,

(4.3) Pi(L(Upssy) < L(U;) — 1 or R(Upysy) > R(Uy) +1) < €.
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Define
Ni(s, x) = (Upys(L(U) + z) — GU(L(Ut) + 2))
where Gy is the heat semigroup as defined on the first page of the paper.
By extending the probability space if necessary, we may construct a
white noise so that with respect to this white noise, U; is a solution to
(1.1) under P. Then, using the integral representation (1.2), we may

express Ni(s,z) in the form (3.11). We now apply Lemma 3.6 with
H(s,y) = |Utss(L(Ur) +y)(1 = Usys (L(Uy) +y))|'/2. Note that

/ / Ut+r Ut + Z)(l — UH_T(L(ULL) + Z))|Ft)d2’ dr

< /O /R min{ B(G.U(L(UY) + 2)| ),
E(l — GrUt(L(Ut) + Z)|Ft)}d2 dr
<l

on the set {R(U;) — L(U;) < l}. Then by Lemma 3.6, there exists
Mo(l,€) such that

4.4
( )Pf(|Nt(S(),.'I:)—Nt(S(),y)| < Cholz —y|Y* for all |z —y| < 1|F,)
>1—¢
on the set {R(U;) — L(U;) < 1}. Define
Sl)y={feC:0<L(f) <R(f) <l}
H\) ={feC:|f(z)— f(y)] <Nz —y|"® whenever |z —y| < 1}.

There exists a constant A\;(s) < oo such that G,(f) € H(\(s)) for all
f € C. By the Arzela-Ascoli theorem, S(I) N H(A) is a compact subset
of C. Combining (4.2), (4.3), and (4.4) we find that for any ¢t > 0,

Pp(Tspsy & S(20) N H(M(s0) + Ao(l,€))) < 3.

This proves the desired tightness.

To construct a stationary distribution, we shall need a Feller-like
property of the process U;,. Let ® be the set of bounded, continuous,
non-decreasing functions ¢ : R — [0, 00) such that ¢(z) = 0 for z < 0.

Lemma 4.2. For ¢ € ®,1,T > 0 the map

f = Exewp(~ [ Urla)o(a)da)
is continuous on S(I) = {f : 0 < L(f) < R(f) <}.
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Proof. Fix T,1 > 0,¢ € ® and f,g € S(I). Take a coupling of
four solutions u(f), (@ (A9 (V) Here, the superscript denotes
the initial value, and we require that «("9 < min(u®), u() and
max(u'), ul < ulfV9 for all time. We can construct such a coupling
for which all of the solutions are driven by the same white noise (see
[Shi94] section 2). In the following we use the simple inequality that
e ¥ —e ¥ <y—x whenever y > x.

E (eXp (— / a (T, x)p(x)dz)) — E(exp(— / a9(T, x)¢(x)dx>>
_ B (eXp (_ / uD(T, 2)p(z — L(u(f)(T)))d:c>>
B (eXp (_ / w9 (T, 2)é(x — L(u® (T)))d:c))
<E (eXp (_ / WN(T, 2)b(z — L(u(fvg)(T)))d:c>>
_EB (eXp (_ / WV (T, 2)é(w — Ll (T)))d:c))
< b (a0t - L))
B ( / W(T, 2)p(w — L(u(fvg)(T)))d:c>
< §(c0)E ( / WV(T, ) — P9 (T, x)d:c)
+8 ([ ol - L D) - oo — L)) )

= ¢(o0) /E(u(fvg)(T’ z)) — BT, z))dx
+ ¢(00) (B(L(u"Y(T)) — L(uN(T))).
The same bound holds when f and g are interchanged, so that

By (e (- [ Orpotein) ) = Byfexl- [ Onlootolda)

(4.5) < ¢(o0) / (Epvg(Ur(2)) = Efpg(Ur(2))) da
+0(00) (Epvg(L(Ur)) = Epng(L(Ur))) -

Suppose that f, g € S(I) now satisfy sup, |f(z)—g(x)| < . Using the
coupling construction of section 3, we may construct another coupling
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u, v of solutions to (1.1) so that v(0) = f A g, u(0) = fV g, and the
difference process D = u — v remains non-negative and satisfies (3.3).
The process M(t) = [ D(t, z)dz is a martingale, and until the stopping
time 7 = inf{t : sup, D(¢,z) > 3/4} it satisfies [M](t) > M (t). At
time zero, we have sup, D(t,z) < ¢ and M(0) < [§. Arguing as in
section 3, we may take § small enough to ensure that u(7T, z) = v(T, z)
for all x, with probability as close to one as desired. This, and the
control on the left and right hand edges of the interface given by Lemma
1.1, are enough to show that by taking ¢ small, the right hand side of
(4.5) can be made arbitrarily small. O

We now complete the proof of existence of a stationary interface. By
tightness, there exists a sequence t,, — oo and a probability measure v
on C such that p» — v weakly. We will now show that v is concentrated
on {f: L(f) = 0}, and is a stationary measure. Fix T > 0, and let v
be the law of Uy under P,. For ¢ € ®,

[ (= [ st@saraz ) g an
(4.6) _ /C B (eXp (— / UT(x)¢(x)dx>> it (df).
= [ (o0 (= [Or@starir) ) vian

= [[exo (= [ s@otaraz ) o7 an

To justify the above convergence, first approximate by reducing the
integral to the closed subset S(I). Then apply the weak convergence of
jit~, using Lemma 4.2 to see that the integrand is continuous.

By the coupling Lemma 4.1, there is a coupling of processes u,v
where v has law P; and v has law Pj,, and the processes completely
couple with probability 1. Therefore, the total variation distance be-
tween the law fi'» of u(t,) and T of ¥(t,) tends to 0 as n — oo.

The map f — exp(— [ f(z)¢(x)dz) is continuous on each S(1), so that

n—o0

an g feo (— / f<x>¢<x>dx) i ()

n—o0

= [exo (= [ s@otards ) viap),

= Jin [ ([ wpoteie) g an
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Combining (4.7) with (4.6) shows that

/exp( /f ) T(df) = /eXp( /f ) (df)-

Since this is true for all ¢ € ®, we have that vT = v. Since vy is
concentrated on {f : L(f) = 0}, so is v, and since v = v for all T > 0,
we have proved the required stationarity.

Applying Lemma 4.1 with p! a point mass at f € C; and p? the law
of the stationary interface, we see that the law P;(U; € -) converges in
total variation to that of the stationary interface.

Finally, we prove the finiteness of the moments stated in theorem 1.
The finite moments of the width follow immediately from Lemma 1.2
and Fatou’s lemma. For the blow up of the higher moments, we need
another moment result (see [Tri95] Lemma 2.1). If u is a solution to
(1.1) with deterministic initial condition f € Cy, then for any x > 0,

(4.8) E(/u(t,z—i—x)(l—u( ))dz>—>1 as  — 0o,

Let p be the law of the stationary interface. Note that U(t, z + 2)(1 —
U(t,z)) =0if z < L(Uy) or if z+ x > R(U;). So

/Ut(x +2)(1 — Ui(z))dz

< /1(2§L(Ut),w+ZZR(Ut))dZ
= (R(U) —x — L(Uy)) +
< (R(Ut) — L(U)) Y (rvy) - L) >2)-

Therefore

[ (B = DLyl

Cr

- / / (R(UL) — L(U)) L) n(omy ey APy ()

Z/CI/Q/RUt(:c—i—z)(l—Ut(z))dzdeu(df).

Letting ¢t — oo, and using Fatou’s lemma and (4.8), we see that for all
x>0,

/C_ (R(F) = LUF) Lansysprompldf) =
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This is only possible if [ (R(f) — L(f))u(df) = oo. This shows the
first and hence all higher moments are infinite, and completes the proof
of the theorem.

[Brag3|
[DawT78]

[DIP8Y]

[Kes93|
[MS95]

[MT95]

[Mue91]
[Mue93|
[RY91]

[Shig8)

[Shi94]
[Sow92]
[Tri95]
[Tri96]

[Walg6]

REFERENCES

M. Bramson. Convergence of solutions of the Kolmogorov equation to
traveling waves. Memoirs of the AMS, 285, 1983.

D.A. Dawson. Geostochastic calculus. Canadian J. Statistics, 6:143-168,
1978.

D.A. Dawson, I. Iscoe, and E.A. Perkins. Super-Brownian motion: path
properties and hitting probabilities. Prob. Th. Rel. Fields, 83:135-206,
1989.

H. Kesten. On the speed of convergence in first-passage percolation. Ann.
Appl. Prob., 3:296-338, 1993.

C. Mueller and R. Sowers. Random traveling waves for the KPP equation
with noise. J. Fun. Anal., 128:439-498, 1995.

C. Mueller and R. Tribe. Stochastic p.d.e.’s arising from the long range
contact and long range voter models. Prob. Th. Rel. Fields, 102:519-546,
1995.

C. Mueller. Long time existence for the heat equation with a noise term.
Prob. Th. Rel. Fields, 90:505-518, 1991.

C. Mueller. Coupling and invariant measures for the heat equation with
noise. Ann. Prob., 21(4):2189-2199, 1993.

D. Revuz and M. Yor. Continuous Martingales and Brownian Motion.
Springer-Verlag, Berlin, Heidelberg, New York, 1991.

T. Shiga. Stepping stone models in population genetics and population
dynamics. In S. Albeverio et al., editor, Stochastic Processes in Physics
and Engineering, pages 345-355. D. Reidel, 1988.

T. Shiga. Two contrasting properties of solutions for one-dimensional sto-
chastic partial differential equations. Can. J. Math, 46(2):415-437, 1994.
R. Sowers. Large deviations for a reaction-diffusion equation with non-
Gaussian perturbations. Ann. Prob., 20:504-537, 1992.

R. Tribe. Large time behavior of interface solutions to the heat equation
with Fisher-Wright noise. Prob. Th. Rel. Fields, 102:289-311, 1995.

R. Tribe. A traveling wave solution to the Kolmogorov equation with noise.
Stochastics, 56:317-340, 1996.

J. B. Walsh. An introduction to stochastic partial differential equations. In
P. L. Hennequin, editor, Ecole d’Ete de Probabilites de Saint Flour XIV-
1984, Lecture Notes in Math. 1180, Springer-Verlag, Berlin, Heidelberg,
New York, 1986.



