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#### Abstract

In this paper we study asymptotic behavior of some moment spaces. We consider two different settings. In the first one, we work with ordinary multi-dimensional moments on the standard $m$-simplex. In the second one, we deal with the trigonometric moments on the unit circle of the complex plane. We state large and moderate deviation principles for uniformly distributed moments. In both cases the rate function of the large deviation principle is related to the reversed Kullback information with respect to the uniform measure on the integration space.


## 1. Introduction

In this paper we present asymptotic behavior analysis of some moment spaces. We consider multi-dimensional power moments on the $m$-dimensional standard simplex and trigonometric moments on the complex unit circle. To begin with, let us introduce a general setting.

Let $\mathcal{L}$ be an infinite set of index and let $\left\{\phi_{t}: t \in \mathcal{L}\right\}$ be a family of continuous complex valued functions defined on a bounded set $\mathbf{K} \subset \Omega$ (with $\Omega=\mathbb{C}$ or $\left.\mathbb{R}^{d}, d \in \mathbb{N}^{*}\right)$. Let $\left(\mathcal{L}_{n}: n \in \mathbb{N}^{*}\right)$ be an increasing sequence of finite subsets of $\mathcal{L}$ such that $\bigcup_{n} \mathcal{L}_{n}=\mathcal{L}$. For $n \in \mathbb{N}^{*}$, the $n$-th moment space is the set

$$
M_{n}:=\left\{\int_{\mathbf{K}} \Phi_{n} \mathrm{~d} \mu: \mu \in \mathcal{P}(\mathbf{K})\right\} \subset \mathbb{C}^{\#\left(\mathcal{L}_{n}\right)}
$$

where $\Phi_{n}:=\left(\phi_{t}: t \in \mathcal{L}_{n}\right), \#(A)$ stands for the cardinality of the set $A$ and $\mathcal{P}(\mathbf{K})$ denotes the set of all probability measures with support included in $\mathbf{K}$. It is well know that $M_{n}$ is the convex hull of the curve $\left\{\Phi_{n}(x): x \in \mathbf{K}\right\}$ [KN77, Theorem I.3.5]. A deeper knowledge of the shape and structure of these spaces is one of the byproducts of our results. The set $\mathcal{P}(\mathbf{K})$ will be endowed with the weak topology [Bil99].

For $n, k \in \mathbb{N}^{*}$ such that $n \geq k$, let $\Pi_{n, k}: \mathbb{C}^{\#\left(\mathcal{L}_{n}\right)} \rightarrow \mathbb{C}^{\#\left(\mathcal{L}_{k}\right)}$ be the natural projection map. Let ( $\left.\widetilde{M}_{n}: n \in \mathbb{N}\right)$ be a sequence of sets verifying

$$
\begin{gather*}
M_{n} \subset \widetilde{M}_{n} \subset \mathbb{C}^{\#\left(\mathcal{L}_{n}\right)} \quad\left(n \in \mathbb{N}^{*}\right),  \tag{1.1a}\\
\Pi_{n, k} \widetilde{M}_{n} \subset \Pi_{n+1, k} \widetilde{M}_{n+1}, \quad\left(n, k \in \mathbb{N}^{*}, k \leq n\right)  \tag{1.1b}\\
\bigcap_{n \geq k} \Pi_{n, k} \widetilde{M}_{n}=M_{k} \quad\left(k \in \mathbb{N}^{*}\right) . \tag{1.1c}
\end{gather*}
$$

[^0]The sets $\widetilde{M}_{n}$ could be seen as extended moment spaces. By (1.1c), these sets provide good approximation of moment spaces. In general, is not possible to have a tractable description of the moment spaces. Nevertheless, by means of the approximating sets $\widetilde{M}_{n}$ (easily describable) we will be able to deal with the asymptotics of moment spaces.

Assuming that it is feasible, we endow $\widetilde{M}_{n}$ with the uniform probability measure $U_{n}$, i.e. with the corresponding normalized Lebesgue measure. Let $k$ be a fixed integer, we focus on the asymptotic behavior of the first $k$ dimensional marginal probability of $U_{n}$. More precisely, let $X_{n}$ be a random vector of $\widetilde{M}_{n}$ with distribution $U_{n}$. We aim to find convergence rates (in the sense of large deviations) for the sequence of random vectors

$$
X_{n}^{k}:=\Pi_{n, k} X_{n}
$$

Up to our knowledge, this problem was first studied in [CKS93]. Therein, the authors deal with the ordinary power moments on $[0,1]$. They consider the moment spaces

$$
M_{n}=\left\{\int_{0}^{1} \Phi_{n} \mathrm{~d} \mu: \mu \in \mathcal{P}([0,1])\right\}
$$

with $\Phi_{n}(x)=\left(x, x^{2}, \ldots, x^{n}\right)$. Endowing $M_{n}$ with the corresponding uniform probability measure they show that ( $X_{n}^{k}: n \in \mathbb{N}$ ) converges to $\mathbf{c}_{0}=$ $\left(c_{01}, c_{02}, \ldots, c_{0 k}\right)$, the $k$-dimensional moment vector of the arc-sine law on $[0,1]$, i.e.

$$
c_{0 j}=\int_{0}^{1} \frac{x^{j}}{\pi \sqrt{x(1-x)}} \mathrm{d} x \quad(j=1,2, \ldots, k) .
$$

Moreover, they obtain that the limit distribution of the fluctuations is normal. More precisely,

$$
\sqrt{n}\left(X_{n}^{k}-\mathbf{c}_{0}\right) \xrightarrow[n \rightarrow \infty]{L a w} \mathcal{N}_{k}(0, \Sigma),
$$

where $\Sigma$ is a matrix whose coefficients depend on the arc-sine law moments.
In the same framework the large and moderate deviations behavior are studied in [GLC]. The main result is that, for any borelian set $A$ of $[0,1]$,

$$
\mathbb{P}\left(X_{n}^{k} \in A\right) \approx \exp (-n \inf \{I(x): x \in A\})
$$

where $I$ is a convex function related to the reverse Kullback information with respect to arc-sine law (See Section 2.2 for the definition of this functional). Here, $\approx$ stands for large deviation equivalence (See Section 2.1 for right formulation). The large deviation principle (LDP) is also stated for the (random) upper representation probability measures of the random vectors $X_{n},(n \in \mathbb{N})$.

In this paper we focus on two different settings. The first one concerns the $m$-dimensional power moments on $\mathcal{S}$ (with $m$ positive integer). The standard $m$-simplex is the set

$$
\mathcal{S}:=\left\{\left(x_{1}, x_{2}, \ldots, x_{m}\right) \in \mathbb{R}_{+}^{m}: \sum_{i=1}^{m} x_{i} \leq 1\right\} .
$$

For $\boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{m}\right) \in \mathbb{N}^{m}$, define

$$
\begin{equation*}
\phi_{\boldsymbol{\beta}}(x)=x_{1}^{\beta_{1}} x_{2}^{\beta_{2}} \cdots x_{m}^{\beta_{m}} . \tag{1.2}
\end{equation*}
$$

Let

$$
\mathcal{L}_{n}:=\left\{\left(\beta_{1}, \beta_{2}, \ldots, \beta_{m}\right) \in \mathbb{N}^{m}: 0<\sum_{i=1}^{n} \beta_{i} \leq n\right\} \quad(n \in \mathbb{N})
$$

and

$$
\Phi_{n}^{\mathcal{S}}=\left(\phi_{\boldsymbol{\beta}}: \boldsymbol{\beta} \in \mathcal{L}_{n}\right) .
$$

The $n$-th moment space (on $\mathcal{S}$ ) is

$$
M_{n}^{\mathcal{S}}:=\left\{\int_{\mathcal{S}} \Phi_{n}^{\mathcal{S}} \mathrm{d} \mu: \mu \in \mathcal{P}(\mathcal{S})\right\} .
$$

The second setting involves the trigonometric moments on $\mathbb{T}$, the unit circle of $\mathbb{C}$. The moment spaces are

$$
M_{n}^{\mathbb{T}}:=\left\{\left(\int_{\mathbb{T}} z^{j} \mathrm{~d} \mu(z): 1 \leq j \leq n\right): \mu \in \mathcal{P}(\mathbb{T})\right\} \quad(n \in \mathbb{N}) .
$$

Theorem 2.2 of [Gup99b] state that an infinite multi-sequence is a moment multi-sequence if and only if it is completely monotone. Taking for all $n \in \mathbb{N}^{*}, \widetilde{M}_{n}$ as the set of all partially monotone multi-sequence of order $n$, denoted by $\mathcal{G}_{n}$, the conditions (1.1) are fulfilled (See Definition (3.1) and Theorem (3.2) for details). In [Gup00] a normal central limit for $\left(X_{n}^{k}: n \in \mathbb{N}\right)$ is shown. The central role played by the arc-sine law in [CKS93] and [GLC], is in this case played by $\nu^{\mathcal{S}}$, the uniform probability measure on $\mathcal{S}$. In Section 4, in the context of the trigonometric moment, we obtain the convergence of the random moment vector sequence $\left(X_{n}^{k}\right)$ to the moment vector of $\nu^{\mathbb{T}}$, the uniform probability measure on $\mathbb{T}$, and its limit distribution (after normalization).

One of our main results is the statement of the large deviation principle (LDP) for ( $X_{n}^{k}: n \in \mathbb{N}$ ) in both settings. Using the symbol $\mathbf{K}$ to represent $\mathcal{S}$ or $\mathbb{T}$ our result can be written as follows. For sake of simplicity we drop the index $\mathbf{K}$ of $X_{n}^{k}$ and $\mathcal{L}_{n}$.

$$
\mathbb{P}\left(X_{n}^{k} \in A\right) \approx \exp \left(-\#\left(\mathcal{L}_{n}\right) I(A)\right) \quad(A \text { measurable set })
$$

where

$$
\begin{equation*}
I_{\mathbf{K}}(A)=\inf _{\mu \in \mathcal{P}(\mathbf{K}, A)}\left\{\int_{\mathbf{K}} \ln \left(\frac{\mathrm{d} \nu^{\mathbf{K}}}{\mathrm{d} \mu}\right) \mathrm{d} \nu^{\mathbf{K}}\right\}, \tag{1.3}
\end{equation*}
$$

and

$$
\mathcal{P}(\mathbf{K}, A):=\left\{\mu \in \mathcal{P}(\mathbf{K}): \int_{\mathbf{K}} \Phi_{k}^{\mathbf{K}} \mathrm{d} \mu \in A\right\} .
$$

Throughout the paper we follow the convention that the infimum over an empty set is $+\infty$.

We complete these large deviation results by establishing a LDP in infinite dimension settings. In the multi-dimensional moment frame we state the LDP on the space of infinite real multi-sequence (under a certain bound constrain) equipped with a norm topology. In the trigonometric moment frame we state the LDP for random measures representing $X_{n}(n \in \mathbb{N})$.

This last result, as in [GLC], leads to obtain the useful expression for $I($. as in (1.3).

The paper is organized as follows. To be self contained in next section we recall some definitions and basic results on large deviation and Kullback information. In Section 3 and 4 we state our results for the multi-dimensional and trigonometric moment setting respectively. Section 5 is devoted to comparing our result with the previous one in [GLC]. The proofs of all results are deferred to the last sections.

## 2. Large Deviations and Kullback Information

2.1. Large Deviation Principle. Let us first recall what a LDP is (see for example [DZ98]). Let ( $u_{n}$ ) be a positive sequence of real numbers decreasing to 0 .

Definition 2.1. We say that a sequence $\left(R_{n}\right)$ of probability measures on a measurable Hausdorff space $(U, \mathcal{B}(U))$ satisfies a LDP with rate function $I$ and speed ( $u_{n}$ ) if:
i) $I$ is lower semicontinuous, with values in $\mathbb{R}^{+} \cup\{+\infty\}$.
ii) For any measurable set $A$ of $U$ :

$$
-I(\operatorname{int} A) \leq \liminf _{n \rightarrow \infty} u_{n} \log R_{n}(A) \leq \limsup _{n \rightarrow \infty} u_{n} \log R_{n}(A) \leq-I(\operatorname{clo} A),
$$

where $I(A)=\inf _{\xi \in A} I(\xi)$ and int $A$ (resp. clo $A$ ) is the interior (resp. the closure) of $A$.
We say that the rate function $I$ is good if its level sets $\{x \in U: I(x) \leq a\}$ are compact for any $a \geq 0$. More generally, a sequence of $U$-valued random variables is said to satisfy a LDP if their distributions satisfy a LDP.

To be self-contained let us recall some facts and tools on large deviations which will be useful in the paper (we refer to [DZ98] for more on large deviations).

- Contraction principle. Assume that $\left(R_{n}\right)$ satisfies a LDP on $(U, \mathcal{B}(U))$ with good rate function $I$ and speed $\left(u_{n}\right)$. Let $T$ be a continuous mapping from $U$ to another space $V$. Then, $\left(R_{n} \circ T^{-1}\right)$ satisfies a LDP on $(V, \mathcal{B}(V))$ with good rate function

$$
I^{\prime}(y)=\inf _{x: T(x)=y} I(x), \quad(y \in V),
$$

and speed $\left(u_{n}\right)$.

- Exponential approximation. Assume that $U$ is a metric space and let $d$ denotes the distance on $U$. Let $\left(X_{n}\right)$ be a $U$-valued random sequence satisfying a LDP with good rate function $I$ and speed $\left(u_{n}\right)$. Let $\left(Y_{n}\right)$ be another $U$-valued random sequence. If for any $\xi>0$

$$
\limsup _{n \rightarrow \infty} u_{n} \log \mathbb{P}\left(d\left(X_{n}, Y_{n}\right)>\xi\right)=-\infty
$$

then $\left(Y_{n}\right)$ satisfies the same LDP as $\left(X_{n}\right)$.
Let $\left(X_{n}\right)$ be a sequence of random variables on $(U, \mathcal{B}(U))$, and $X$ a fixed point of $U$. If, for all sequence ( $v_{n}$ ) decreasing to 0 such that $u_{n} / v_{n} \rightarrow 0$, we have a LDP for the sequence of random variables $\left(\sqrt{v_{n} / u_{n}}\left(X_{n}-X\right)\right)$ with
speed $\left(v_{n}\right)$ we say that $\left(X_{n}\right)$ satisfies a moderate deviation principle (MDP) [DZ98].
2.2. Kullback and Reversed Kullback Information. Let $\mu$ and $\nu$ be probabilities on certain measurable space $U$. The Kullback information or cross entropy of $\mu$ with respect to $\nu$ is defined by

$$
\mathcal{K}(\mu, \nu)= \begin{cases}\int_{U} \ln \frac{\mathrm{~d} \mu}{\mathrm{~d} \nu} \mathrm{~d} \mu, & \text { if } \mu \ll \nu \text { and } \ln \frac{\mathrm{d} \mu}{\mathrm{~d} \nu} \in L^{1}(\mu)  \tag{2.1}\\ +\infty, & \text { otherwise }\end{cases}
$$

Properties of $\mathcal{K}$ as a function of $\mu$ may be found in [Bre79]. $\mathcal{K}(\cdot, \nu)$ is the rate function for Sanov large deviations theorem (see Section 6.2 of [DZ98]) where $\nu$ is a probability generating the random variables. In this paper, the rate function involved is the reversed Kullback information. This means that we will consider $\mathcal{K}$ in (2.1) as a function of $\nu$. The role of $\mu$ will be played by $\nu^{\mathcal{S}}$ (resp. $\nu^{\mathbb{T}^{1}}$ ) for the multi-dimensional (resp. trigonometric) moment setting.

In order to identify the rate function that controls the LDP in the multidimensional moment framework (Lemma 6.3) we exploit an optimization result on measure space [BL93, Theorem 3.4]. Namely, this result establish the duality relation between an optimization problem on measure space and the corresponding dual optimization problem on continuous function space. For the Kullback information (defined for general Borel measures), this relation can be paraphrased as follows. For $x \in \mathbb{R}^{\#\left(\mathcal{L}_{k}\right)}$,

$$
\begin{gathered}
\inf \left\{\mathcal{K}(\nu, \mu)+\mu(U): \mu \text { regular Borel finite measure, } \int_{U} \Phi_{k} \mathrm{~d} \mu=x\right\} \\
=\sup \left\{\langle\Lambda, x\rangle+\int_{U} \ln \left(1-\left\langle\Phi_{k}, \Lambda\right\rangle\right) \mathrm{d} \nu: \Lambda \in \mathbb{R}^{\#\left(\mathcal{L}_{k}\right)}\right\}
\end{gathered}
$$

where $\langle\cdot, \cdot\rangle$ denotes the usual scalar product in $\mathbb{R}^{\#\left(\mathcal{L}_{k}\right)}$. We refer the reader to [BL93] for general statement and related results.

## 3. Multidimensional moment problem

We recall the multi-dimensional moment space of order $n$

$$
M_{n}^{\mathcal{S}}:=\left\{\left(c_{\boldsymbol{\beta}}=\int_{\mathcal{S}} x^{\boldsymbol{\beta}} \mathrm{d} \mu(x): \boldsymbol{\beta} \in \mathcal{L}_{n}\right): \mu \in \mathcal{P}(\mathcal{S})\right\}
$$

where $x^{\boldsymbol{\beta}}:=x_{1}^{\beta_{1}} x_{2}^{\beta_{2}} \ldots x_{m}^{\beta_{m}}\left(\right.$ with $\left.0^{0}=1\right)$ for $x=\left(x_{1}, x_{2}, \ldots, x_{m}\right) \in \mathbb{R}^{m}$ and $\boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{m}\right) \in \mathbb{N}^{m}$. For $\boldsymbol{\beta} \in \mathbb{N}^{m}$, let $|\boldsymbol{\beta}|:=\sum_{i=1}^{m} \beta_{i}$.

Definition 3.1. A multi-sequence $\left(c_{\boldsymbol{\beta}}:|\boldsymbol{\beta}| \geq 1\right)$ is called a completely monotone multi-sequence if for all $\beta_{0} \in \mathbb{N}$ and $\boldsymbol{\beta} \in \mathbb{N}^{m}$

$$
\begin{equation*}
(-1)^{\beta_{0}} \Delta^{\beta_{0}} c_{\boldsymbol{\beta}} \geq 0 \tag{3.1}
\end{equation*}
$$

where, with $c_{(0,0, \ldots, 0)}=1$,

$$
\begin{aligned}
\Delta c_{\boldsymbol{\beta}}= & c_{\left(\beta_{1}+1, \beta_{2}, \ldots, \beta_{m}\right)}+c_{\left(\beta_{1}, \beta_{2}+1, \ldots, \beta_{m}\right)}+\ldots \\
& +c_{\left(\beta_{1}, \beta_{2}, \ldots, \beta_{m}+1\right)}-c_{\boldsymbol{\beta}}
\end{aligned}
$$

$\left(\Delta^{\beta_{0}}\right.$ stands for $\beta_{0}$ iterates of the operator $\left.\Delta\right)$. A finite multi-sequence $\left(c_{\boldsymbol{\beta}}: \boldsymbol{\beta} \in \mathcal{L}_{n}\right)$ is called a partially monotone multi-sequence of order $n$ if for
all $\beta_{0} \in \mathbb{N}$ and $\boldsymbol{\beta} \in \mathbb{N}^{m}$ such that $\beta_{0} \leq n-|\boldsymbol{\beta}|$ (3.1) holds. Following [Gup00] we will call the completely (resp. partially) monotone multi-sequences as $G$ sequences (resp. partial $G$-sequences).

The $G$-sequences are the multi-dimensional version of the completely monotone sequences on $\mathbb{R}$. These sequences are the solution of the Hausdorff moment problem, i.e. the power moment problem on $[0,1]$ [ST63]. The following theorem, due to [Gup99a], solves the multi-dimensional moment problem on $\mathcal{S}$.

Let $\mathcal{R}_{\infty}$ be the set of all infinite real multi-sequences. We recall that

$$
\mathcal{L}=\bigcup_{n} \mathcal{L}_{n}=\mathbb{N}^{m} \backslash\{(0,0, \ldots, 0)\}
$$

Theorem 3.2 (Theorem 2.2 [Gup99a]). Let $\mathbf{c}=\left(c_{\boldsymbol{\beta}}: \boldsymbol{\beta} \in \mathcal{L}\right) \in \mathcal{R}_{\infty}$. There exists $\mu \in \mathcal{P}(\mathcal{S})$ such that

$$
c_{\boldsymbol{\beta}}=\int_{\mathcal{S}} x^{\boldsymbol{\beta}} \mathrm{d} \mu(x) \quad(\forall \boldsymbol{\beta} \in \mathcal{L})
$$

if and only if $\mathbf{c}$ is a $G$-sequence.
We denote by $\mathcal{R}_{n}$ the set of all multi-sequence of order $n$, i.e. $\mathcal{R}_{n}=$ $\mathbb{R}^{\#\left(\mathcal{L}_{n}\right)}$. For $n, k \in \mathbb{N}^{*}$ with $k<n$, let $\Pi_{n, k}^{\mathcal{S}}: \mathcal{R}_{n} \rightarrow \mathcal{R}_{k}(n \geq k)$ be the projection map defined as

$$
\left(c_{\boldsymbol{\beta}}: \boldsymbol{\beta} \in \mathcal{L}_{n}\right) \mapsto\left(c_{\boldsymbol{\beta}}: \boldsymbol{\beta} \in \mathcal{L}_{k}\right) .
$$

Let $\mathcal{G}_{n}$ denote the set of all partial $G$-sequences of order $n$. Thus, by the previous theorem $M_{k}^{\mathcal{S}} \subset \Pi_{n, k}^{\mathcal{S}}\left(\mathcal{G}_{n}\right) \subset \Pi_{n+1, k}^{\mathcal{S}}\left(\mathcal{G}_{n+1}\right)$ for all $n>k$. Moreover, $M_{k}^{\mathcal{S}}=\bigcap_{n \geq k} \Pi_{n, k}^{\mathcal{S}}\left(\mathcal{G}_{n}\right)$.

The sets $\mathcal{G}_{n}$ are completely described in [Gup00]. In particular, they are bounded with nonzero Lebesgue measure. So, we can endow them with the corresponding uniform probability measure. Let $X_{n}^{\mathcal{S}}$ be a random vector of $\mathcal{G}_{n}$ having uniform distribution. We define the random multi-sequence $\left(X_{n}^{\mathcal{S}, k}: n \in \mathbb{N}^{*}\right)$ of $\mathcal{G}_{k}$ by

$$
X_{n}^{\mathcal{S}, k}:=\Pi_{n, k}^{\mathcal{S}} X_{n}^{\mathcal{S}} .
$$

As we have said in the introduction $\nu^{\mathcal{S}}$, the uniform distribution on $\mathcal{S}$ plays a major role in the asymptotic behavior of $\left(X_{n}^{\mathcal{S}, k}: n \in \mathbb{N}\right)$. Let $\mathbf{c}^{\mathcal{S}, k}=\left(\mathbf{c}_{\boldsymbol{\beta}}^{\mathcal{S}}: \boldsymbol{\beta} \in \mathcal{L}_{k}\right)$ denotes the moment multi-sequence of order $k$ of $\nu^{\mathcal{S}}$, i.e.

$$
\mathbf{c}_{\boldsymbol{\beta}}^{\mathcal{S}}:=\int_{\mathcal{S}} x^{\boldsymbol{\beta}} \mathrm{d} \nu^{\mathcal{S}}(x)=\frac{m!\prod_{i=1}^{m} \beta_{i}}{(m+|\boldsymbol{\beta}|)!} \quad\left(\boldsymbol{\beta} \in \mathcal{L}_{k}\right)
$$

In [Gup00] it is established the following normal central limit for $\left(X_{n}^{\mathcal{S}, k}\right)$.
Theorem 3.3 (Theorema 3.4 [Gup00]).

$$
\sqrt{\binom{n+m}{n}}\left(X_{n}^{\mathcal{S}, k}-\mathbf{c}^{\mathcal{S}, k}\right) \xrightarrow[n \rightarrow \infty]{L a w} \mathcal{N}_{k}\left(0, \Sigma_{k}^{\mathcal{S}}\right)
$$

where

$$
\Sigma_{k}^{\mathcal{S}}=\left(\mathbf{c}_{\boldsymbol{\gamma}+\boldsymbol{\beta}}^{\mathcal{S}}\right)_{\boldsymbol{\gamma}, \boldsymbol{\beta} \in \mathcal{L}_{k}}
$$

Our first result concerns the large deviation behavior of the sequences of random multi-sequences $\left(X_{n}^{\mathcal{S}, k}\right)$.
Theorem 3.4. The random vector sequence $\left(X_{n}^{\mathcal{S}, k}: n \in \mathbb{N}\right)$ satisfies a LDP with speed $\left.\binom{n+m}{n}^{-1}: n \in \mathbb{N}\right)$ and good rate function

$$
I_{\mathcal{S}}^{k}(x)=\inf _{\mu \in \mathcal{P}(\mathcal{S},\{x\})} \mathcal{K}\left(\nu^{\mathcal{S}}, \mu\right), \quad\left(x \in \mathcal{R}_{k}\right) .
$$

Remark 1. Using the dual relation in Section 2.2 the rate function $I_{\mathcal{S}}^{k}$ could be expressed as, for $x \in M_{k}^{\mathcal{S}}$,

$$
I_{\mathcal{S}}^{k}(x)=\sup _{\left(\Lambda_{0}, \Lambda\right) \in \mathbb{R} \times \mathcal{R}_{k}}\left\{\Lambda_{0}-1+\langle x, \Lambda\rangle+\int_{\mathcal{S}} \ln \left(1-\Lambda_{0}-\sum_{\boldsymbol{\beta} \in \mathcal{L}_{k}} \Lambda_{\boldsymbol{\beta}} x^{\boldsymbol{\beta}}\right) \mathrm{d} \nu^{\mathcal{S}}(x)\right\}
$$

The following result gives an estimation of convergence rate between those of the Theorem 3.3 and Theorem 3.4.

Theorem 3.5. Let $\left(M_{n}: n \in \mathbb{N}\right)$ be a sequence of positive real numbers growing to $+\infty$ such that $M_{n}=o\left(\binom{n+m}{n}\right)$. The sequence of random vectors

$$
\widetilde{X}_{n}^{\mathcal{S}, k}:=\sqrt{\frac{\binom{n+m}{n}}{M(n)}}\left(X_{n}^{\mathcal{S}, k}-\mathbf{c}^{\mathcal{S}, k}\right)
$$

satisfies the LDP with speed $\left(M(n)^{-1}\right)$ and good rate function

$$
H_{\mathcal{S}}(\mathbf{x}):=\frac{1}{2} \mathbf{x}^{T}\left(\Sigma_{k}^{\mathcal{S}}\right)^{-1} \mathbf{x}, \quad\left(\mathbf{x} \in \mathcal{R}_{k}\right)
$$

Finally, we present LDP in an infinite dimensional setup. Let $M_{\infty}^{\mathcal{S}}$ be the set of all moment multi-sequences, i.e. in view of Theorem 3.2, the set of all $G$-sequences. Take on $\mathcal{R}_{\infty}$ the norm defined by

$$
\begin{equation*}
\|\mathbf{c}\|:=\sum_{\boldsymbol{\beta} \in \mathcal{L}} \frac{1}{\binom{|\boldsymbol{\beta}|+m}{m}|\boldsymbol{\beta}|^{2}}\left|c_{\boldsymbol{\beta}}\right|, \quad\left(\mathbf{c}=\left(c_{\boldsymbol{\beta}}: \boldsymbol{\beta} \in \mathcal{L}\right)\right) . \tag{3.2}
\end{equation*}
$$

Equip $\mathcal{R}_{\infty}$ with the corresponding borelian $\sigma$-field. Endow $M_{\infty}^{\mathcal{S}}$ with the induced topology and $\sigma$-field. Further, let $\mathcal{C}_{\infty} \subset \mathcal{R}_{\infty}$ defined as

$$
\mathcal{C}_{\infty}:=\left\{\mathbf{c} \in \mathcal{R}_{\infty}: \forall \boldsymbol{\beta} \quad 0 \leq c_{\boldsymbol{\beta}} \leq 1\right\} .
$$

Obviously, $M_{\infty}^{\mathcal{S}} \subset \mathcal{C}_{\infty}$. It is well known that the moment problem on $\mathcal{S}$ is determined [ST63, Corollary 1.1]. In others words, given $\mathbf{c} \in M_{\infty}^{\mathcal{S}}$ there exists an unique probability measure $\mu_{\mathbf{c}}$ verifying

$$
c_{\boldsymbol{\beta}}=\int_{\mathcal{S}} x^{\boldsymbol{\beta}} \mathrm{d} \mu_{\mathbf{c}}(x) \quad(\forall \boldsymbol{\beta} \in \mathcal{L}) .
$$

For $n \in \mathbb{N}^{*}$, let $\Pi_{\infty, n}^{\mathcal{S}}: \mathcal{R}_{\infty} \rightarrow \mathcal{R}_{n}$ be the projection map.
Theorem 3.6. Let $\left(\mu_{n}\right)$ be a sequence of probability measures defined on $\mathcal{C}_{\infty}$ such that

$$
\mu_{n} \circ\left(\Pi_{\infty, n}^{\mathcal{S}}\right)^{-1}
$$

is the uniform probability measure on $\mathcal{G}_{n}$. Then, $\left(\mu_{n}\right)$ verifies the LDP on $\mathcal{R}_{\infty}$ endowed with the topology induced by the norm (3.2). The good rate function is

$$
I_{\mathcal{G}}(\mathbf{c})= \begin{cases}\mathcal{K}\left(\nu^{\mathcal{S}}, \mu_{\mathbf{c}}\right), & \text { if } \mathbf{c} \in M_{\infty}^{\mathcal{S}}  \tag{3.3}\\ +\infty, & \text { otherwise }\end{cases}
$$

and the speed is $\left(\binom{n+m}{n}^{-1}: n \in \mathbb{N}\right)$.
Remark 2. As can be seen in the proof of this theorem, it remains valid if we consider as $\mathcal{C}_{\infty}$ any bounded set (in the infinity norm) containing $M_{\infty}^{\mathcal{S}}$. Furthermore, the theorem holds for the family of norms

$$
\|\mathbf{c}\|_{l}:=\sum_{\boldsymbol{\beta} \in \mathcal{L}} \frac{1}{\binom{|\boldsymbol{\beta}|+m}{m}|\boldsymbol{\beta}|^{\mid}}\left|c_{\boldsymbol{\beta}}\right|, \quad\left(\mathbf{c}=\left(c_{\boldsymbol{\beta}}: \boldsymbol{\beta} \in \mathcal{L}\right)\right)
$$

with $l>1$. (3.2) corresponds to the case $l=2$.

## 4. Trigonometric moment problem

For $\mu \in \mathcal{P}(\mathbb{T})$ the trigonometric moments on $\mathbb{T}$ are given by

$$
t_{k}(\mu)=\int_{\mathbb{T}} z^{k} \mathrm{~d} \mu(z), \quad k \in \mathbb{Z}
$$

Since $t_{k}(\cdot)=\bar{t}_{-k}(\cdot)$ it suffices to consider $k \geq 0$ in order to study the corresponding moment spaces. We recall that the ( $n$-th) moment space is

$$
M_{n}^{\mathbb{T}}=\left\{\mathbf{t}^{n}:=\left(t_{1}(\mu), t_{2}(\mu), \ldots, t_{n}(\mu)\right): \mu \in \mathcal{P}(\mathbb{T})\right\} .
$$

For $\mathbf{z}=\left(z_{1}, z_{2}, \ldots, z_{n}\right) \in \mathbb{C}^{n}$, let

$$
\mathcal{T}_{n}(\mathbf{z}):=\left(\begin{array}{ccccc}
1 & z_{1} & z_{2} & \ldots & z_{n} \\
\bar{z}_{1} & 1 & z_{1} & \ldots & z_{n-1} \\
\vdots & \vdots & \vdots & & \vdots \\
\bar{z}_{n} & \bar{z}_{n-1} & \bar{z}_{n-2} & \ldots & 1
\end{array}\right)
$$

We denote by $\Delta_{n}(\mathbf{z})$ the determinant of $\mathcal{T}_{n}(\mathbf{z})$. For $\mu \in \mathcal{P}(\mathbb{T})$, the matrices $\mathcal{T}_{n}(\mu):=\mathcal{T}_{n}\left(\mathbf{t}^{n}(\mu)\right), n \in \mathbb{N}^{*}$ are called Toeplitz matrices. They play a major role in the theory of moments on $\mathbb{T}$.

Let $X_{n}^{\mathbb{T}}$ be a random vector of $M_{n}^{\mathbb{T}}$ uniformly distributed. Let $\Pi_{n, k}^{\mathbb{T}}$ denotes the projection map from $\mathbb{C}^{n}$ to $\mathbb{C}^{k}(k \leq n)$. Let $X_{n}^{\mathbb{T}, k}$ be random vector of $M_{k}^{\mathbb{T}}$ defined as

$$
X_{n}^{\mathbb{T}, k}:=\Pi_{n, k}^{\mathbb{T}} X_{n}^{\mathbb{T}}
$$

Our first result give the limit distribution of $\left(\sqrt{n} X_{n}^{\mathbb{T}, k}: n \in \mathbb{N}^{*}\right)$. Consequently, we obtain a weak law of large numbers for $\left(X_{n}^{\mathbb{T}, k}\right)$. Namely,

$$
X_{n}^{\mathbb{T}, k} \underset{n}{\mathbb{P}}(0,0, \ldots, 0) \in \mathbb{C}^{k} .
$$

Note that, for all $j \in \mathbb{N}^{*}, t_{j}\left(\nu^{\mathbb{T}}\right)=0$.
For $n \in \mathbb{N}^{*}$, we denote by $\rho_{n}$ the measure the Lebesgue on $\mathbb{C}^{n}$.

Theorem 4.1. For any measurable set $A$ of $\mathbb{C}^{k}$,

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\sqrt{n} X_{n}^{\mathbb{T}, k} \in A\right)=\frac{1}{\pi^{k}} \int_{A} \exp \left(-\|z\|^{2}\right) \mathrm{d} \rho_{1}(z)
$$

where $\|\cdot\|$ denotes the Euclidean norm on $\mathbb{C}^{k}$.
Remark 3. In others words, the limiting distribution of $\left(\sqrt{n} X_{n}^{\mathbb{T}, k}: n \in \mathbb{N}\right)$ is a $k$-dimensional complex normal distribution. Each component are pairwise independent with independent real and imaginary part following normal distribution of expectation zero and variance $1 / 2$. As we see in previous section (and in [CKS93]) the variance of the limiting distribution are very related with the moments of the limit probability. In fact, in this case, as the variance is the identity matrix it is hidden its relation with $\nu^{\mathbb{T}}$. A more descriptive formulation of the previous theorem could be

$$
\sqrt{n} X_{n}^{\mathbb{T}, k} \xrightarrow[n \rightarrow \infty]{\text { Law }} \mathcal{N}_{k}^{\mathbb{C}}\left(0, \mathcal{T}_{k}\left(\nu^{\mathbb{T}}\right)\right)
$$

where $\mathcal{N}_{k}^{\mathbb{C}}(\cdot, \cdot)$ denotes the $k$-dimensional complex normal distribution.
An interesting byproduct of the proof of this theorem is the "asymptotic" volume of $n$-th moment space. Similar results are given in [CKS93] and [Gup00]. Here, we will obtain that

$$
\begin{equation*}
\text { Volume }_{\mathbb{R}^{2 n}}\left(M_{n}^{\mathbb{T}}\right)=\frac{\pi^{n}}{n!} \tag{4.1}
\end{equation*}
$$

Since the Stirling's expression $n!=\sqrt{2 \pi n} \exp (-n) n^{n+1 / 2}(1+o(1))$, we have

$$
\text { Volume }_{\mathbb{R}^{2 n}}\left(M_{n}^{T \mathbb{T}}\right)=\exp (-n \ln n[1+o(1)])
$$

Our next results concern the large and moderate deviation behavior of the sequence $\left(X_{n}^{\mathbb{T}, k}: n \in \mathbb{N}\right)$.

Theorem 4.2. $\left(X_{n}^{\mathbb{T}, k}: n \in \mathbb{N}\right)$ satisfies the $L D P$ with speed $\left(n^{-1}\right)$ and good rate function

$$
I_{\mathbb{T}}^{k}(\mathbf{z})= \begin{cases}-\ln \frac{\Delta_{k}(\mathbf{z})}{\Delta_{k-1}(\mathbf{z})} & \text { if } \mathbf{z} \in \operatorname{int} M_{k}^{\mathbb{T}^{\prime}}  \tag{4.2}\\ +\infty & \text { otherwise }\end{cases}
$$

Theorem 4.3. Let $\left(u_{n}\right)$ be a given decreasing sequence to 0 such that $n^{-1}=$ $o\left(u_{n}\right)$. Then $\left(\sqrt{n u_{n}} X_{n}^{\mathbb{T}, k}: n \in \mathbb{N}\right)$ satisfies a LDP on $\mathbb{C}^{k}$ with speed $\left(u_{n}\right)$ and good rate function

$$
H_{\mathbb{T}}(\mathbf{z}):=\sum_{j=1}^{k} z_{j}^{2}
$$

Finally we give a LDP for random probability measures. This result follows from Theorem 4.2 and make possible to understand the rate function in (4.2). For every $n$, let $\mathbb{Q}_{n}$ be a probability measure defined on $\mathcal{P}(\mathbb{T})$ such that if $\mu_{n}$ has distribution $\mathbb{Q}_{n}$ then the random vector $\mathbf{t}^{n}\left(\mu_{n}\right)$ has distribution $\mathbb{P}_{n}$.

Theorem 4.4. $\left(\mu_{n}\right)$ satisfies a LDP on $\mathcal{P}(\mathbb{T})$ with good rate function $\mathbf{I}_{\mathbb{T}}(\cdot)=\mathcal{K}\left(\nu^{\mathbb{T}}, \cdot\right)$.

Remark 4. There is a natural way to obtain $\operatorname{such} \mathbb{Q}_{n}$. For $n \in \mathbb{N}^{*}$ and $\mathbf{z} \in M_{n}^{\mathbb{T}}$, let $W_{n}^{\mathbf{z}}$ be a probability distribution on $\mathcal{P}(\mathbb{T},\{\mathbf{z}\})$. The mixture probability measure defined as

$$
\mathbb{Q}_{n}(\cdot)=\int_{M_{n}^{\mathrm{T}}} \mathrm{~W}_{n}^{\mathbf{z}}(\cdot) \mathrm{d} \mathbb{P}_{n}(\mathbf{z})
$$

verifies our constraint. In [GLC], in the frame of the power moment problem on $[0,1]$, the authors considered for $\mathrm{W}_{n}^{\mathbf{z}}$ the probability measure concentrated on the upper canonical representation of the moment vector $\mathbf{z}$. See [KN77] for definition. Applying the contraction principle, we obtain

## Corollary 4.5.

$$
I_{\mathbb{T}}^{k}(\mathbf{z})=\inf _{\mu \in \mathcal{P}(\mathbb{T},\{\mathbf{z}\})} \mathcal{K}\left(\nu^{\mathbb{T}^{\prime}}, \mu\right)
$$

## 5. Related LDPs.

The results on LDP obtained in previous sections can be seen in a common frame: the interval $[0,1]$. We will compare each of these LDP with the previous one obtained in [GLC]. This analysis will give a first approach to a slight generalization of our formulation of the asymptotics analysis on moment spaces. In particular, endowing $\widetilde{M}_{n}\left(\right.$ or $\left.M_{n}\right)$ with general probability measures instead of the uniform one.
5.1. The general $[a, b]$-moment spaces. We recall briefly certain aspects developed in [CKS93] and [GLC]. First, we want to remark that the all results obtained there are valid if one consider any real bounded interval of the real line. Moreover, the results are valid if one consider the moments associated to a given sequence of polynomial $\mathbf{P}=\left(P_{n}\right)$ with $\operatorname{deg} P_{n}=n$, $n \in \mathbb{N}^{*}$ instead of the ordinary power moments. For any interval $[a, b]$ $(a<b)$ of the real line and $n \in \mathbb{N}^{*}$, the $n$-th moment space is

$$
M_{k}^{[a, b]}(\mathbf{P})=\left\{\left(\widehat{c}_{1}(\mu), \widehat{c}_{2}(\mu), \ldots, \widehat{c}_{k}(\mu)\right) \in \mathbb{R}^{k}: \mu \in \mathcal{P}([a, b])\right\}
$$

where, for $\mu \in \mathcal{P}([a, b])$ and $j \in \mathbb{N}^{*}$,

$$
\widehat{c}_{j}(\mu)=\int_{a}^{b} P_{j}(x) \mathrm{d} \mu(x)
$$

The reason of the extensibility of the result on $[0,1]$ to any interval $[a, b]$ and any family $\left\{P_{n}\right\}$ is explained by the canonical moments which are defined as follows. Given $\widehat{\mathbf{c}}^{j}=\left(\widehat{c}_{1}, \widehat{c}_{2}, \ldots, \widehat{c}_{j}\right) \in \operatorname{int} M_{j}^{[a, b]}(\mathbf{P})$ we define, for $j \in \mathbb{N}$,

$$
\begin{aligned}
c_{j+1}^{+}\left(\widehat{\mathbf{c}}^{j}\right) & =\max \left\{c \in \mathbb{R}:\left(\left(\widehat{c}_{1}, \widehat{c}_{2}, \ldots, \widehat{c}_{j}, c\right) \in M_{j+1}^{[a, b]}(\mathbf{P})\right\}\right. \\
c_{j+1}^{-}\left(\widehat{\mathbf{c}}^{j}\right) & =\min \left\{c \in \mathbb{R}:\left(\left(\widehat{c}_{1}, \widehat{c}_{2}, \ldots, \widehat{c}_{j}, c\right) \in M_{j+1}^{[a, b]}(\mathbf{P})\right\} .\right.
\end{aligned}
$$

For $i \in \mathbb{N}^{*}$, the $i$-th canonical moment is defined as

$$
\begin{aligned}
\widehat{p}_{i}\left(\widehat{\mathbf{c}}^{k}\right) & =\widehat{p}_{i}\left(\widehat{\mathbf{c}}^{i}\right) \\
& =\frac{\widehat{c}_{i}-c_{i}^{-}\left(\widehat{\mathbf{c}}^{i-1}\right)}{c_{i}^{+}\left(\widehat{\mathbf{c}}^{i-1}\right)-c_{i}^{-}\left(\widehat{\mathbf{c}}^{i-1}\right)}
\end{aligned}
$$

The canonical moments are independent of the particular choice of the sequence $\mathbf{P}$ [CKS93]. Furthermore, they are invariant by linear transformation (with positive slope) of the support interval. Namely, if $\mu \in \mathcal{P}([0,1])$ is linearly transformed measure with positive slope to $\mu^{\prime} \in \mathcal{P}([a, b])$, then their corresponding canonical moments are the same [Ski69, Theorem 5]. These properties make very attractive the study of the canonical moments. We refers the reader to [DS97], a very complete monograph about the subject. The results of [CKS93] and [GLC] were based on the knowledge of the exact distribution of the canonical moments. Theorem 1.3 of [CKS93] establish that the uniform probability measure on $M_{n}^{[a, b]}(\mathbf{P})\left(n \in \mathbb{N}^{*}\right)$ is equivalent to the first $n$ canonical moment are independent and $\widehat{p}_{j}$ has $\beta(n-j, n-j)$ distribution, $j=1,2, \ldots, n$.
5.2. Deriving LDPs on $\mathbb{R}$ from LDP of Section 4. We denoted by $F: \mathbb{T} \rightarrow[-1,1]$ the map defined as $z \mapsto \Re z$. For $\mu \in \mathcal{P}(\mathbb{T})$, let

$$
\begin{equation*}
\mu_{F}:=\mu \circ F^{-1} \in \mathcal{P}([-1,1]) . \tag{5.1}
\end{equation*}
$$

For $k \in \mathbb{N}^{*}$, let $\widehat{F}_{k}$ be the application from $M_{k}^{\mathbb{T}}$ to $M_{k}([-1,1])$ defined by (5.1). More precisely, for $\mathbf{z} \in M_{k}^{\mathbb{T}}$,

$$
\widehat{F}(\mathbf{z})=\widehat{\mathbf{c}}^{k}\left(\mu_{F}\right):=\left(\widehat{c}_{1}\left(\mu_{F}\right), \widehat{c}_{2}\left(\mu_{F}\right), \ldots, \widehat{c}_{k}\left(\mu_{F}\right)\right) \in M_{k}([0,1]),
$$

where $\mu$ is any measure on $\mathcal{P}(\mathbb{T})$ representing $\mathbf{z}$. We will see in the following that this application is independent of the selection of $\mu$. Hence, it is welldefined. For $j=0,1, \ldots, k$

$$
\begin{aligned}
\Re t_{j}(\mu) & =\Re\left(\int_{\mathbb{T}} z^{j} \mathrm{~d} \mu(z)\right)=\int_{\mathbb{T}} \cos (j \arccos F(z)) \mathrm{d} \mu(z) \\
& =\int_{-1}^{1} T_{j}(x) \mathrm{d} \mu_{F}(x)
\end{aligned}
$$

where $T_{j}=\cos (j \arccos x)$ is the $j$-th Tchebycheff polynomial of the first kind. These polynomials can be expressed as $T_{j}(x)=\sum_{j=0}^{m} a_{m j} x^{j}$ where

$$
a_{m j}= \begin{cases}\frac{m}{2} 2^{j}(-1)^{\frac{m-j}{2}}\binom{m+j}{j+1} & \text { if } m-j \text { is even }, \\ 0, & \text { otherwise }\end{cases}
$$

Therefore, for $\mu \in \mathcal{P}([-1,1])$ and for $\mathbf{s}=\left(s_{0}, s_{1}, \ldots, s_{k}\right)$ with

$$
s_{j}=s_{j}(\mu):=\int_{-1}^{1} T_{j} \mathrm{~d} \mu, \quad j=0,1, \ldots, k,
$$

and $\mathbf{c}=\left(1, \widehat{c}_{1}(\mu), \widehat{c}_{2}(\mu), \ldots, \widehat{c}_{k}(\mu)\right)$ we have $\mathbf{c}=A^{-1} \mathbf{s}$ with $A=\left(a_{m j}: m, j=\right.$ $1,2, \ldots, k)$. Thus, the relation $(1, \widehat{F}(\mathbf{z}))=A^{-1}(1, \Re \mathbf{z})$ define $\widehat{F}(\cdot)$ independently of the measure representing $\mathbf{z}$.

By the contraction principle and the $\delta$-method can be derived from the results of Section 4 the asymptotic behavior of sequences of random vectors

$$
\widehat{Z}_{n}^{(k)}:=\widehat{F}\left(X_{n}^{\mathbb{T}, k}\right)=\Pi_{n, k}^{\mathcal{S}} \widehat{F}\left(\widehat{Z}_{n}^{(k)}\right) .
$$

Surprisingly, we obtain the same asymptotic behavior (after obvious translation to $[0,1]$ ) of the random moment vector described in [CKS93] and [GLC]. The explanation is given by the behavior of canonical moments. It is no hard
to prove that the uniform probability measure on $M_{n}^{\mathbb{T}}$ yields that the first $n$ (random) canonical moments $\widehat{p}_{j}$ (related to $\widehat{F}\left(X_{n}^{\mathbb{T}, n}\right)$ ) are independent with $\beta(n-j+1 / 2, n-j+1 / 2)$-distribution, $j=1,2, \ldots, n$. Compare this result with the corresponding one in previous section.

We can use the asymptotics results to study a moment space on an interval of the real line in different way. Actually, this is an equivalent form of the same study. Consider in the interval $[-\pi, \pi)$ the system of continuous functions

$$
\Phi_{n}^{[-\pi, \pi)}:=(\cos \theta, \sin \theta, \cos 2 \theta, \sin 2 \theta, \ldots, \cos n \theta, \sin n \theta), \quad\left(n \in \mathbb{N}^{*}\right)
$$

For $\mu \in \mathcal{P}([-\pi, \pi))$ the corresponding real trigonometric moments are defined as $\alpha_{0}=1$,

$$
\alpha_{k}(\mu)=\int_{-\pi}^{\pi} \cos k \theta \mathrm{~d} \mu(\theta), \quad \beta_{k}(\mu)=\int_{-\pi}^{\pi} \sin k \theta \mathrm{~d} \mu(\theta), \quad(k \in \mathbb{N}) .
$$

The moment space $M_{n}^{[-\pi, \pi)}$ is defined as

$$
M_{n}^{[-\pi, \pi)}=\left\{\left(\alpha_{1}(\mu), \beta_{1}(\mu), \ldots, \alpha_{n}(\mu), \beta_{n}(\mu)\right)^{T} \in \mathbb{R}^{2 n}: \mu \in \mathcal{P}([-\pi, \pi))\right\} .
$$

We may identify the set $\mathcal{P}(\mathbb{T})$ with $\mathcal{P}([-\pi, \pi))$ by the relation $z=$ $\exp (i \theta)$, for $z \in \mathbb{T}$ and $\theta=[-\pi, \pi)$. Using the convention $\mathrm{d} \mu(\theta):=\mathrm{d} \mu\left(e^{i \theta}\right)$, we have

$$
t_{k}(\mu)=\int_{-\pi}^{\pi} e^{i k \theta} \mathrm{~d} \mu(\theta), \quad k \in \mathbb{N} .
$$

The power moments $t_{k}$ are related with the trigonometric moments in the following way:

$$
t_{k}(\mu)=\alpha_{k}(\mu)+i \beta_{k}(\mu) .
$$

for $\mu \in \mathcal{P}(\mathbb{T})$ and $k \in \mathbb{N}$. Taking $\mathbb{P}_{n}$ on $M_{n}^{\mathbb{T}}$ is equivalent to endow the set $M_{n}^{[-\pi, \pi)}$ with the corresponding uniform probability measure. Therefore, this problem is into the general setting described in the introduction of papers. Moreover, all the results for the random power moment problem on IT can easily translate for the random real trigonometric moments problem on $[-\pi, \pi)$. The normal limit can be translate using a $\delta$-method [VdV98] and the large deviations by the contraction principle. In particular, we can formulate the following result.

Let $\widehat{T}_{n}$ be a random vector of $M_{n}^{[-\pi, \pi)}$ uniformly distributed. Let $\widehat{T}_{n}^{k}$ be the random vector of $M_{k}^{[-\pi, \pi)}$ formed as projection of $\widehat{T}_{n}$ on $M_{k}^{[-\pi, \pi)}$.

Corollary 5.1. The sequence of random vectors $\left(\widehat{T}_{n}^{k}\right)$ satisfies a LDP with speed $\left((2 n)^{-1}\right)$ and good rate function

$$
I_{[-\pi, \pi)}^{k}(x)=\inf _{\mu \in \mathcal{P}([-\pi, \pi),\{x\})} \mathcal{K}\left(\nu^{[-\pi, \pi)}, \mu\right),
$$

where $\nu^{[-\pi, \pi)}$ denotes the uniform probability measure on $[-\pi, \pi)$.


Figure 1. The moment space $M_{2}$, region limited by the solid line and the approximating spaces $\mathcal{G}_{2}, \Pi_{8,2}^{\mathcal{S}} \mathcal{G}_{8}$ limited by the segment with extreme points $(0,0)$ and $(1,1)$ (represented in solid line) and the dotted polygonal and dashed polygonal respectively. $c_{a}$ and $c_{u}$ the 2-dimensional moments of arcsine and uniform distribution respectively.
5.3. LDP for one-dimensional $G$-sequences. Considering $m=1$, in the Section 3 we have an LDP involving ordinary power moments on $[0,1]$.

In [Gup00] the description of the sets $\mathcal{G}_{n},\left(n \in \mathbb{N}^{*}\right)$ is given. In particular, for $m=1$, the set $\mathcal{G}_{n}$ is the convex hull of the finite set of $n+1$ points

$$
c_{n}^{i}=\left(c_{n, 1}^{i}, c_{n, 2}^{i}, \ldots, c_{n, n}^{i}\right), \quad i=0,1, \ldots, n,
$$

with

$$
c_{n, j}^{i}=\left\{\begin{array}{ll}
\frac{\binom{j}{i}}{\binom{n}{i}} & \text { if } i \leq j \\
0 & \text { otherwise }
\end{array} \quad(j=0,1, \ldots, n)\right.
$$

In Figure 1 we sketch the moment space $M_{2}$ and the sets $\Pi_{n, 2}^{\mathcal{S}} \mathcal{G}_{n}, n=2,8$. We highlight the points $\Pi_{8,2}^{\mathcal{S}} c_{8}^{i}, i=0,1, \ldots, 8$. As can be seen in the figure the "enlargement" of the extended moment spaces under the curve $\left\{x, x^{2}\right.$ : $x \in[0,1]\}$ yields that the point limit $c_{u}$ be "underneath" to the point $c_{a}$.
5.4. LDP on canonical moment spaces. The arguments used to proofs the results in [CKS93], [GLC] and the robust properties of the canonical moment suggest to study the asymptotics related to random moment vector endowing with probability measures the canonical moment spaces instead of the ordinary moments space. We present in the following a very simple construction of a probability measure on canonical moment spaces. Let
$\left(\mu_{n}\right) \subset \mathcal{P}([0,1])$ satisfying the LDP with rate function $I_{C}$. Equip $[0,1]^{n}$ (the $n$-th canonical moment space) with

$$
\bar{\mu}_{n}:=\mu_{n} \otimes \mu_{n-1} \otimes \cdots \otimes \mu_{1} \in \mathcal{P}\left([0,1]^{n}\right) .
$$

Let $\widetilde{\Pi}_{n, k}$ denote the projection map from $[0,1]^{n}$ to $[0,1]^{k}$, taking the first $n$ components. Following similar arguments to those of [GLC] (and Section 7 in the context of complex moments) we have that $\left(\mu_{n}^{k}:=\bar{\mu}_{n} \circ\left(\widetilde{\Pi}_{n, k}\right)^{-1}: n \in\right.$ $\mathbb{N})$ verify the LDP with good rate function $I_{C}^{k}\left(p_{1}, p_{2}, \ldots, p_{k}\right)=\sum_{i=1}^{k} I_{C}\left(p_{i}\right)$.

Let $\mathbf{p}_{n}$ denote the application that transforms the $n$-dimensional ordinary moment vector on the corresponding $n$-dimensional canonical moment vector. Let $\widehat{U}_{n}:=\bar{\mu}_{n} \circ \mathbf{p}_{n}^{-1}$. The sequence $\left(\hat{\mu}_{n}^{(k)}:=\widehat{U}_{n} \circ\left(\widetilde{\Pi}_{n, k}\right)^{-1}\right) \subset \mathcal{P}\left(M_{n}^{[a, b]}\right)$ satisfy the LDP with $\bar{I}^{k}(c)=I_{C}^{k}\left(\mathbf{p}_{k}(c)\right)$, where $c \in M_{k}^{[a, b]}$.

Similar constructions could be make in the complex canonical moment spaces. In a forthcoming paper we will develop these ideas.

## 6. Proofs of Results of Section 3

6.1. Notation and previous results. We will use the notation of [Gup00]. For $\boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{m}\right) \in \mathbb{N}^{m}$ and $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}\right) \in \mathbb{N}^{m}$,

$$
\begin{aligned}
\boldsymbol{\beta}! & :=\prod_{i=1}^{m} \beta_{i}! \\
\binom{n}{\boldsymbol{\beta}} & :=\frac{n!}{\boldsymbol{\beta}!(n-|\boldsymbol{\beta}|)!}, \\
\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}} & :=\prod_{i=1}^{m}\binom{\alpha_{i}}{\beta_{i}}, \\
N_{n} & :=\#\left(\mathcal{L}_{n}\right)=\binom{n+m}{m}-1 .
\end{aligned}
$$

For $n \in \mathbb{N}$,

$$
\overline{\mathcal{L}}_{n}:=\mathcal{L}_{n} \cup\{(0,0, \ldots, 0)\}
$$

and $\overline{\mathcal{R}}_{n}=\mathbb{R}^{\#\left(\overline{\mathcal{L}}_{n}\right)}$, i.e, $\overline{\mathcal{R}}_{n}$ is the set of the multi-sequences of order $n$ with an additional component indexed by $(0,0, \ldots, 0)$. In this section, for sake of simplify of notation $X_{n}^{k}$ stands for $X_{n}^{\mathcal{S}, k}$.

Proposition 3.3 of [Gup00] gives a useful expression for the distribution of $X_{n}^{k}$. This result is the core of all the proofs. Let $\left(E_{\boldsymbol{\alpha}}: \boldsymbol{\alpha} \in \overline{\mathcal{L}}_{n}\right)$ be a multi-sequence of i.i.d. standard exponential random variables on a certain probability space.

Lemma 6.1. The law of $X_{n}^{k}$ is same as law of

$$
Y_{n, \boldsymbol{\beta}}:=\frac{\sum_{\boldsymbol{\delta} \in \overline{\mathcal{L}}_{n-|\boldsymbol{\beta}|}}\binom{\boldsymbol{\beta}+\boldsymbol{\delta}}{\boldsymbol{\delta}} E_{\boldsymbol{\beta}+\boldsymbol{\delta}}}{\binom{n}{\boldsymbol{\beta}} \sum_{\boldsymbol{\delta} \in \overline{\mathcal{L}}_{n}} E_{\boldsymbol{\alpha}}} \quad\left(\boldsymbol{\beta} \in \mathcal{L}_{k}\right)
$$

6.2. Proof of Theorem 3.4. Let $\left(\widehat{Y}_{n}: n \in \mathbb{N}\right)$ be the random finite multisequence of $\overline{\mathcal{R}}_{k}$ defined by

$$
\widehat{Y}_{n, \boldsymbol{\beta}}:=\frac{1}{N(n)} \sum_{\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{n}}\left(\frac{1}{n} \boldsymbol{\alpha}\right)^{\boldsymbol{\beta}} E_{\boldsymbol{\alpha}} \quad\left(\boldsymbol{\beta} \in \mathcal{L}_{k}\right)
$$

The proof of theorem is based on the LDP for the sum of weighted random variables. In this case, it is not possible to derive it directly from the LDP for weighted empirical means obtained in [GG97], but we may use the result of [Naj02].

From Theorem 2.2 of [Naj02] we have the LDP for the sequence $\left(X_{n}\right)$ with good rate function

$$
I_{1}^{k}(x)=\sup _{\Lambda \in \overline{\mathcal{R}}_{k}}\left\{\langle\Lambda, x\rangle+\int_{\mathcal{S}} \ln \left(1-P_{\Lambda}\right) \mathrm{d} \nu^{\mathcal{S}}\right\}, \quad\left(x \in \overline{\mathcal{R}}_{k}\right)
$$

where, for $\Lambda \in \overline{\mathcal{R}}_{k}, P_{\Lambda}$ is the polynomial on $\mathcal{S}$

$$
P_{\Lambda}(x)=\sum_{\boldsymbol{\beta} \in \overline{\mathcal{L}}_{k}} \Lambda_{\boldsymbol{\beta}} x^{\boldsymbol{\beta}}
$$

Define the random finite multi-sequence $\left(\widetilde{Y}_{n}\right)$

$$
\begin{equation*}
\tilde{Y}_{n, \boldsymbol{\beta}}:=\frac{\sum_{\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{n}: \boldsymbol{\alpha} \geq \boldsymbol{\beta}}\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}} E_{\boldsymbol{\alpha}}}{\binom{n}{\boldsymbol{\beta}} N_{n}} \quad\left(\boldsymbol{\beta} \in \overline{\mathcal{L}}_{k}\right) \tag{6.1}
\end{equation*}
$$

Consider on $\overline{\mathcal{R}}_{k}$ the following metric

$$
\mathrm{d}(\mathbf{x}, \mathbf{y}):=\sum_{\boldsymbol{\beta} \in \overline{\mathcal{L}}_{k}}\left|\mathbf{x}_{\boldsymbol{\beta}}-\mathbf{y}_{\boldsymbol{\beta}}\right|, \quad\left(\mathbf{x}, \mathbf{y} \in \overline{\mathcal{R}}_{k}\right)
$$

compatible with the topology on it.
Lemma 6.2. The sequences $\left(\widehat{Y}_{n}\right)$ and $\left(\widetilde{Y}_{n}\right)$ are exponentially equivalent on ( $\left.\overline{\mathcal{R}}_{k}, \mathrm{~d}\right)$.
Proof. Let $\epsilon>0$. Set

$$
\overline{\mathcal{L}}_{\epsilon, n}=\left\{\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{n}: \forall i \alpha_{i} \geq\lfloor\epsilon n\rfloor\right\}
$$

where $\lfloor w\rfloor$ denotes the biggest integer lower than $w$. For $n$ big enough such that $k<\epsilon n$ and for $\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{\epsilon, n}$

$$
\frac{\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}}}{\binom{n}{\boldsymbol{\beta}}} \geq \prod_{i=1}^{m}\left(\frac{\alpha_{i}-\beta_{i}}{n}\right)^{\beta_{i}} \geq\left(\frac{1}{n} \boldsymbol{\alpha}\right)^{\boldsymbol{\beta}}\left(1-\frac{k}{\epsilon n}\right)^{k}
$$

and

$$
\begin{equation*}
\frac{\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}}}{\binom{n}{\boldsymbol{\beta}}} \leq \prod_{i=1}^{m}\left(\frac{\alpha_{i}}{n-|\boldsymbol{\beta}|}\right)^{\beta_{i}} \leq\left(\frac{1}{n} \boldsymbol{\alpha}\right)^{\boldsymbol{\beta}}\left(1+\frac{k}{n-k}\right)^{k} . \tag{6.2}
\end{equation*}
$$

These two inequalities leads to

$$
\begin{equation*}
\left(1-\frac{k}{\epsilon n}\right)^{k}-1 \leq \frac{\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}}}{\binom{n}{\boldsymbol{\beta}}}-\left(\frac{1}{n} \boldsymbol{\alpha}\right)^{\boldsymbol{\beta}} \leq\left(1+\frac{k}{n-k}\right)^{k}-1 \tag{6.3}
\end{equation*}
$$

If we set

$$
\begin{equation*}
Q_{0}(\epsilon, n):=\max \left(1-\left(1-\frac{k}{\epsilon n}\right)^{k},\left(1+\frac{k}{n-k}\right)^{k}-1\right) \tag{6.4}
\end{equation*}
$$

then

$$
\left|\frac{\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}}}{\binom{n}{\boldsymbol{\beta}}}-\left(\frac{1}{n} \boldsymbol{\alpha}\right)^{\boldsymbol{\beta}}\right| \leq Q_{0}(\epsilon, n) \rightarrow 0 \quad \text { when } n \rightarrow \infty .
$$

On the other hand, we have

$$
\begin{aligned}
\#\left(\overline{\mathcal{L}}_{\epsilon, n}\right) & =\#\left\{(\lfloor\epsilon n\rfloor,\lfloor\epsilon n\rfloor, \ldots,\lfloor\epsilon n\rfloor)+\boldsymbol{\delta}: \boldsymbol{\delta} \in \overline{\mathcal{L}}_{n-\lfloor\epsilon n]}\right\} \\
& =N(n-\lfloor\epsilon n\rfloor) .
\end{aligned}
$$

By straightforward calculations

$$
\begin{equation*}
\left(\frac{1-\epsilon}{1+m / n}\right)^{m} \leq \frac{\#\left(\overline{\mathcal{L}}_{\epsilon, n}\right)}{N(n)} \leq\left(1-\epsilon+\frac{m}{n}\right)^{m} . \tag{6.5}
\end{equation*}
$$

For $n$ big enough, by (6.2), (6.3) and (6.4) we have the bound

$$
\mathrm{d}\left(\widehat{Y}_{n}, \widetilde{Y}_{n}\right) \leq \frac{1}{N(n)}\left(2 \sum_{\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{n} \backslash \overline{\mathcal{L}}_{\epsilon, n}} E_{\boldsymbol{\alpha}}+Q_{0}(\epsilon, n) \sum_{\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{\epsilon, n}} E_{\boldsymbol{\alpha}}\right)
$$

Using (6.5) and the fact that $\#\left(\overline{\mathcal{L}}_{n} \backslash \overline{\mathcal{L}}_{\epsilon, n}\right)=N(n)-\#\left(\overline{\mathcal{L}}_{\epsilon, n}\right)$,

$$
\begin{aligned}
\mathrm{d}\left(\widehat{Y}_{n}, \widetilde{Y}_{n}\right) \leq & 2\left(1-\left(\frac{1-\epsilon}{1+m / n}\right)^{m}\right) \frac{1}{\#\left(\overline{\mathcal{L}}_{n} \backslash \overline{\mathcal{L}}_{\epsilon, n}\right)} \sum_{\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{n} \backslash \overline{\mathcal{L}}_{\epsilon, n}} E_{\boldsymbol{\alpha}} \\
& +Q_{0}(\epsilon, n)(1-\epsilon+m / n)^{m} \frac{1}{\#\left(\overline{\mathcal{L}}_{\epsilon, n}\right)} \sum_{\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{\epsilon, n}} E_{\boldsymbol{\alpha}} .
\end{aligned}
$$

For all $Q_{1}>0$, there exists $\epsilon>0$ such that for all $n$ big enough

$$
2\left(1-\left(\frac{1-\epsilon}{1+m / n}\right)^{m}\right)<\frac{t}{2 Q_{1}}
$$

and

$$
Q_{0}(\epsilon, n)\left(1-\epsilon+\frac{m}{n}\right)^{m}<\frac{t}{2 Q_{1}}
$$

Therefore

$$
\begin{align*}
\mathbb{P}\left(\mathrm{d}\left(\widehat{Y}_{n}, \widetilde{Y}_{n}\right)>t\right) \leq & \mathbb{P}\left(\frac{1}{\#\left(\overline{\mathcal{L}}_{n} \backslash \overline{\mathcal{L}}_{\epsilon, n}\right)} \sum_{\boldsymbol{\alpha} \in \overline{\overline{\mathcal{L}}}_{n} \backslash \overline{\mathcal{L}}_{\epsilon, n}} E_{\boldsymbol{\alpha}}>Q_{1}\right) \\
& +\mathbb{P}\left(\frac{1}{\#\left(\overline{\mathcal{L}}_{\epsilon, n}\right)} \sum_{\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{\epsilon, n}} E_{\boldsymbol{\alpha}}>Q_{1}\right) . \tag{6.6}
\end{align*}
$$

By the LDP for empirical mean of independent standard exponentially distributed random variables (particular application of Cramér's Theorem [DZ98, Theorem 2.2.3]), follows

$$
\lim _{n} \frac{1}{n} \ln \mathbb{P}\left(\frac{1}{n} \sum_{i=1}^{n} Z_{i} \geq Q_{1}\right) \leq-Q_{1}+1+\ln Q_{1} .
$$

Hence, by Lemma 1.2 .15 of [DZ98], (6.5) and (6.6)

$$
\begin{aligned}
\limsup & \frac{1}{N(n)} \ln \mathbb{P}\left(\mathrm{d}\left(\widehat{Y}_{n}, \widetilde{Y}_{n}\right)>t\right) \\
& \leq \max \left(\epsilon\left(1+\ln Q_{1}-Q_{1}\right),(1-\epsilon)\left(1+\ln Q_{1}-Q_{1}\right)\right) \\
& \leq 1+\ln Q_{1}-Q_{1}
\end{aligned}
$$

The exponentially equivalence is then consequence of the arbitrariness of $t$ and $Q_{1}$.

By the previous lemma $\left(\widetilde{Y}_{n}\right)$ verifies the same LDP as $\left(\widehat{Y}_{n}\right)$. The contraction principle with the continuous application from $\overline{\mathcal{R}}_{k}$ to $\mathcal{R}_{k}$ defined by $\left(x_{\boldsymbol{\beta}}: \boldsymbol{\beta} \in \overline{\mathcal{L}}_{k}\right) \mapsto\left(x_{\boldsymbol{\beta}} / x_{(0,0, \ldots, 0)}: \boldsymbol{\beta} \in \mathcal{L}_{k}\right)$ yields the LDP for

$$
Y_{n, \boldsymbol{\beta}}=\frac{\widetilde{Y}_{n, \boldsymbol{\beta}}}{\widetilde{Y}_{n,(0,0, \ldots, 0)}}, \quad\left(\boldsymbol{\beta} \in \mathcal{L}_{k}\right)
$$

Therefore, in view of Lemma 6.1, $\left(X_{n}^{k}\right)$ verifies a LDP with good rate function

$$
I_{2}^{k}(x):=\inf _{y \in \overline{\mathcal{R}}_{k}}\left\{I_{1}^{k}(y): \frac{y_{\boldsymbol{\beta}}}{y_{(0,0, \ldots, 0)}}=x_{\boldsymbol{\beta}}, \boldsymbol{\beta} \in \mathcal{L}_{k}\right\}
$$

It remains to proof that $I_{\mathcal{S}}^{k} \equiv I_{2}^{k}$.
Lemma 6.3. $I_{\mathcal{S}}^{k} \equiv I_{2}^{k}$.
Proof. The core of the proof is a particular application of a duality theorem concerning optimization on measure spaces. Let $\mathcal{M}(\mathcal{S})\left(\right.$ resp. $\left.\mathcal{M}_{+}(\mathcal{S})\right)$ be the space of all Borel finite (resp. finite positive) measures on $\mathcal{S}$. By Theorem 7.1.3 of [Dud89] the set $\mathcal{M}(S)$ coincide with the set of all regular Borel finite measures on $S$. For $\mu \in \mathcal{M}(\mathcal{S})$, let $\mu=\mu_{a}+\mu_{\sigma}$ be the Lebesgue decomposition of $\mu$ respect to $\nu^{\mathcal{S}}$. Let

$$
\begin{aligned}
& \Upsilon_{1}(\mu):=-\int_{\mathcal{S}} \ln \left(\frac{\mathrm{d} \mu_{a}}{\mathrm{~d} \nu}\right) \mathrm{d} \nu^{\mathcal{S}}+\infty \cdot \mu_{\sigma}^{-}(\mathcal{S}), \quad \mu \in \mathcal{M}_{r}(\mathcal{S}) \\
& \Upsilon_{2}(\Lambda):=\int_{\mathcal{S}} \ln \left(1-P_{\Lambda}\right) \mathrm{d} \nu^{\mathcal{S}}-1, \quad \Lambda \in \overline{\mathcal{R}}_{k}
\end{aligned}
$$

From Theorem 3.4 of [BL93], for $x \in \overline{\mathcal{R}}_{k}$,

$$
\begin{equation*}
\inf _{\mu \in \mathcal{M}(\mathcal{S}, x)}\left\{\Upsilon_{1}(\mu)+\mu(\mathcal{S})\right\}=\sup _{\Lambda \in \overline{\mathcal{R}}_{k}}\left\{\langle x, \Lambda\rangle+\Upsilon_{2}(\Lambda)\right\} \tag{6.7}
\end{equation*}
$$

where, for $x \in \overline{\mathcal{R}}_{k}$,

$$
\mathcal{M}(\mathcal{S}, x):=\left\{\mu \in \mathcal{M}(\mathcal{S}): \int_{\mathcal{S}} y^{\boldsymbol{\beta}} \mathrm{d} \mu(y)=x_{\boldsymbol{\beta}}, \boldsymbol{\beta} \in \overline{\mathcal{L}}_{k}\right\}
$$

If $\mu \notin \mathcal{M}_{+}(\mathcal{S})$, then either $\mu_{\sigma}^{-}(\mathcal{S})>0$ or $\nu^{\mathcal{S}}\left(\left\{\frac{\mathrm{d} \mu_{a}}{\mathrm{~d} \nu^{\mathcal{S}}}>0\right\}\right)>0$. Hence, $\Upsilon_{1}(\mu)=+\infty$ for all $\mu \notin \mathcal{M}_{+}(\mathcal{S})$. For $\mu \in \mathcal{M}_{+}(\mathcal{S})$, straightforward calculations yield

$$
\begin{equation*}
-\int_{\mathcal{S}} \ln \left(\frac{\mathrm{d} \mu_{a}}{\mathrm{~d} \nu^{\mathcal{S}}}(s)\right) \mathrm{d} \nu^{\mathcal{S}}=\mathcal{K}\left(\nu^{\mathcal{S}}, \mu\right) \tag{6.8}
\end{equation*}
$$

where $\mathcal{K}$ is the corresponding Kullback information for positive measures.

Then, by (6.7) and (6.2)

$$
\begin{equation*}
I_{1}^{k}(x)=\inf _{\mu \in \mathcal{M}_{+}(\mathcal{S}, x)} \mathcal{K}\left(\nu^{\mathcal{S}}, \mu\right)+x_{(0,0, \ldots, 0)}-1, \tag{6.9}
\end{equation*}
$$

where $\mathcal{M}_{+}(\mathcal{S}, x)=\mathcal{M}(\mathcal{S}, x) \cap \mathcal{M}_{+}(\mathcal{S})$. Let $z \in \overline{\mathcal{R}}_{k}$ define $\hat{z} \in \overline{\mathcal{R}}_{k}$ as

$$
\begin{aligned}
\hat{z}_{(0,0, \ldots, 0)} & =1, \\
\hat{z}_{\boldsymbol{\beta}} & =z_{\boldsymbol{\beta}}, \quad\left(\boldsymbol{\beta} \in \mathcal{L}_{k}\right) .
\end{aligned}
$$

Then, by (6.9)

$$
\begin{aligned}
I_{2}^{k}(z) & =\inf _{r \in \mathbb{R}_{+}}\left\{I_{1}^{k}(r \hat{z})\right\} \\
& =\inf _{r \in \mathbb{R}_{+}}\left\{\inf _{\mu \in \mathcal{P}(\mathcal{S},\{z\})} \mathcal{K}\left(\nu^{\mathcal{S}}, \mu\right)-\ln r+r-1\right\} .
\end{aligned}
$$

The fact that the minimum value of the real function $r \rightarrow r-\ln r$ is 1 yields

$$
I_{2}^{k}(z)=\inf _{\mu \in \mathcal{P}(\mathcal{S},\{z\})} \mathcal{K}\left(\nu^{\mathcal{S}}, \mu\right) .
$$

6.3. Proof of Theorem 3.5. Throughout this section $\left(M_{n}: n \in \mathbb{N}\right)$ is a sequence of positive real numbers increasing to $+\infty$ such that $M_{n}=o\left(N_{n}\right)$. For make a shorter notation we write $M$ (resp. $N$ ) instead of $M_{n}$ (resp. $N_{n}$ ).

Define the sequence of random multi-sequences $\left(\widehat{Z}_{n}: n \in \mathbb{N}\right)$ as

$$
\begin{aligned}
\widehat{Z}_{n,(0, \ldots, 0)} & =\widetilde{Y}_{n,(0, \ldots, 0)}, \\
\widehat{Z}_{n, \boldsymbol{\beta}} & =\sqrt{\frac{N(n)}{M(n)}}\left(\widetilde{Y}_{n, \boldsymbol{\beta}}-\mathbf{c}_{\boldsymbol{\beta}}^{\mathcal{S}}\right), \quad\left(\boldsymbol{\beta} \in \mathcal{L}_{k}\right)
\end{aligned}
$$

where $\widetilde{Y}_{n}$ is as (6.1). The proof is based on the Gärtner-Ellis theorem [DZ98, Theorem 2.3.6] which involves the limit of the logarithmic moment generating function. Hence, for all $\widetilde{\Lambda} \in \overline{\mathcal{R}}_{k}$, we have to calculate

$$
\widetilde{\Theta}(\widetilde{\Lambda}):=\lim _{n} \frac{1}{M} \ln \mathbb{E}\left[\exp \left(M\left\langle\widetilde{\Lambda}, \widehat{Z}_{n}\right\rangle\right)\right] .
$$

Given $\widetilde{\Lambda} \in \overline{\mathcal{R}}_{k}$, we denote by $\Lambda$ the multi-sequence $\Lambda=\left(\widetilde{\Lambda}_{\boldsymbol{\beta}}: \boldsymbol{\beta} \in \mathcal{L}_{k}\right)$. For $n$ big enough,

$$
\begin{aligned}
& \mathbb{E}\left[\exp \left(M\left\langle\widetilde{\Lambda}, \widehat{Z}_{n}\right\rangle\right)\right] \\
& =\exp \left(-\sqrt{M N} \sum_{\boldsymbol{\beta} \in \mathcal{L}_{k}} \Lambda_{\boldsymbol{\beta}} \mathbf{c}_{\boldsymbol{\beta}}^{\mathcal{S}}\right) \\
& \\
& \times \int_{\mathbb{R}_{+}^{N}} \exp \left(\sum_{\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{n}} x_{\boldsymbol{\alpha}}\left[\sqrt{\frac{M}{N}}(B(\Lambda, n, \boldsymbol{\alpha}))+\frac{M}{N} \widetilde{\Lambda}_{(0,0, \ldots, 0)}-1\right]\right) \prod_{\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{n}} \mathrm{~d} x_{\boldsymbol{\alpha}} \\
& =\exp \left(-\sqrt{M N} \sum_{\boldsymbol{\beta} \in \mathcal{L}_{k}} \Lambda_{\boldsymbol{\beta}} \mathbf{c}_{\boldsymbol{\beta}}^{\mathcal{S}}\right) \prod_{\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{n}}\left(1-\sqrt{\frac{M}{N}}(B(\Lambda, n, \boldsymbol{\alpha}))-\frac{M}{N} \widetilde{\Lambda}_{(0,0, \ldots, 0)}\right)^{-1},
\end{aligned}
$$

where

$$
B(\Lambda, n, \boldsymbol{\alpha})=\sum_{\boldsymbol{\beta} \in \mathcal{L}_{k}} \Lambda_{\boldsymbol{\beta}} \frac{\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}}}{\binom{n}{\boldsymbol{\beta}}} \mathbb{I}_{\{\boldsymbol{\beta} \leq \boldsymbol{\alpha}\}} .
$$

Using the Taylor expansion $\ln (1+r)=r+1 / 2 r^{2}+o\left(r^{2}\right)$ valid in a neighborhood of 0

$$
\begin{aligned}
& \frac{1}{M} \ln \mathbb{E}\left[\exp \left(M\left\langle\widetilde{\Lambda}, \widehat{Z}_{n}\right\rangle\right)\right] \\
& =-\sqrt{\frac{N}{M}} \sum_{\boldsymbol{\beta} \in \mathcal{L}_{k}} \Lambda_{\boldsymbol{\beta}} \mathbf{c}_{\boldsymbol{\beta}}^{\mathcal{S}}-\frac{1}{M} \sum_{\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{n}} \ln \left(1-\sqrt{\frac{M}{N}}(B(\Lambda, n, \boldsymbol{\alpha}))-\frac{M}{N} \widetilde{\Lambda}_{(0,0, \ldots, 0)}\right) \\
& =-\sqrt{\frac{N}{M}} \sum_{\boldsymbol{\beta} \in \mathcal{L}_{k}} \widetilde{\Lambda}_{\boldsymbol{\beta}} \mathbf{c}_{\boldsymbol{\beta}}^{\mathcal{S}}+\widetilde{\Lambda}_{(0,0, \ldots, 0)}+\frac{1}{\sqrt{N M}} \sum_{\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{n}}(B(\Lambda, n, \boldsymbol{\alpha})) \\
& \quad+\frac{1}{2 N} \sum_{\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{n}}(B(\Lambda, n, \boldsymbol{\alpha}))^{2}+o\left(\left(\frac{M}{N}\right)^{\frac{3}{2}}\right) .
\end{aligned}
$$

In [Gup00, p. 427], using combinatorial calculations, it is proved that

$$
\sum_{\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{n}} \frac{\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}}}{N\binom{n}{\boldsymbol{\beta}}} \mathbb{I}_{\{\boldsymbol{\beta} \leq \boldsymbol{\alpha}\}}=\mathbf{c}_{\boldsymbol{\beta}}^{\mathcal{S}} .
$$

Consequently,

$$
\frac{1}{\sqrt{N M}} \sum_{\boldsymbol{\alpha} \in \overline{\mathcal{L}_{n}}}(B(\Lambda, n, \boldsymbol{\alpha}))=\sqrt{M N} \sum_{\boldsymbol{\beta} \in \mathcal{L}_{k}} \Lambda_{\boldsymbol{\beta}} \mathbf{c}_{\boldsymbol{\beta}}^{\mathcal{S}}
$$

and

$$
\frac{1}{M} \ln \mathbb{E}\left[\exp \left(M\left\langle\widetilde{\Lambda}, \widehat{Z}_{n}\right\rangle\right)\right]=\widetilde{\Lambda}_{(0,0, \ldots, 0)}+\frac{1}{2 N} \sum_{\boldsymbol{\alpha} \in \overline{\mathcal{L}}_{n}}(B(\Lambda, n, \boldsymbol{\alpha}))^{2}
$$

Let $F_{n}: \mathcal{S} \rightarrow \mathbb{R}$ defined as

$$
F_{n}(x)=B(\Lambda, n, \boldsymbol{\alpha}) \quad \text { if } \quad \frac{\alpha_{i}-1}{n} \leq x_{i}<\frac{\alpha_{i}}{n}
$$

and, for $x$ with $x_{1}+x_{2}+\ldots+x_{k}=1, F_{n}(x)$ is defined by continuity. Using inequality (6.3) we obtain the uniform convergence, when $n \rightarrow+\infty$, of $\left(F_{n}\right)$ to the polynomial $P_{\Lambda}$. Therefore,

$$
\widetilde{\Theta}(\widetilde{\Lambda})=\widetilde{\Lambda}_{(0,0, \ldots, 0)}+\frac{1}{2} \int_{\mathcal{S}}\left(P_{\Lambda}(x)\right)^{2} \mathrm{~d} x .
$$

We may write

$$
\widetilde{\Theta}(\widetilde{\Lambda})=\widetilde{\Lambda}_{(0,0, \ldots, 0)}+\frac{1}{2} \Lambda^{T} D \Lambda
$$

where $D$ is the matrix defined as

$$
D(\boldsymbol{\alpha}, \boldsymbol{\beta}):=\mathbf{c}_{\boldsymbol{\alpha}+\boldsymbol{\beta}}^{\mathcal{S}} \quad\left(\boldsymbol{\alpha}, \boldsymbol{\beta} \in \mathcal{L}_{k}\right) .
$$

From Gärtner-Ellis theorem we have the LDP for $\left(\widehat{Z}_{n}\right)$ with good rate function

$$
\widetilde{H}(\widetilde{x})=\sup _{\widetilde{\Lambda} \in \overline{\mathcal{R}}_{k}}\{\langle\widetilde{\Lambda}, \widetilde{x}\rangle-\widetilde{\Theta}(\widetilde{\Lambda})\}, \quad\left(\widetilde{x} \in \overline{\mathcal{R}}_{k}\right) .
$$

By straightforward calculations

$$
\widetilde{H}(\widetilde{x})=\left\{\begin{array}{ll}
+\infty & \text { if } \widetilde{x}_{(0,0, \ldots, 0)} \neq 1, \\
\frac{1}{2} x^{T} D^{-1} x & \text { if } \widetilde{x}_{(0,0, \ldots, 0)}=1,
\end{array} \quad\left(\widetilde{x} \in \overline{\mathcal{R}}_{k}\right)\right.
$$

where $x=\left(\widetilde{x}_{\boldsymbol{\beta}}, \boldsymbol{\beta} \in \mathcal{L}_{k}\right) \in \mathcal{R}_{k}$. Now, by the contraction principle it follows a LDP for ( $\widetilde{Z}_{n}$ ) with good rate function defined as, for $y \in \mathcal{R}_{k}$,

$$
\begin{aligned}
H_{\mathcal{S}}(y) & =\inf \left\{\widetilde{H}(\widetilde{x}): y_{\boldsymbol{\beta}}=\frac{\widetilde{x}_{\boldsymbol{\beta}}}{\widetilde{x}_{(0,0, \ldots, 0)}}, \quad \boldsymbol{\beta} \in \mathcal{L}_{k}\right\} \\
& =\frac{1}{2} y^{T} D^{-1} y
\end{aligned}
$$

and speed $\left(M^{-1}\right)$.

### 6.4. Proof of Theorem 3.6.

Lemma 6.4. $\left(\mu_{n}\right)$ verifies a LDP on $\mathcal{R}_{\infty}$ endowed with the topology induced by pointwise convergence with the good rate function $I_{\mathcal{G}}$ and the speed $\left(\binom{n+m}{n}^{-1}\right)$.

Proof. For $k<n$ define $\mu_{n}^{(k)}:=\mu_{n} \circ\left(\Pi_{\infty, k}^{\mathcal{S}}\right)^{-1} \in \mathcal{P}\left(\mathcal{R}_{k}\right)$. The fact that $\Pi_{\infty, k}^{\mathcal{S}}=\Pi_{n, k}^{\mathcal{S}} \circ \Pi_{\infty, n}^{\mathcal{S}}$ implies that $\mu_{n}^{(k)}=U_{n} \circ\left(\Pi_{n, k}^{\mathcal{S}}\right)^{-1}$, the law of $X_{n}^{k}$. Consequently $\left(\mu_{n}^{(k)}\right)$ verifies the LDP with good rate function $I_{\mathcal{S}}^{k}$. By DawsonGärtner theorem we have the LDP for $\left(\mu_{n}\right)$ on the projective limit of $\mathcal{R}_{k}$, that is $\mathcal{R}_{\infty}$ (equip with the pointwise convergence topology) with good rate function

$$
\begin{equation*}
\mathbf{c} \mapsto \sup _{k \in \mathbb{N}} I_{\mathcal{S}}^{k}\left(\Pi_{\infty, k}^{\mathcal{S}} \mathbf{c}\right), \quad\left(\mathbf{c} \in \mathcal{R}_{\infty}\right) . \tag{6.10}
\end{equation*}
$$

By definition of $I_{\mathcal{G}}$, for all $k \in \mathbb{N}^{*}$,

$$
I_{\mathcal{S}}^{k}(x)=\inf \left\{I_{\mathcal{G}}(\mathbf{c}): \Pi_{\infty, k}^{\mathcal{S}} \mathbf{c}=x\right\}, \quad\left(\forall x \in M_{k}^{\mathcal{S}}\right)
$$

Therefore, in view of Lemma 4.6.5 of [DZ98] we have that the function in (6.10) is exactly $I_{\mathcal{G}}$.

In view of Corollary 4.2.6 of [DZ98] it is sufficient to prove that $\mathcal{C}_{\infty}$ is compact in the topology induced by the norm.

Lemma 6.5. The set $\mathcal{C}_{\infty}$ is compact.
Proof. The proof follows elemental arguments. Since $\mathcal{C}_{\infty}$ is a closed set it is sufficient to proof that it is totally bounded, i.e. for all $\xi>0$ there is a finite set $\left\{\mathbf{y}_{i}: i \in \mathcal{I}\right\} \subset \mathcal{C}_{\infty}$ such that

$$
\forall \mathbf{c} \in \mathcal{C}_{\infty} \exists i \in \mathcal{I}:\left\|\mathbf{c}-\mathbf{y}_{i}\right\| \leq \xi .
$$

Let $\xi>0$ and $N_{\xi}$ such that

$$
\begin{equation*}
\sum_{n>N_{\xi}} \frac{1}{n^{2}}<\frac{\xi}{2} . \tag{6.11}
\end{equation*}
$$

For $n \in \mathbb{N}$, let

$$
\mathcal{C}_{n}:=\left\{\left(c_{\boldsymbol{\beta}}: 0 \leq c_{\boldsymbol{\beta}} \leq 1, \boldsymbol{\beta} \in \mathcal{L}_{n}\right)\right\} \subset \mathcal{R}_{n} .
$$

The set $\mathcal{C}_{N_{\xi}}$ is a compact set in $\mathcal{R}_{N_{\xi}}$ equipped with the norm

$$
\|\mathbf{a}\|_{N_{\xi}}:=\sum_{\boldsymbol{\beta} \in \mathcal{L}_{N_{\xi}}} \frac{1}{\binom{(\boldsymbol{\beta} \mid+m}{m}|\boldsymbol{\beta}|^{2}}\left|c_{\boldsymbol{\beta}}\right| \quad \text { for } \mathbf{a} \in \mathcal{R}_{N_{\xi}} .
$$

Consequently, $\mathcal{C}_{N_{\xi}}$ is totally bounded. Thus, there is a finite subset $\left\{\mathbf{x}_{i}: i \in\right.$ $\mathcal{I}\}$ of $\mathcal{C}_{N_{\xi}}$ such that for all $\mathbf{a} \in \mathcal{C}_{N_{\xi}}$, there is $\mathbf{x}_{i}$ with

$$
\begin{equation*}
\left\|\mathbf{a}-\mathbf{x}_{i}\right\|_{N_{\xi}} \leq \frac{\xi}{2} . \tag{6.12}
\end{equation*}
$$

For all $i \in \mathcal{I}$, define $\mathbf{y}_{i} \in \mathcal{C}_{\infty}$ by

$$
\mathbf{y}_{i, \boldsymbol{\beta}}:= \begin{cases}\mathbf{x}_{i, \boldsymbol{\beta}} & \text { if } \boldsymbol{\beta} \in \mathcal{L}_{N_{\xi}}, \\ 0 & \text { otherwise }\end{cases}
$$

Let $\mathbf{c} \in \mathcal{C}_{\infty}$. There exists $i \in \mathcal{I}$ such that (6.12) holds with $\mathbf{a}=\Pi_{\infty, N_{\xi}}^{\mathcal{S}} \mathbf{c}$. Hence,

$$
\begin{align*}
\left\|\mathbf{c}-\mathbf{y}_{i}\right\| & =\sum_{\boldsymbol{\beta} \in \mathcal{L}_{N_{\xi}}} \frac{\mid c_{\boldsymbol{\beta}}-\mathbf{y}_{i, \boldsymbol{\beta} \mid}}{\binom{|\boldsymbol{\beta}|+m}{m}|\boldsymbol{\beta}|^{2}}+\sum_{|\boldsymbol{\beta}|>N_{\xi}} \frac{\mid c_{\boldsymbol{\beta}}-\mathbf{y}_{i, \boldsymbol{\beta} \mid}}{\binom{|\boldsymbol{\beta}|+m}{m}|\boldsymbol{\beta}|^{2}}  \tag{6.13}\\
& \leq\left\|\Pi_{\infty, N_{\xi}}^{\mathcal{S}} \mathbf{c}-\mathbf{x}_{i}\right\|_{N_{\xi}}+\sum_{|\boldsymbol{\beta}|>N_{\xi}} \frac{1}{\binom{|\boldsymbol{\beta}|+m}{m}|\boldsymbol{\beta}|^{2}} .
\end{align*}
$$

Since $\#(\{\boldsymbol{\beta}:|\boldsymbol{\beta}|=n\}) \leq \#\left(\overline{\mathcal{L}}_{n}\right)=\binom{n+m}{m}$, (6.11) yields the bound

$$
\sum_{|\boldsymbol{\beta}|>N_{\xi}} \frac{1}{\binom{(\boldsymbol{\mathcal { B }} \mid+m}{m}|\boldsymbol{\beta}|^{2}}=\sum_{n>N_{\xi}} \sum_{|\boldsymbol{\beta}|=n} \frac{1}{\binom{n+m}{m} n^{2}}<\frac{\xi}{2} .
$$

This bound, (6.13) and (6.12) imply

$$
\left\|\mathbf{c}-\mathbf{y}_{i}\right\| \leq \xi .
$$

## 7. Proofs of results of Section 4

Throughout this section $X_{n}^{k}$ stands for $X_{n}^{\mathbb{T}, k}$.
7.1. Trigonometric and canonical moments. We consecrate this subsection to the canonical moments. These, like in [CKS93] and [GLC], are the principal tool to proof the results. This time, in the trigonometric moment context. The notation and preliminary results follows Chapter 9 of [DS97]. Throughout this subsection consider $\mu \in \mathcal{P}(\mathbb{T})$ fixed. Further, for $n \in \mathbb{N}^{*}$, $\mathbf{t}^{n}:=\mathbf{t}^{n}(\mu)=\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ and $\Delta_{n}:=\Delta_{n}\left(\mathbf{t}^{n}\right)$.

For $w \in \mathbb{C}$, let

$$
R_{n}(w):=\left|\begin{array}{ccccc}
t_{1} & t_{2} & \ldots & t_{n} & w \\
t_{0} & t_{1} & \ldots & t_{n-1} & t_{n} \\
\vdots & \vdots & & \vdots & \vdots \\
t_{-n+1} & t_{-n+2} & \ldots & t_{0} & t_{1}
\end{array}\right|
$$

For $\mathbf{t}^{n} \in M_{n}^{\mathbb{T}}$, the range of the $(n+1)$-th moment is the circle

$$
\left\{\left|z-s_{n+1}\right| \leq r_{n+1}\right\}
$$

where $s_{n+1}=(-1)^{n+1} R_{n}(0) / \Delta_{n-1}$ and $r_{n+1}=\Delta_{n} / \Delta_{n+1}$.
Let $\mathbf{t}^{n} \in \operatorname{int} M_{n}^{\mathbb{T}}$ the first $n$ canonical moments of the measure $\mu$ are defined by

$$
\begin{equation*}
p_{k}=\frac{t_{k}-s_{k}}{r_{k}} \in \mathbb{D}, \quad k=1,2, \ldots, n \tag{7.1}
\end{equation*}
$$

where $\mathbb{D}=\{z \in \mathbb{C}:|z| \leq 1\}$. They can be alternatively expressed as

$$
p_{k}=\frac{(-1)^{k-1}}{\Delta_{k-1}} R_{k-1}\left(t_{k}\right), \quad k=1,2, \ldots, n .
$$

We will denote by $\mathbf{p}_{n}$ the map from int $M_{n}^{\mathbb{T}}$ to $\mathbb{D}^{n}$ representing (7.1).
Consequently

$$
\frac{\partial p_{i}}{\partial t_{j}}= \begin{cases}0, & \text { if } i<j, \\ (-1)^{j-1} \frac{\Delta_{j-2}}{\Delta_{j-1}}, & \text { if } i=j\end{cases}
$$

and

$$
\begin{equation*}
\left|\frac{\partial p_{i}}{\partial t_{j}}\right|_{i, j=1 \ldots n}=\prod_{k=1}^{n-1}(-1)^{j} \frac{\Delta_{j-1}}{\Delta_{j}}=\frac{(-1)^{\frac{n(n-1)}{2}}}{\Delta_{n-1}} . \tag{7.2}
\end{equation*}
$$

We have then the following lemma:
Lemma 7.1 ( Lemma 10.7.1 of [DS97]). The first-order Taylor expansion of the inverse of (7.1) around $(0,0, \ldots, 0)$ is given by

$$
t_{n}\left(p_{1}, p_{2}, \ldots, p_{n}\right)=p_{n}+O\left(\sum_{i=1}^{n}\left|p_{i}\right|^{2}\right) .
$$

Lemma 7.2 ([DS97, Lemma 9.3.4, Corollary 9.3.5]).

$$
\begin{gather*}
\frac{\Delta_{n-1}}{\Delta_{n}}=\prod_{j=1}^{n}\left(1-\left|p_{j}\right|^{2}\right)  \tag{7.3}\\
\Delta_{n}=\prod_{j=1}^{n}\left(1-\left|p_{j}\right|^{2}\right)^{n-j+1} \tag{7.4}
\end{gather*}
$$

7.2. Proof of Theorem 4.1. Let $\eta_{n}$ denote the probability measure on $\mathbb{D}$ defined by

$$
\mathrm{d} \eta_{n}(z)=\frac{n+1}{\pi}\left(1-|z|^{2}\right)^{n} \mathrm{~d} \rho_{1}(z) .
$$

Recall that $\rho_{n}$ denotes the Lebesgue measure on $\mathbb{C}^{n}$.
Lemma 7.3. Endowing $M_{n}^{\mathbb{T}}$ with the uniform probability measure is equivalent to the $n$ first canonical coordinates $p_{j}, j=1,2, \ldots, n$ being independent random variables in such a way that $p_{j}$ has distribution law $\eta_{n-j}$.
Proof. Let $f$ an arbitrary function on $M_{n}^{\mathbb{T}}$, then

$$
\mathbb{E}_{n} f=C_{n} \int_{M_{n}^{\mathrm{T}}} f\left(\mathbf{t}^{n}\right) \mathrm{d} \rho_{n}\left(\mathbf{t}^{n}\right)
$$

with $C_{n}:=1 / \rho_{n}\left(M_{n}^{\mathbb{T}}\right)$. Writing the integral in the variables $p_{i}$ (using (7.2) and (7.4)) we have that

$$
\mathbb{E}_{n} f=C_{n} \int_{\mathbb{D}^{n}} f\left(p_{1}, \ldots, p_{n}\right) \prod_{j=1}^{n-1}\left(1-\left|p_{j}\right|^{2}\right)^{n-j} \mathrm{~d} \rho_{1}\left(p_{1}\right) \ldots \mathrm{d} \rho_{1}\left(p_{n}\right) .
$$

The proof is completed calculating $\int_{\mathbb{D}}\left(1-|z|^{2}\right)^{n} \mathrm{~d} \rho_{1}(z)=\pi /(n+1)$.
The relation (4.1) follows from

$$
\operatorname{Volume}_{\mathbb{R}^{2 n}}\left(M_{n}^{\mathbb{T}}\right)=\rho_{n}\left(M_{n}^{\mathbb{T}}\right)=\left[\prod_{j=1}^{n-1} \int_{\mathbb{D}}\left(1-|z|^{2}\right)^{j} \mathrm{~d} \rho_{1}(z)\right]^{-1} .
$$

Lemma 7.4. Let $Y_{n}$ be a random variable following law $\eta_{n}$. The sequence $\left(\sqrt{n} Y_{n}\right)$ converges in distribution to a normal complex distribution with real and imaginary parts independent with expectation 0 and variance 2.

Proof. By previous lemma, for any $1 \leq j \leq k$ the distribution of $Y_{n, j}$ has density

$$
d_{n}^{j}(z):=\frac{n-j+1}{n \pi}\left(1-\frac{|z|^{2}}{n}\right)^{n} \mathbb{I}_{\{z \leq \sqrt{n}\}} .
$$

In view of the dominated convergence Lebesgue's Theorem, the bound $d_{n}^{j}(z) \leq$ $2 \exp \left(-|z|^{2}\right) / \pi$ and the pointwise limit $d_{n}^{j}(z) \underset{n}{\longrightarrow} e^{-|z|^{2}} / \pi$ (for all $z \in \mathbb{C}$ and $j=1,2, \ldots, k)$ imply, for $A$ borelian set of $\mathbb{C}^{k}$,

$$
\lim _{n} \mathbb{P}\left(\sqrt{n} Y_{n} \in A\right)=\frac{1}{\pi^{k}} \int_{A} e^{-\|\mathbf{z}\|} \mathrm{d} \rho_{k}(\mathbf{z}) .
$$

By Lemma 7.3 and 7.4 we have the asymptotic complex normal distribution of $\left(\mathbf{p}_{k}\left(X_{n}^{k}\right): n \in \mathbb{N}\right)$. The asymptotic normality of $\left(X_{n}^{k}: n \in \mathbb{N}\right)$ follows from Lemma 7.1 and the $\delta$-method [VdV98, Theorem 3.1].

### 7.3. Proof of Theorem 4.2.

Lemma 7.5. The distribution family $\left(\eta_{n}\right)$ satisfies the LDP with good rate function

$$
J_{1}(z)=-\ln \left(1-|z|^{2}\right) \quad(z \in \mathbb{C}) .
$$

Proof. Define, for $z_{0} \in \mathbb{D} \backslash\{0\}, r_{0}>0$ and $0<\theta_{0} \leq \pi$,

$$
V\left(z_{0}, r_{0}, \theta_{0}\right)=\left\{z \in \mathbb{D}:\left||z|-\left|z_{0}\right|\right|<r_{0}, \quad\left|\operatorname{Arg}(z)-\operatorname{Arg}\left(z_{0}\right)\right|<\theta_{0}\right\} .
$$

Let $z_{0} \in \mathbb{D} \backslash\{0\}$, then for $0<r_{0}<\left|z_{0}\right|$ and $0<\theta_{0} \leq \pi$, we have

$$
\begin{aligned}
\eta_{n}\left(V\left(z_{0}, r_{0}, \theta_{0}\right)\right) & :=\int_{V\left(z_{0}, r_{0}, \theta_{0}\right)} \frac{n+1}{\pi}\left(1-|z|^{2}\right)^{n} \mathrm{~d} \nu(z) \\
& \leq \frac{2 \theta_{0}(n+1)}{\pi}\left(1-\left(\left|z_{0}\right|-r\right)^{2}\right)^{n} .
\end{aligned}
$$

This leads to the bound

$$
\begin{equation*}
\inf _{U \in \mathcal{V}\left(z_{0}\right)}\left\{\limsup _{n} \frac{1}{n} \ln \eta_{n}(U)\right\} \leq 1-\left|z_{0}\right|^{2} \tag{7.5}
\end{equation*}
$$

This last inequality is obviously also true for $z_{0}=0$. Now, for $z_{0} \in \mathbb{D} \backslash\{0\}$ and $U \in \mathcal{V}\left(z_{0}\right)$ with $U \subset \mathbb{D}$, there exists $r_{0}>0$ and $0<\theta_{0} \leq \pi$ such that $V\left(z_{0}, r_{0}, \theta_{0}\right) \subset U$. Then

$$
\begin{aligned}
\eta_{n}(U) & \geq \eta_{n}\left(V\left(z_{0}, r_{0}, \theta_{0}\right)\right) \\
& \geq \frac{\theta_{0}(n+1)}{\pi}\left(1-\left(\left|z_{0}\right|+r\right)^{2}\right)^{n} .
\end{aligned}
$$

Consequently

$$
\begin{equation*}
\inf _{U \in \mathcal{V}\left(z_{0}\right)}\left\{\liminf \frac{1}{n} \ln \eta_{n}(U)\right\} \geq 1-\left|z_{0}\right|^{2} \tag{7.6}
\end{equation*}
$$

for $z_{0} \neq 0$. For $U \in \mathcal{V}(0)$ there exists $r_{0}>0$ such that $\left\{|z|<r_{0}\right\} \subset U$ then, for $r<r_{0}$,

$$
\eta_{n}(U) \geq \eta_{n}(\{|z|<r\}) \geq(n+1) r^{2}\left(1-r^{2}\right)^{n} .
$$

So the inequality (7.6) is also true for $z_{0}=0$. In view of Theorem 4.1.11 of [DZ98], (7.5) and (7.6) we have the weak LDP. The full LDP follows from the fact that the distributions $\eta_{n}$ are supported in the compact set $\mathbb{D}$.

Exercise 4.2.7 of [DZ98], Lemma 7.3 and Lemma 7.5 imply that the sequence of random variables $\left(\mathbf{p}_{k}\left(X_{n}^{k}\right): n \in \mathbb{N}\right)$ satisfies the LDP on $\mathbb{D}^{k}$ with the good rate function

$$
J_{2}^{k}(\mathbf{z})= \begin{cases}-\sum_{i=1}^{k} \ln \left(1-\left|z_{i}\right|^{2}\right) & \text { if } \mathbf{z} \in \operatorname{int} \mathbb{D}^{k} \\ +\infty & \text { otherwise }\end{cases}
$$

where $\mathbf{z}=\left(z_{1}, z_{2}, \ldots, z_{k}\right) \in \mathbb{C}^{k}$.
Now, in view of the contraction principle (write $X_{n}^{k}$ as $\mathbf{p}_{k}^{-1}\left(\mathbf{p}_{k}\left(X_{n}^{k}\right)\right)$ and use that $\mathbf{p}_{k}^{-1}(\cdot)$ is a continuous bijection), we have the LDP for $\left(X_{n}^{k}\right)$ with the good rate function

$$
I_{\mathbb{T}}^{k}(\mathbf{t})= \begin{cases}-\ln \prod_{i=1}^{k}\left(1-\left|z_{i}\right|^{2}\right) & \text { if } \mathbf{t} \in \operatorname{int} M_{k}^{\mathbb{T}}, \\ +\infty & \text { otherwise }\end{cases}
$$

for $\mathbf{t}=\mathbf{p}_{k}^{-1}(\mathbf{z})$. The expression (4.2) for $I_{\mathbb{T}}^{k}$ follows from the relation (7.3).

### 7.4. Proof of Theorem 4.3.

Lemma 7.6. Let $Y_{n}$ be a random variable having distribution $\eta_{n-k}(k \leq n)$. Let

$$
\widetilde{Y}_{n}:=\sqrt{n u_{n}} Y_{n}
$$

Then $\left(\widetilde{Y}_{n}\right)$ satisfies a LDP on $\mathbb{C}$ with good rate function

$$
J_{1}(z)=|z|^{2}
$$

and speed $\left(u_{n}\right)$.
Proof. Let $z_{0} \in \mathbb{C} \backslash\{0\}, 0<r_{0}<\left|z_{0}\right|$ and $0<\theta_{0} \leq \pi$ then we have

$$
\begin{aligned}
\mathbb{P}\left(\widetilde{Y}_{n} \in V\left(z_{0}, r_{0}, \theta_{0}\right)\right) & =\mathbb{P}\left(Y_{n} \in V\left(\frac{z_{0}}{\sqrt{n u_{n}}}, \frac{r_{0}}{\sqrt{n u_{n}}}, \theta_{0}\right)\right) \\
& =\frac{\theta_{0}(n-k+1)}{\pi} \int_{\left(n u_{n}\right)^{-1}\left(\left|z_{0}\right|-r_{0}\right)^{2}}^{\left(n u_{n}\right)^{-1}\left(\left|z_{0}\right|+r_{0}\right)^{2}}(1-\rho)^{n-k} \mathrm{~d} \rho .
\end{aligned}
$$

Consequently

$$
\mathbb{P}\left(\widetilde{Y}_{n} \in V\left(z_{0}, r_{0}, \theta_{0}\right)\right) \leq \frac{\theta_{0}(n-k+1)}{\pi n u_{n}} r_{0}\left|z_{0}\right|\left(1-\frac{\left(\left|z_{0}\right|-r_{0}\right)^{2}}{n u_{n}}\right)^{n-k} .
$$

Then

$$
\limsup _{n} u_{n} \ln \mathbb{P}\left(\tilde{Y}_{n} \in V\left(z_{0}, r_{0}, \theta_{0}\right)\right) \leq-\left(\left|z_{0}\right|-r_{0}\right)^{2}
$$

This leads to

$$
\begin{equation*}
\inf _{U \in \mathcal{V}\left(z_{0}\right)}\left\{\limsup _{n} u_{n} \ln \mathbb{P}\left(\widetilde{Y}_{n} \in U\right)\right\} \leq-\left|z_{0}\right|^{2}, \quad z_{0} \in \mathbb{C} . \tag{7.7}
\end{equation*}
$$

In the other hand, using similar arguments, we obtain

$$
\begin{equation*}
\inf _{U \in \mathcal{V}\left(z_{0}\right)}\left\{\liminf _{n} u_{n} \ln \mathbb{P}\left(\widetilde{Y}_{n} \in U\right)\right\} \geq-\left|z_{0}\right|^{2}, \quad z_{0} \in \mathbb{C} \tag{7.8}
\end{equation*}
$$

In view of Theorem 4.1.11 of [DZ98], (7.7) and (7.8) we have the weak LDP. In order to have the full LDP it suffices to show that the distributions of $\widetilde{Y}_{n},(n \in \mathbb{N})$ are exponentially tight. Let $0<r<\sqrt{n u_{n}}$, then

$$
\mathbb{P}\left(\left|\widetilde{Y}_{n}\right| \leq r\right)=1-\left(1-\frac{r^{2}}{n u_{n}}\right)^{n-k+1}
$$

and consequently

$$
\lim \sup u_{n} \ln \mathbb{P}\left(\widetilde{Y}_{n}>r\right) \leq-r^{2}
$$

The arbitrariness of $r$ implies the exponential tightness.
For all $n>k$, let

$$
\begin{aligned}
\widehat{Z}_{n}^{k} & :=\sqrt{n u_{n}} \mathbf{p}_{k}\left(X_{n}^{k}\right), \\
Z_{n}^{k} & :=\sqrt{n u_{n}} X_{n}^{k} .
\end{aligned}
$$

By Exercise 4.2.7 of [DZ98] and Lemma 7.6 we have a LDP for the sequence of random vectors $\left(\widehat{Z}_{n}^{k}: n \in \mathbb{N}\right)$ with rate function

$$
H_{\mathbb{T}}^{k}(\mathbf{p})=\sum_{i=1}^{k} J_{1}\left(p_{i}\right)=\sum_{i=1}^{k} p_{i}^{2}, \quad\left(\mathbf{p}=\left(p_{1}, p_{2}, \ldots, p_{k}\right) \in \mathbb{C}^{k}\right) .
$$

A LDP for $\left(Z_{n}^{k}: n \in \mathbb{N}^{*}\right)$ follows from the following Lemma.
Lemma 7.7. The random vector sequence $\left(\widehat{Z}_{n}^{k}\right)$ and $\left(Z_{n}^{k}\right)$ are exponentially equivalent.
Proof. By Lemma 7.1 there are constants $\epsilon, Q>0$ such that $\left\|X_{n}^{k}-\mathbf{p}_{k}\left(X_{n}^{k}\right)\right\| \leq$ $Q\left\|\mathbf{p}_{k}\left(X_{n}^{k}\right)\right\|^{2}$ whenever $\left\|\mathbf{p}_{k}\left(X_{n}^{k}\right)\right\| \leq \epsilon$. Therefore, for any $\xi>0$,

$$
\begin{aligned}
\mathbb{P}\left(\left\|\widehat{Z}_{n}^{k}-Z_{n}^{k}\right\|>\xi\right)= & \mathbb{P}\left(\left\|\widehat{Z}_{n}^{k}-Z_{n}^{k}\right\|>\xi,\left\|\mathbf{p}_{k}\left(X_{n}^{k}\right)\right\| \leq \epsilon\right) \\
& +\mathbb{P}\left(\left\|\widehat{Z}_{n}^{k}-Z_{n}^{k}\right\|>\xi,\left\|\mathbf{p}_{k}\left(X_{n}^{k}\right)\right\|>\epsilon\right) \\
\leq & \mathbb{P}\left(\left\|\widehat{Z}_{n}^{k}\right\|^{2}>\sqrt{n u_{n}} \xi Q^{-1}\right)+\mathbb{P}\left(\left\|\widehat{Z}_{n}^{k}\right\|>\sqrt{n u_{n}} \epsilon\right) .
\end{aligned}
$$

Let $Q_{0}>0$. For $n$ big enough we have $\sqrt{n u_{n}}>Q_{0}$ and consequently

$$
\begin{gathered}
\mathbb{P}\left(\left\|\widehat{Z}_{n}^{k}\right\|>\sqrt{n u_{n}} \xi Q^{-1}\right) \leq \mathbb{P}\left(\left\|\widehat{Z}_{n}^{k}\right\|^{2}>\left(\frac{\xi Q_{0}}{Q}\right)^{1 / 2}\right) \\
\mathbb{P}\left(\left\|\widehat{Z}_{n}^{k}\right\|>\sqrt{n u_{n}} \epsilon\right) \leq \mathbb{P}\left(\left\|\widehat{Z}_{n}^{k}\right\|>Q_{0} \epsilon\right) .
\end{gathered}
$$

Let $q\left(Q_{0}\right):=\min \left\{Q_{0} \epsilon, \sqrt{\xi Q_{0} Q^{-1}}\right\}$. By the LDP for $\left(\widehat{Z}_{n}^{k}\right)$ with function $J_{2}^{k}$ we have

$$
\begin{aligned}
\limsup _{n} u_{n} \ln \mathbb{P}\left(\left\|\widehat{Z}_{n}^{k}-Z_{n}^{k}\right\|>\xi\right) & \leq \limsup _{n} u_{n} \ln \left(\left\|\widehat{Z}_{n}^{k}\right\|>q\left(Q_{0}\right)\right) \\
& \leq-q\left(Q_{0}\right)
\end{aligned}
$$

From the fact that $Q_{0} \rightarrow \infty$ yields $q\left(Q_{0}\right) \rightarrow \infty$ follows the exponential tightness.
7.5. Proof of Theorem 4.4. Let $M_{\infty}^{\mathbb{T}}$ denote the space of infinite moment sequences defined as

$$
M_{\infty}^{\mathbb{T}}=\left\{\mathbf{t}=\left(t_{1}, t_{2}, \ldots\right):\left(t_{1}, t_{2}, \ldots, t_{n}\right) \in M_{n}^{\mathbb{T}}, \quad \text { for all } n \in \mathbb{N}^{*}\right\}
$$

It is well-know the bijection that exists between this space and $\mathcal{P}(\mathbb{T})$. More exactly, given $\mathbf{t}=\left(t_{1}, t_{2}, \ldots\right) \in M_{\infty}^{\mathbb{T}}$ there exists a unique measure $\mu_{\mathbf{t}}$ in $\mathcal{P}(\mathbb{T})$ such that $t_{j}\left(\mu_{\mathrm{t}}\right)=t_{j}$ for all $j$ [ST63]. Moreover, it can be easily proved that the map $\mathbf{t} \mapsto \mu_{\mathrm{t}}$ is continuous.

Equip $M_{\infty}^{\mathbb{T}}$ with the product algebra. For $n \in \mathbb{N}^{*}$, let $\widetilde{\mathbb{Q}}_{n} \in \mathcal{P}\left(M_{\infty}^{\mathbb{T}}\right)$ be the measure image of $\mathbb{Q}_{n}$ by the bijection $\mathbf{t} \mapsto \mu_{\mathbf{t}}$. Let $\Pi_{\infty, k}^{\mathbb{T}}$ denote the projection map from $M_{\infty}^{T \mathbb{T}}$ to $M_{k}^{\mathbb{T}}$. We have that $\widetilde{\mathbb{Q}}_{n} \circ\left(\Pi_{\infty, k}^{\mathbb{T}}\right)^{-1}$ is exactly the law of $X_{n}^{k}$. Then $\left(\widetilde{\mathbb{Q}}_{n} \circ\left(\Pi_{\infty, k}^{\mathbb{T}}\right)^{-1}: n \in \mathbb{N}^{*}\right)$ satisfies the LDP (Theorem 4.2) with good rate function $I_{\mathbb{T}}^{k}$. By Dawson-Gärtner's Theorem we have a LDP for $\left(\widetilde{\mathbb{Q}}_{n}\right)$ on $M_{\infty}^{\mathbb{T}}$ with good rate function

$$
\begin{aligned}
I_{\mathbb{T}}^{\infty}(\mathbf{t}) & =\sup _{k \in \mathbb{N}} I_{\mathbb{T}}^{k}\left(\Pi_{\infty, k}^{\mathbb{T}} \mathbf{t}^{\infty}\right) \\
& = \begin{cases}\sup _{k \in \mathbb{N}}-\ln \left(\frac{\Delta_{k}\left(\Pi_{\infty, k}^{\mathbb{T}} \mathbf{t}\right)}{\Delta_{k-1}\left(\Pi_{\infty, k-1}^{\mathbb{T}} \mathbf{t}\right)}\right) & \text { if } \mathbf{t} \in \operatorname{int} M_{\infty}^{\mathbb{T}} \\
+\infty & \text { otherwise. }\end{cases}
\end{aligned}
$$

From (7.3) we have that

$$
\sup _{k}-\ln \frac{\Delta_{k}\left(\Pi_{\propto, k}^{\mathbb{T}} \mathbf{t}\right)}{\Delta_{k-1}\left(\Pi_{\infty, k-1}^{\mathbb{T}} \mathbf{t}\right)}=\lim _{k}-\ln \frac{\Delta_{k}\left(\Pi_{\propto, k}^{\mathbb{T}} \mathbf{t}\right)}{\Delta_{k-1}\left(\Pi_{\infty, k-1}^{\mathbb{T}} \mathbf{t}\right)}
$$

Now, by the Grenander-Szegö's Theorem [GS58, §5.2] we have

$$
\lim _{k}-\ln \frac{\Delta_{k}\left(\Pi_{\infty, k}^{\mathbb{T}} \mathbf{t}\right)}{\Delta_{k-1}\left(\Pi_{\infty, k-1}^{\mathbb{T}} \mathbf{t}\right)}=\int_{\mathbb{T}} \ln \frac{\mathrm{d} \nu^{\mathbb{T}}}{\mathrm{d} \mu_{\mathbf{t}}} \mathrm{d} \nu^{\mathbb{T}} .
$$

In view of the contraction principle with the continuous map $\mathbf{t} \mapsto \mu_{\mathbf{t}}$ we have a LDP for $\left(\mathbb{Q}_{n}\right)$.

The proof of the Corollary 4.5 follows from the LDP for $\left(\mathbb{Q}_{n}\right)$ using the last expression for the rate function and the contraction principle on other sense.
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