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#### Abstract

A rotor-router walk on a graph is a deterministic process, in which each vertex is endowed with a rotor that points to one of the neighbors. A particle located at some vertex first rotates the rotor in a prescribed order, and then it is routed to the neighbor the rotor is now pointing at. In the current work we make a step toward in understanding the behavior of rotor-router walks on random trees. More precisely, we consider random i.i.d. initial configurations of rotors on Galton-Watson trees $\mathcal{T}$, i.e. on a family tree arising from a Galton-Watson process, and give a classification in recurrence and transience for rotor-router walks on these trees.
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## 1 Introduction

A rotor-router walk on a graph is a deterministic process in which the exits from each vertex follow a prescribed periodic sequence. For an overview and other properties, see the expository paper [8]. Rotor-router walks capture in many aspects the expected behavior of simple random walks, but with significantly reduced fluctuations compared to a typical random walk trajectory; for more details see [4, 7, 9]. However, this similarity breaks down when one looks at recurrence or transience of the walks, where the rotorrouter walk may behave differently than the corresponding random walk. When referring to rotor-router walks, we shall sometimes use only the shorter name rotor walks.

A key result of Schramm states that for any choice of the initial rotor configuration, the rotor-router walk is in a certain sense no more transient than the random walk. A proof of this result is presented in [9, Theorem 10]. The other direction is more sensitive, since it depends on the choice of the initial configuration. There exist graphs where the simple random walk is transient, but the rotor-router walk is still recurrent. We say that a rotor-router walk which started at the origin with initial rotor configuration $r$ is recurrent if it returns to the origin infinitely many times. Otherwise we say that the rotor-router walk is transient (or the rotor configuration $r$ is transient). In [2] it is shown that for any $d \geq 1$ and any initial rotor mechanism (cyclic order in which the neighbors are served) on $\mathbb{Z}^{d}$, there exists a recurrent rotor configuration (which send particles initially back toward the origin); on $\mathbb{Z}^{2}$ an example of an initial rotor configuration for which the rotor-router walk is recurrent was given in [9, Theorem 5]. See also [12] for

[^0]homogeneous trees and [6] for initial rotor configurations with all rotors aligned on $\mathbb{Z}^{d}$. On general trees, the issue of transience and recurrence was studied in detail in [1]. An extension for random initial configuration of rotors was made in [10] on directed covers of graphs.

In this note we investigate the recurrence and transience properties of rotor-router walks with random initial rotor configuration $\rho$ on Galton-Watson trees. The main result Theorem 3.2 gives a criterion for recurrence and transience of rotor-router walks. Moreover, if we run $n$ rotor walks starting from the root and record whether each walk returns to the root or escapes to infinity, we show that in the transient regime the relative density of escapes of the rotor-router walk equals almost surely the return probability of the simple random walk on Galton-Watson trees. If $\mathcal{T}$ is the family tree of a Galton-Watson process, and GW the law of the family tree, then as a consequence of the main result we get the following.

Theorem 1.1. Let $\rho$ be a uniformly distributed rotor configuration on a Galton-Watson tree $\mathcal{T}$ with mean offspring number $m$. Then for GW-almost all trees $\mathcal{T}$, the rotor-router walk on $\mathcal{T}$ is recurrent if and only if $m \leq 2$.

## 2 Preliminaries

### 2.1 Galton-Watson trees

Let $\left(Z_{h}\right)_{h \in \mathbb{N}_{0}}$ be a Galton-Watson process with offspring distribution $\xi$ given by $p_{k}=\mathbb{P}[\xi=k]$ for $k \in \mathbb{N}_{0}$. Throughout the paper we assume $p_{0}=0$; this assumption is made for presentational reasons. Informally, a Galton-Watson process is defined as follows: we start with one particle $Z_{0}=1$, which has $k$ children with probability $p_{k}$. Then each of these children also have children with the same offspring distribution, independently of each other and of their parent. This continues forever. Formally, let $\left(\xi_{i}^{h}\right)_{i, h \in \mathbb{N}}$ be i.i.d. random variables with the same distribution as $\xi$. Define $Z_{h}$ to be the size of the $h$-th generation, that is,

$$
Z_{h+1}=\sum_{i=1}^{Z_{h}} \xi_{i}^{h}
$$

and $Z_{0}=1$. Our assumption $p_{0}=0$ means that each vertex has at least one child, and the process survives almost surely. That is we have that the mean offspring number $m=\mathbb{E}[\xi] \geq 1$. Here and thereafter we denote by $\mathbb{E}[\xi]=\sum_{k \geq 1} k \xi_{k}$ for a stochastic vector $\xi$. Observe hereby that a supercritical Galton-Watson process conditioned on survival is a Galton-Watson process with $p_{0}=0$ plus some finite bushes. The existence of finite bushes does not influence recurrence and transience properties.

We will not be interested only in the size $Z_{h}$ of the $h$-th generation, but also in the underlying family trees. Let $\mathcal{T}$ be the family tree of this Galton-Watson process, with vertex set $V(\mathcal{T})=\left\{x_{i}^{h}: h \in \mathbb{N}_{0}, 1 \leq i \leq Z_{h}\right\}$. If $x_{j}^{h+1}$ is a descendant of $x_{i}^{h}$ there is an edge in the family tree between these two vertices. For ease of notation we will always identify $\mathcal{T}$ with its vertex set. Denote by GW the law of the family trees of our Galton-Watson process. For technical reasons we will add one additional vertex $s$ to the tree, which will act as the parent of the root vertex $o=x_{0}^{1}$. The vertex $s$ is called the sink of the tree. We always consider $\mathcal{T}$ together with its natural planar embedding, that is for each generation $h$ we draw the vertices $x_{i}^{h}$ from right to left, for $i=1, \ldots, Z_{h}$.

For each vertex $x \in \mathcal{T}$, denote by $\mathrm{d}_{x}$ the (random) number of children of $x$. Given the planar embedding described above, we denote by $x^{(k)}, k=0, \ldots, \mathrm{~d}_{x}$, the neighbors of $x$ in $\mathcal{T}$ in counterclockwise order beginning at the parent $x^{(0)}$ of $x$.

Throughout the paper we use the notation $\mathcal{T}$ for GW-distributed random trees, while
$T$ will be used for fixed trees. Similarly we use $r$ for fixed rotor configurations and $\rho$ for the random rotor configurations on $\mathcal{T}$.

### 2.2 Rotor-router walks

Let $T$ be an infinite tree with root (or origin) $o$. A rotor configuration r on $T$ is a map $\mathrm{r}: T \rightarrow \mathbb{N}_{0}$ such that $\mathrm{r}(x) \in\left\{0, \ldots, \mathrm{~d}_{x}\right\}$ for all vertices $x \in T$. For a given rotor configuration $r_{0}$ and a starting vertex $x_{0} \in T$, a rotor-router walk is a sequence of pairs $\left\{\left(x_{i}, r_{i}\right)\right\}_{i \geq 0}$ such that for all $i \geq 1$ we have the transition rule

$$
\mathrm{r}_{i+1}(x)= \begin{cases}\left(\mathrm{r}_{i}\left(x_{i}\right)+1\right) \bmod \left(\mathrm{d}_{x_{i}}+1\right), & \text { if } x=x_{i} \\ \mathrm{r}_{i}(x), & \text { otherwise }\end{cases}
$$

and $x_{i+1}=x_{i}^{\left(r_{i+1}\left(x_{i}\right)\right)}$. Informally this means that a particle performing a rotor-router walk, when reaching the vertex $x$ first increments the rotor at $x$ and then moves to the neighbour of $x$ the rotor is now pointing at.

Depending on the initial rotor configuration $r$, the rotor-router walk can exhibit one of the following two behaviors: either the walk eventually returns to the origin or the walk never returns to the origin and visits each vertex only finitely many times; see e.g. [9, Lemma 6]. If any vertex would be visited infinitely often, then each of its neighbors must be visited infinitely often, and so the origin itself would be visited infinitely often and we are in the recurrent case of a rotor-router walk. In the second case, when each vertex is visited only finitely many times, we are in the transient case, and we say that the rotor-router walk escapes to infinity. Here, the rotor-router walk leaves behind a well defined limit rotor configuration. In the transient case, we want also to quantify how transient an initial configuration $r$ for a rotor-router walk can be. In order to do so, we start with $n$ rotor particles at the origin of $T$ and let each of them perform a rotor-router walk until either it returns to the origin or it escapes to infinity. More formally, let $r_{1}=r$ be a fixed initial rotor configuration, and denote by $r_{n}$ the initial rotor configuration of the $n$-th particle. For all $n \geq 1$, run the $n$-th rotor-router particle until it returns to $o$ for the first time. If this occurs after a finite number of steps, let $r_{n+1}$ be the rotor configuration left behind by this particle. In case the $n$-th particle never returns to $o$ we define $r_{n+1}$ to be the limit configuration created by the $n$-th particle escaping to infinity. For $k=1, \ldots, n$, let

$$
e_{k}= \begin{cases}1, & \text { if the } n \text {-th particle escapes to infinity } \\ 0, & \text { otherwise }\end{cases}
$$

and let $E_{n}(T, r)=\sum_{k=1}^{n} e_{k}$ count the number of escapes of the first $n$ walks.
The next result, due to Schramm states that a rotor-router walk is no more transient than a random walk. A proof of this result can be found in [9, Theorem 10].
Theorem 2.1. For any locally finite graph $G$, any starting vertex, any cyclic order of neighbors and any initial rotor configuration $r$

$$
\limsup _{n \rightarrow \infty} \frac{E_{n}(G, r)}{n} \leq \gamma(G)
$$

where $\gamma(G)$ represents the probability that the simple random walk on the graph $G$ never returns to the starting vertex.

This result suggests the following question: when does $\lim _{n} \frac{E_{n}(G, r)}{n}$ exist, and when is it equal to $\gamma(G)$ ? For general state spaces $G$, the answer depends both on $G$ and on the initial configuration of rotors. We give an answer to this question for rotor-router walks
on Galton-Watson trees $\mathcal{T}$, that is we prove that the $\operatorname{limit} \lim _{n} \frac{E_{n}(\mathcal{T}, \rho)}{n}$ exists and equals $\gamma(\mathcal{T})$ almost surely, for a random initial rotor configuration $\rho$. This is the statement of the Theorem 3.2.

### 2.3 Abelian property.

Rotor-router walks possess a number of interesting properties, one of which will be used several times during the current work. This is the Abelian property, e.g. [5, Proposition 4.1], which allows several rotor-router walks to walk "simultaneously" instead of "successively". To make this precise we follow [1].

Let $T$ be a finite tree with root $o$ connected to an additional vertex $s$ (the parent of the root). Furthermore, let $S$, with $s \notin S$, be a non-empty set of the leaves of $T$, and $r$ be an initial rotor configuration on $T$. Suppose that at each vertex there is some nonnegative number of particles. At each step of the process we choose a vertex $v \notin S \cup\{s\}$ at which there is at least one particle (if such a vertex exists) and perform one step of a rotor-router walk step with this particle. Such an operation is called a legal move. A legal sequence is a sequence of legal moves. A complete legal sequence is a legal sequence, such that at the end of the sequence no further legal moves are possible.

Lemma 2.2 (Lemma 24,[1]). Consider the setting of the last paragraph. If we start with $n$ particles at o, and perform any complete legal sequence, then the process terminates in a finite number of steps, and the number of particles in $S$ is exactly $E_{n}(T, r)$.

## 3 Random initial rotor configuration

We construct random initial rotor configurations on Galton-Watson trees $\mathcal{T}$. In order to do this, for each $k \geq 0$ we choose a probability distribution $\mathcal{Q}_{k}$ supported on $\{0, \ldots, k\}$. That is, we have the sequence of distributions $\left(\mathcal{Q}_{k}\right)_{k \in \mathbb{N}_{0}}$, where

$$
\mathcal{Q}_{k}=\left(q_{k, j}\right)_{0 \leq j \leq k}
$$

with $q_{k, j} \geq 0$ and $\sum_{j=0}^{k} q_{k, j}=1$. Let $\mathcal{Q}$ be the infinite lower triangular matrix having $\mathcal{Q}_{k}$ as row vectors, i.e.:

$$
\mathcal{Q}=\left(\begin{array}{ccccc}
q_{00} & 0 & 0 & 0 & \ldots \\
q_{10} & q_{11} & 0 & 0 & \ldots \\
q_{20} & q_{21} & q_{22} & 0 & \ldots \\
q_{30} & q_{31} & q_{32} & q_{33} & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

Definition 3.1. A random rotor configuration $\rho$ on a tree $T$ is $\mathcal{Q}$-distributed, if for each $x \in T$, the rotor $\rho(x)$ is a random variable with the following properties:
(a). $\rho(x)$ is $\mathcal{Q}_{\mathrm{d}_{x}}$ distributed, i.e., $\mathbb{P}\left[\rho(x)=\mathrm{d}_{x}-l \mid \mathrm{d}_{v}=k\right]=q_{k, l}$, with $l=0, \ldots \mathrm{~d}_{x}$,
(b). $\rho(x)$ and $\rho(y)$ are independent if $x \neq y$, with $x, y \in T$.

We write $\mathrm{R}_{T}$ for the corresponding probability measure.
Then $\mathrm{RGW}=\mathrm{R}_{\mathcal{T}} \times \mathrm{GW}$ represents the probability measure given by choosing a tree $\mathcal{T}$ according to the GW measure, and then independently choosing a rotor configuration $\rho$ on $\mathcal{T}$ according to $\mathrm{R}_{\mathcal{T}}$. Recall that to the root $o \in \mathcal{T}$, we have added an additional vertex $s$, which should be considered as the parent of the root.

We are now ready to state our main result.
Theorem 3.2. Let $\rho$ be a random $\mathcal{Q}$-distributed rotor configuration on a Galton-Watson tree $\mathcal{T}$ with offspring distribution $\xi$, and let $\nu=\xi \cdot \mathcal{Q}$. Then we have for RGW-almost all $\mathcal{T}$ and $\rho$ :
(a) $E_{n}(\mathcal{T}, \rho)=0$ for all $n \geq 1$, if $\mathbb{E}[\nu] \leq 1$,
(b) $\lim _{n \rightarrow \infty} \frac{E_{n}(\mathcal{T}, \rho)}{n}=\gamma(\mathcal{T})$, if $\mathbb{E}[\nu]>1$,
where $\gamma(\mathcal{T})$ represents the probability that simple random walk started at the root of $\mathcal{T}$ never returns to $s$.

Theorem 3.2 is a generalization of [1, Theorem 6] which holds for regular trees. See also [10, Theorem 3.5] for rotor-router walks on periodic trees.

Theorem 1.1 is now a corollary of Theorem 3.2 in the case of uniformly distributed rotors. More precisely, if $\mathcal{Q}_{k}$ is the uniform distribution on $\{0, \ldots, k\}$ for all $k$, we get a particularly simple recurrence condition involving only the mean offspring number $m=\mathbb{E}[\xi]$.

Proof of Theorem 1.1. $\quad \mathbb{E}[\nu]=\sum_{l=0}^{\infty} \sum_{k=l}^{\infty} \frac{1}{k+1} p_{k}=\frac{1}{2} \sum_{k=0}^{\infty} k p_{k}=\frac{1}{2} \mathbb{E}[\xi]$.
Remark 3.3. Notice here the difference between simple random walk on Galton-Watson trees which is transient for mean offspring number $m \in(1,2]$, while the rotor-router walk with uniformly distributed initial rotors is recurrent.

### 3.1 Recurrence

Proof of Theorem 3.2(a). Let $\rho$ be a random $\mathcal{Q}$-distributed rotor configuration on a Galton-Watson tree $\mathcal{T}$. Recall that for a vertex $x \in \mathcal{T}$ we denote by $x^{(k)}, k=1, \ldots, \mathrm{~d}_{x}$, the children of $x$. We call a child $x^{(k)}$ good if $\rho(x)<k$. This means that the rotor walk at $x$ will visit the good children before visiting the parent $x^{(0)}$. Since $\rho$ is $\mathcal{Q}$-distributed,

$$
\mathbb{P}\left[x \text { has } l \text { good children } \mid \mathrm{d}_{x}=k\right]=q_{k, l} .
$$

Therefore the distribution of the number of good children of a vertex $x$ in $\mathcal{T}$ is given by

$$
\mathbb{P}[x \text { has } l \text { good children }]=\sum_{k=l}^{\infty} p_{k} q_{k, l},
$$

which is the $l^{\text {th }}$ component of the vector $\nu=\xi \cdot \mathcal{Q}$. Thus, for each vertex $x$ the set of descendants of $x$ which are connected to $x$ by a path consisting of only good children forms a Galton-Watson tree with offspring distribution $\nu$. By [1, Proposition 8] the rotor walk can only escape to infinity along paths that consist exclusively of good children. By assumption we have $\mathbb{E}[\nu] \leq 1$, hence subtrees consisting of only good children die out almost surely. This implies that there are no escapes to infinity.

### 3.2 The frontier process

To prove the transient part of Theorem 3.2, we will use the frontier process introduced in [11]. For sake of completeness we state the definition of the process here.

Fix an infinite tree $T$ with root $o$ and without leaves and a rotor configuration $r$ on $T$. As before we attach an additional vertex $s$ to the root $o$ of the tree. Consider the following process which generates a sequence $F_{r}(n)$ of subsets of vertices of the tree $T$. $F_{\mathrm{r}}(n)$ is constructed by a rotor-router process consisting of $n$ rotor-router walks starting at the root $o$, such that each vertex of $F_{\mathrm{r}}(n)$ contains exactly one particle. In the first step put a particle at the root $o$ and set $F_{\mathrm{r}}(1)=\{o\}$. Inductively given $F_{\mathrm{r}}(n)$ and the rotor configuration that was created by the previous step, we construct the next set $F_{\mathrm{r}}(n+1)$ using the following rotor-router procedure. Perform rotor-router walk with a particle starting at the root $o$, until one of the following stopping conditions occurs:
(a) The particle reaches $s$. Then set $F_{r}(n+1)=F_{r}(n)$.
(b) The particle reaches a vertex $x$, which has never been visited before. Then set $F_{\mathrm{r}}(n+1)=F_{\mathrm{r}}(n) \cup\{x\}$.
(c) The particle reaches an element $y \in F_{\mathrm{r}}(n)$. We delete $y$ from $F_{\mathrm{r}}(n)$, i.e., set $F^{\prime}(n)=$ $F_{\mathrm{r}}(n) \backslash\{y\}$. Now there are two particles at $y$, both of which are restarted until stopping condition (a), (b) or (c) for the set $F^{\prime}(n)$ applies to them. Note that since we are on a tree at least one particle will stop at a child of $y$ after one step, due to halting condition (b).

We will call the set $F_{\mathrm{r}}(n)$ the frontier of $n$ particles. Basic properties of this process can be found in [11]. Note that the frontier process $F_{\mathrm{r}}(n)$ depends on the underlying tree $T$. Following [11], let us introduce

$$
\begin{equation*}
M(n)=\max _{r \in \mathcal{R}(T)} \max _{x \in F_{\mathrm{r}}(n)}|x| \tag{3.1}
\end{equation*}
$$

where $|x|$ is the distance of $x$ to the root $o$ and $\mathcal{R}(T)$ is the set of all rotor configurations on $T$. $M(n)$ represents the maximal height of all possible frontiers of $n$ particles. In order to get an upper bound for $M(n)$, we will use the anchored expansion constant.

Let $G$ be an infinite graph with vertex set $V=V(G)$ and edge set $E=E(G)$. For $A \subset V(G)$ we denote by $|A|$ the cardinality of $A$ and by $\partial A$ the vertex boundary of $A$, that is, the set of vertices in $V(G) \backslash A$ that have one neighbor in $A$. We say that the set $A$ is connected if the induced subgraph on $A$ is connected. Fix the root $o \in V(G)$. The anchored expansion constant of $G$ is

$$
\begin{equation*}
\iota_{E}^{*}(G)=\liminf _{n \rightarrow \infty}\left\{\frac{|\partial A|}{|A|}: o \in A \subset V(G), A \text { is connected, } n \leq|A|<\infty\right\} \tag{3.2}
\end{equation*}
$$

For the remainder of this section, we assume that the tree $T$ has positive anchored expansion constant $\iota_{E}^{*}(T)>0$.

The next result is a generalization of [11, Lemma 1.5].
Lemma 3.4. Assume $\iota_{E}^{*}(T)>0$. Then there exists $c=c(T)<1$ such that $M(n)<c n$, for $n$ large enough.

Proof. Consider the frontier process $F_{\mathrm{r}}(n)$ on $T$. Let $x$ be an element of $F_{\mathrm{r}}(n)$ with maximal distance $M=|x|$ to the root $o$. Denote by $p=\left(o=x_{0}, x_{1}, \ldots, x_{M}=x\right)$ the shortest path between $o$ and $x$. Since $F_{\mathrm{r}}(1)=\{o\}$ and by the iterative construction of $F_{\mathrm{r}}(n)$, there exist $1=n_{0}<n_{1}<\cdots<n_{M}=n$, such that $x_{i} \in F_{\mathrm{r}}\left(n_{i}\right)$ for all $i \in 0, \ldots, M$.

We want to find a lower bound for $n_{i+2}-n_{i}$, that is, for the number of steps needed to replace $x_{i}$ by $x_{i+2}$ in the frontier. At time $n_{i}$, the vertex $x_{i}$ is added to the frontier. The next time after $n_{i}$ that a particle visits $x_{i}$ halting condition (c) occurs, thus the rotor at $x_{i}$ is incremented two times. As long as not all children of $x_{i}$ are part of the frontier, every particle can visit $x_{i}$ at most once, since it either stops immediately at a child of $x_{i}$ on stopping condition (b) or is returned to the ancestor of $x_{i}$. This means that at subsequent visits the rotor at $x_{i}$ is incremented exactly once. In order for $x_{i+2}$ to be added to the frontier, the rotor at $x_{i}$ has to point at direction $x_{i+1}$ twice. Thus replacing $x_{i}$ with $x_{i+2}$ in the frontier, needs at least $\mathrm{d}_{x_{i}}+1$ particles which visit $x_{i}$. Hence, $n_{i+2}-n_{i} \geq 1+\mathrm{d}_{x_{i}}$, for $i=0, \ldots, M-2$. Denote by $\tilde{p}=\left(x_{0}, x_{1}, \ldots, x_{M-3}, x_{M-2}\right)$. By assumption, we have $\iota_{E}^{*}(T)>0$. Thus, for $M$ big enough there exists a constant $\kappa>0$, such that $|\partial \tilde{p}| \geq \kappa|\tilde{p}|$. Since $\tilde{p}$ is a path of a tree we get

$$
|\partial \tilde{p}|+|\tilde{p}|=1+\sum_{i=0}^{M-2} \mathrm{~d}_{x_{i}} .
$$

We have therefore

$$
\begin{align*}
\sum_{i=0}^{M-2} n_{i+2}-n_{i} & \geq \sum_{i=0}^{M-2}\left(1+\mathrm{d}_{x_{i}}\right)=(M-1)+|\tilde{p}|+|\partial \tilde{p}|-1  \tag{3.3}\\
& \geq(M-1)(\kappa+2)-1
\end{align*}
$$

On the other hand

$$
\begin{equation*}
\sum_{i=0}^{M-2} n_{i+2}-n_{i}=n_{M}+n_{M-1}-n_{1}-n_{0}<2 n \tag{3.4}
\end{equation*}
$$

Combining (3.3) and (3.4) gives $M \leq \frac{2}{\kappa+2} n+\frac{1}{\kappa+2}+1$, which proves the claim.
We aim now at getting a lower bound for the size of $F_{r}(n)$. Following [11], we first estimate the number of particles stopped at $s$ during the formation of the frontier $F_{r}(n)$. This is accomplished using Theorem 1 from [9]. For a tree $T$, a rotor configuration $r$, and $n \geq 1$ define

$$
\begin{equation*}
\ell(n)=\left\{x \in T:|x|=M(n) \text { and the path from } o \text { to } x \text { contains no vertex of } F_{\mathrm{r}}(n)\right\}, \tag{3.5}
\end{equation*}
$$

with $M(n)$ defined as in (3.1). By construction, $T \backslash F_{\mathrm{r}}(n)$ does not need to have a finite component. In order to rectify this, we add additional vertices $\ell(n)$ introduced in (3.5) on the maximal level $M(n)$. All these additional vertices were not touched by a rotor particle during the formation of $F_{\mathrm{r}}(n)$. Let now

$$
\begin{equation*}
S=F_{\mathrm{r}}(n) \cup \ell(n) \tag{3.6}
\end{equation*}
$$

be the sink determined by the frontier process $F_{\mathrm{r}}(n)$. Then the component of $T \backslash S$ containing the root is finite. We denote this component by $T^{S}$, and we refer to $T^{S}$ as the truncation of $T$ at the sink $S$.

Let now $\left(X_{t}\right)$ be the simple random walk on $T$. Furthermore, let $\tau_{s}=\inf \left\{t \geq 0: X_{t}=\right.$ $s\}$ and $\tau_{S}=\inf \left\{t \geq 0: X_{t} \in S\right\}$ be the first hitting time of $s$ and $S$ respectively. Consider now the hitting probability

$$
\begin{equation*}
h(x)=h_{s}^{S}(x)=\mathbb{P}_{x}\left[\tau_{s}<\tau_{S}\right], \quad x \in T^{S} \tag{3.7}
\end{equation*}
$$

that is, the probability to hit $s$ before $S$, when the random walk starts in $x$. We have $h(s)=1$ and $h(x)=0$, for all $x \in S$. For $x \in T \backslash T^{S}$, we set $h(x)=0$.

Start now $n$ rotor particles at the root $o$, and stop them when they either reach $s$ or $S$. By the Abelian property of rotor-router walks and by the construction of the frontier process $F_{\mathrm{r}}(n)$ we will have exactly one rotor particle at each vertex of $F_{\mathrm{r}}(n)$, no particles at $\ell(n)$, and the rest of the particles are at $s$. In order to estimate the proportion of rotor particles stopped at $s$ we use Theorem 1 from [9], which we state here adapted to our case.
Theorem 3.5 (Theorem 1, [9]). Consider the $\operatorname{sink} S$ as above, and let $\left(X_{t}\right)$ be the simple random walk on $T$. Let $E$ be the edge set of $T$ and suppose that the quantity

$$
\begin{equation*}
K=1+\sum_{(x, y) \in E}|h(x)-h(y)| \tag{3.8}
\end{equation*}
$$

is finite. If we start $n$ rotor particles at the root $o$, then

$$
\begin{equation*}
\left|h(o)-\frac{n_{s}}{n}\right| \leq \frac{K}{n}, \tag{3.9}
\end{equation*}
$$

where $n_{s}$ represents the number of particles stopped at $s$.

We make use of the following result, whose proof can be found in [11, Lemma 1.7].
Lemma 3.6. Let $K$ be the constant defined in (3.8). Then $K=1+(M(n)+1)(1-h(o))$.
Corollary 3.7. Assume $\iota_{E}^{*}(T)>0$. There exists $\kappa=\kappa(T) \in(0,1)$, such that $\# F_{\mathrm{r}}(n)>\kappa n$, for $n$ large enough.

Proof. From (3.9), we have $\frac{n_{s}}{n} \leq \frac{K}{n}+h(o)$. Putting together Lemma 3.4 and 3.6, we obtain $K<1+(c n+1)(1-h(o))$. Then we have

$$
n_{s} \leq n\left(h(o)(1-c)+c+\frac{2}{n}\right) .
$$

Since $h(o)(1-c)+c<1$ we can choose a $\kappa^{\prime}<1$ such that $n_{s}<\kappa^{\prime} n$, for $n$ large enough. Since $\# F_{\mathrm{r}}(n)=n-n_{s}$, the claim follows by putting $\kappa=1-\kappa^{\prime}$.

We shall use the following result of Chen and Peres [3].
Theorem 3.8 (Theorem 6.36, [14]). For a supercritical Galton-Watson tree $\mathcal{T}$, given non-extinction we have $\iota_{E}^{*}(\mathcal{T})>0$, GW-almost surely.

Therefore, if we perform the frontier process $F_{\rho}(n)$ on a Galton-Watson tree $\mathcal{T}$ with random rotor configuration $\rho$, we get by Corollary 3.7 that there exists a positive (RGWalmost surely) random variable $\kappa$ such that for $n$ large enough $\# F_{\rho}(n)>\kappa n$, RGW-almost surely.

### 3.3 Transience

In this section we will prove the transient part of Theorem 3.2. Let $T$ be a tree with root $o$, and rotor configuration r . Denote by $T_{1}, \ldots, T_{\mathrm{d}_{o}}$ the principal branches of $T$, and by $r_{j}$ the restriction of $r$ to $T_{j}$. Write

$$
l(T, \mathrm{r})=\liminf _{n \rightarrow \infty} \frac{E_{n}(T, \mathrm{r})}{n} \quad \text { and } \quad l_{j}(T, \mathrm{r})=\liminf _{n \rightarrow \infty} \frac{E_{n}\left(T_{j}, \mathrm{r}_{j}\right)}{n}, \quad j=1, \ldots, \mathrm{~d}_{o}
$$

From [1, Lemma 25], we have that for any tree $T$ and rotor configuration $r$

$$
\begin{equation*}
l(T, r) \geq 1-\frac{1}{1+\sum_{j=1}^{\mathrm{d}_{o}} l_{j}(T, \mathrm{r})} \tag{3.10}
\end{equation*}
$$

For a Galton-Watson tree $\mathcal{T}$, denote like above $\mathcal{T}_{1}, \ldots, \mathcal{T}_{\mathrm{d}_{o}}$ the $\mathrm{d}_{o}$ principal branches of $\mathcal{T}$, where $\mathrm{d}_{o}$ represents the random degree of the root $o$ of $\mathcal{T}$, with distribution $\xi$ (the offspring distribution of the Galton-Watson process). All $l_{j}(\mathcal{T}, \rho), j=1, \ldots, \mathrm{~d}_{o}$ are i.i.d. under RGW, with the same law as $l(\mathcal{T}, \rho)$, but $l(\mathcal{T}, \rho)$ is not independent of the $l_{j}(\mathcal{T}, \rho)$. Even more, for RGW-almost every tree $\mathcal{T}$ and configuration $\rho$, (3.10) holds. We first show that under the conditions of Theorem 3.2(b) the random variable $l(\mathcal{T}, \rho)$ is greater than zero with positive probability.
Proposition 3.9. Let $\rho$ be a random $\mathcal{Q}$-distributed rotor configuration on a GaltonWatson tree $\mathcal{T}$ with offspring distribution $\xi$, and let $\nu=\xi \cdot \mathcal{Q}$. Suppose $\mathbb{E}[\nu]>1$. Then $l(\mathcal{T}, \rho)>0$, RGW-almost surely.

Proof. The proof follows in essence the proof of [1, Theorem 6(i)] but some additional arguments are needed to treat Galton-Watson trees instead of homogeneous trees. For sake of completeness we give the full argument here.

Recall the definition of the embedded Galton-Watson process of good children defined in the proof of Theorem 3.2(a). By assumption we have now that $\mathbb{E}[\nu]>1$, therefore the above mentioned branching process survives with some positive probability p. A live path is an infinite path, say $\left(x_{1}, x_{2}, \ldots\right)$, such that $x_{i+1}$ is a good child of $x_{i}$, for all
$i \geq 1$. The important property of a live path is, that a particle starting in $x_{1}$ will escape to infinity without returning to $x_{1}$. The assumption $\mathbb{E}[\nu]>1$ implies that for all $x \in \mathcal{T}$ with probability p there exists a live path starting at $x$.

In the following a realization of RGW is constructed in the following way. We start with $n$ particles at the root and build the frontier process $F_{\rho}(n)$ according to the algorithm described in Section 3.2. Now the first generation of the Galton-Watson tree is given by a realization of $\xi$ and a rotor configuration is attributed to the origin $o$ according to the distribution $\mathcal{Q}_{\mathrm{d}_{o}}$. Inductively, whenever a vertex sends out a particle for the first time, we construct randomly (and independently of everything before) the children and rotor configuration of this vertex. This is repeated until the frontier process $F_{\rho}(n)$ is constructed. Then, each vertex that was not yet visited serves as the root of an independent copy of RGW. The law of the behavior of the particles is the same as under RGW. Denote by $X$ the set of vertices in $F_{\rho}(n)$, for which there is a live path starting at $x$. We shall first prove that

$$
\begin{equation*}
E_{n}(\mathcal{T}, \rho) \geq \# X \tag{3.11}
\end{equation*}
$$

From [9, Lemmas 18,19], it suffices to prove (3.11) for $\mathcal{T}^{H}=\{x \in \mathcal{T}:|x| \leq H\}$, with $H>M(n)$, i.e.,

$$
\begin{equation*}
E_{n}\left(\mathcal{T}^{H}, S^{H}, \rho^{H}\right) \geq \# X \tag{3.12}
\end{equation*}
$$

Here, $E_{n}\left(\mathcal{T}^{H}, S^{H}, \rho^{H}\right)$ represents the number of particles that stop at $S^{H}=\{x \in \mathcal{T}$ : $|x|=H\}$ when we start $n$ rotor-router walks at the root $o$ of $\mathcal{T}$ and rotor configuration $\rho^{H}$ (the restriction of $\rho$ on $\mathcal{T}^{H}$ ). In $\mathcal{T}^{S}$, where recall that $\mathcal{T}^{S}$ represents the tree $\mathcal{T}$ truncated at the frontier $S$, start $n$ particles at $o$, and stop them when they either reach $S$ or return to $s$. The vertices at distance greater than $M(n)$ were never visited, and the rotors there are in their initial random configuration. Now for every vertex $x$ in $X$ restart one particle. Since there is a live path at $x$ the particle will reach the level $H$ without leaving the cone of $x$, at which point the particle is stopped again. Hence if we restart all particles which are located in $F_{\rho}(n)$ at least $\# X$ of them will reach level $H$ before returning to the root. Because of the Abelian property of rotor-router walks, (3.12) follows, therefore also (3.11).

The random variable $\# X$ can be written as a sum of i.i.d. Bernoulli variables in the following way. Consider the events

$$
A_{x}=[\text { The tree of good children with root } x \text { is infinite }],
$$

for all $x \in F_{\rho}(n)$. Then for all $x \in F_{\rho}(n)$, by construction of the frontier the rotor configuration on the subtree rooted at $x$ is unchanged. Thus the tree of good children rooted at $x$ is a Galton-Watson tree with offspring distribution $\nu$. By assumption $\mathbb{E}[\nu]>1$, therefore $\mathbb{P}\left[A_{x}\right]=\mathrm{p}$. Moreover the event $A_{x}$ depends only on the subtree rooted at $x$, hence the events $\left(A_{x}\right)_{x \in F_{\rho}(n)}$ are independent. Let $F_{\rho}(n)=\left\{y_{1}, y_{2}, \ldots, y_{\# F_{\rho}(n)}\right\}$ and let $\left(Y_{i}^{\prime}\right)_{i \geq 1}$ be a sequence of i.i.d. Bernoulli(p) random variables, which are independent of $\mathcal{T}$ and $\rho$. Define

$$
Y_{i}= \begin{cases}\mathbb{1}_{A_{y_{i}}} & \text { for } i \leq \# F_{\rho}(n) \\ Y_{i}^{\prime} & \text { for } i>\# F_{\rho}(n)\end{cases}
$$

Then we have that the $\left(Y_{i}\right)_{i \geq 1}$ are i.i.d. Bernoulli(p), and

$$
\# X=\sum_{i=1}^{\# F_{\rho}(n)} Y_{i}
$$

By Corollary 3.7 and Theorem 3.8 there exists a positive random variable $\kappa$ and a constant $n_{0}$ such that

$$
\mathbb{P}\left[\# F_{\rho}(n)>\kappa n, \text { for all } n \geq n_{0}\right]=1
$$

Since $\kappa$ is RGW-a.s. positive, for all $\epsilon>0$ we can choose a constant $\alpha(\epsilon)>0$ such that $\mathbb{P}[\kappa>\alpha(\epsilon)] \geq 1-\epsilon$. Consider the two events

$$
B_{\kappa}=\left[\# F_{\rho}(n)>\kappa n, \text { for all } n \geq n_{0}\right] \quad \text { and } \quad B_{\alpha(\epsilon)}=\left[\# F_{\rho}(n)>\alpha(\epsilon) n, \text { for all } n \geq n_{0}\right] .
$$

By the choice of $\alpha(\epsilon)$ we have $\mathbb{P}\left[B_{\alpha(\epsilon)}\right] \geq 1-\epsilon$. For any positive constant $\delta$ we have

$$
\begin{aligned}
\mathbb{P}\left[E_{n}(\mathcal{T}, \rho)<\delta n, B_{\alpha(\epsilon)}\right] & \leq \mathbb{P}\left[\# X<\delta n, B_{\alpha(\epsilon)}\right]=\mathbb{P}\left[\sum_{i=1}^{\# F_{\rho}(n)} Y_{i}<\delta n, B_{\alpha(\epsilon)}\right] \\
& \leq \mathbb{P}\left[\sum_{i=1}^{\alpha(\epsilon) n} Y_{i}<\delta n\right]=\mathbb{P}[\widetilde{Y}<\delta n]
\end{aligned}
$$

where $\widetilde{Y}=\sum_{i=1}^{\alpha(\epsilon) n} Y_{i}$ and $\mathbb{E}[\widetilde{Y}]=\alpha(\epsilon)$ pn. Using the standard Chernoff bound

$$
\begin{aligned}
\mathbb{P}\left[E_{n}(\mathcal{T}, \rho)<\delta n, B_{\alpha(\epsilon)}\right] & \leq \mathbb{P}\left[\widetilde{Y}<\frac{\delta}{\alpha(\epsilon) \mathrm{p}} \mathbb{E}[\widetilde{Y}]\right] \leq \exp \left\{-\frac{1}{2}\left(1-\frac{\delta}{\alpha(\epsilon) \mathrm{p}}\right)^{2} \mathbb{E}[\widetilde{Y}]\right\} \\
& \leq \exp \left\{-\frac{1}{2}\left(1-\frac{\delta}{\alpha(\epsilon) \mathrm{p}}\right)^{2} \alpha(\epsilon) \mathrm{p} n\right\} .
\end{aligned}
$$

Thus for $\delta_{\epsilon}<\alpha(\epsilon)$ p there exists a constant $c_{\epsilon}>0$, such that, $\mathbb{P}\left[E_{n}(\mathcal{T}, \rho)<\delta_{\epsilon} n, B_{\alpha(\epsilon)}\right]<$ $e^{-c_{\epsilon} n}$, which is summable. Hence using the Borel-Cantelli Lemma

$$
\begin{equation*}
\mathbb{P}\left[\limsup _{n \rightarrow \infty}\left(\left(E_{n}(\mathcal{T}, \rho)<\delta_{\epsilon} n\right) \cap B_{\alpha(\epsilon)}\right)\right]=0 . \tag{3.13}
\end{equation*}
$$

Since the event $B_{\alpha(\epsilon)}$ does not depend on $n$, we have

$$
\limsup _{n \rightarrow \infty}\left(\left(E_{n}(\mathcal{T}, \rho)<\delta_{\epsilon} n\right) \cap B_{\alpha(\epsilon)}\right)=\left(\limsup _{n \rightarrow \infty}\left(E_{n}(\mathcal{T}, \rho)<\delta_{\epsilon} n\right)\right) \cap B_{\alpha(\epsilon)}
$$

Thus taking the complement in (3.13) and applying the union bound gives

$$
\mathbb{P}\left[\liminf _{n \rightarrow \infty} \frac{E_{n}(\mathcal{T}, \rho)}{n} \geq \delta_{\epsilon}\right] \geq 1-\epsilon
$$

Since $\epsilon$ is arbitrary, the claim follows.
Recall that $\gamma(\mathcal{T})$ is the probability that simple random walk started at the root $o$ of $\mathcal{T}$ will never visit $s$, the parent of the root $o$. The next step is to find the law of $\gamma(\mathcal{T})$. From [13, Equation (4.1)], we have GW-almost surely

$$
\begin{equation*}
\gamma(\mathcal{T})=1-\frac{1}{1+\sum_{j=1}^{\mathrm{d}_{o}} \gamma\left(\mathcal{T}_{j}\right)}, \tag{3.14}
\end{equation*}
$$

where $\mathrm{d}_{o}=\mathrm{d}_{o}(\mathcal{T})$ represents the (random) degree of the root $o$ of $\mathcal{T}$, which has the same distribution as the offspring distribution $\xi$.

Denote by $F_{\gamma}$ the cumulative distribution function (c.d.f.) of $\gamma(\mathcal{T})$ and by $F_{l}$ the c.d.f. of $l(\mathcal{T}, \rho)$. We always assume that the two random variables $\gamma(\mathcal{T})$ and $l(\mathcal{T}, \rho)$ are defined on the same probability space with probability measure RGW. Next, we want to prove that the random variable $l(\mathcal{T}, \rho)$ stochastically dominates $\gamma(\mathcal{T})$, i.e. $F_{l}(t) \leq F_{\gamma}(t) \forall t \in \mathbb{R}$.

The recursive structure of Galton-Watson trees with offspring distribution $\xi$ and $\mathbb{P}\left[\mathrm{d}_{o}=k\right]=\mathbb{P}[\xi=k]=p_{k}$ gives that $F_{\gamma}$ satisfies

$$
F_{\gamma}(t)= \begin{cases}0, & \text { if } t \leq 0  \tag{3.15}\\ \sum_{k=0}^{\infty} p_{k} F_{\gamma}^{\star k}\left(\frac{t}{1-t}\right), & \text { if } 0<t<1 \\ 1, & \text { if } t \geq 1,\end{cases}
$$

where $F^{\star k}$ represents the $k$-th convolution power of $F$. Moreover, for $F_{l}$ we have by (3.10)

$$
\begin{equation*}
F_{l}(t) \leq \sum_{k=0}^{\infty} p_{k} F_{l}^{\star k}\left(\frac{t}{1-t}\right), \quad \text { if } t \in(0,1) \tag{3.16}
\end{equation*}
$$

We shall use [13, Theorem 4.1], which we state here in the version found in [14].
Theorem 3.10 (Theorem 16.32, [14]). The functional equation (3.15) has a unique solution, $F_{\gamma}$. Define the operator on c.d.f.'s

$$
\mathcal{K}: F \mapsto \sum_{k=0}^{\infty} p_{k} F^{\star k}\left(\frac{t}{1-t}\right), \quad \text { with } t \in(0,1)
$$

For any initial c.d.f. $F$ with $F(0)=0$ and $F(1)=1$, we have weak convergence under iteration to $F_{\gamma}$ :

$$
\lim _{n \rightarrow \infty} \mathcal{K}^{n}(F)=F_{\gamma}
$$

Remark 3.11. Let $F_{1}$ and $F_{2}$ be two c.d.f. with $F_{1} \leq F_{2}$, then

$$
\mathcal{K}^{n}\left(F_{1}\right) \leq \mathcal{K}^{n}\left(F_{2}\right) \quad \forall n \in \mathbb{N} .
$$

This fact can be seen directly or can be found in the proof of [13, Theorem 4.1].
Lemma 3.12. For all $n \geq 1$, we have that $F_{l} \leq \mathcal{K}^{n}\left(F_{l}\right)$.
Proof. For $n=1$, we have $F_{l} \leq \mathcal{K}\left(F_{l}\right)$ which holds by (3.16) and by the definition of the operator $\mathcal{K}$ in Theorem 3.10. For each $n>1$, using Remark 3.11 for the c.d.f.'s $F_{l} \leq \mathcal{K}\left(F_{l}\right)$ we get $\mathcal{K}^{n}\left(F_{l}\right) \leq \mathcal{K}^{n+1}\left(F_{l}\right)$. The claim follows then easily by induction.

Lemma 3.13. Suppose $\mathbb{E}[\nu]>1$. We have that $F_{l} \leq F_{\gamma}$.
Proof. By Proposition 3.9, $F_{l}(0)=0$. Hence, applying Theorem 3.10 to $F_{l}$ gives

$$
\lim _{n \rightarrow \infty} \mathcal{K}^{n}\left(F_{l}\right)=F_{\gamma}
$$

The claim follows now by Lemma 3.12.
We are finally able to prove the transient part of Theorem 3.2.
Proof of Theorem 3.2(b). From Lemma 3.13, we have $F_{l} \leq F_{\gamma}$. Theorem 2.1 implies that

$$
l(\mathcal{T}, \rho)=\liminf _{n \rightarrow \infty} \frac{E_{n}(\mathcal{T}, \rho)}{n} \leq \limsup _{n \rightarrow \infty} \frac{E_{n}(\mathcal{T}, \rho)}{n} \leq \gamma(\mathcal{T}) \text {, RGW-a.s. }
$$

Putting both parts together we get that

$$
F_{\gamma} \leq F_{\bar{l}} \leq F_{l} \leq F_{\gamma}
$$

where $F_{\bar{l}}$ is the c.d.f. of $\bar{l}(\mathcal{T}, \rho)=\limsup _{n \rightarrow \infty} \frac{E_{n}(\mathcal{T}, \rho)}{n}$. It holds $l(\mathcal{T}, \rho) \leq \bar{l}(\mathcal{T}, \rho)$, RGWa.s. and $F_{\bar{l}}=F_{l}$, therefore

$$
\mathbb{E}[\bar{l}(\mathcal{T}, \rho)-l(\mathcal{T}, \rho)]=0
$$

Now, $\bar{l}(\mathcal{T}, \rho)-l(\mathcal{T}, \rho)$ is RGW-a.s. positive. The expectation of a nonnegative random variable can be zero only if it is a.s. zero, hence $\bar{l}(\mathcal{T}, \rho)=l(\mathcal{T}, \rho)$ RGW-a.s. Therefore, the limit $L(\mathcal{T}, \rho)=\lim _{n \rightarrow \infty} \frac{E_{n}(\mathcal{T}, \rho)}{n}$ exists RGW-a.s. Since $L(\mathcal{T}, \rho)=\gamma(\mathcal{T})$ in distribution and $L(\mathcal{T}, \rho) \leq \gamma(\mathcal{T})$, RGW-a.s., we have

$$
\lim _{n \rightarrow \infty} \frac{E_{n}(\mathcal{T}, \rho)}{n}=\gamma(\mathcal{T}), \text { RGW-almost surely }
$$

which proves the transient part.
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