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Abstract

We extend to matrix-valued stochastic processes, some well-known relations between real-
valued diffusions and classical orthogonal polynomials, along with some recent results about
Lévy processes and martingale polynomials. In particular, joint semigroup densities of the
eigenvalue processes of the generalized matrix-valued Ornstein-Uhlenbeck and squared Ornstein-
Uhlenbeck processes are respectively expressed by means of the Hermite and Laguerre polyno-
mials of matrix arguments. These polynomials also define martingales for the Brownian matrix
and the generalized Gamma process. As an application, we derive a chaotic representation
property for the eigenvalue process of the Brownian matrix.

1 Introduction

To our knowledge, the first connection between orthogonal polynomials and stochastic pro-
cesses appears in an attempt by Wong [26] to construct semigroup densities in closed form
for a class of stationary Markov processes. The link between the two fields is established by
noting that most of the orthogonal polynomials in the Askey scheme form a complete set of
solutions for an eigenvalue equation for the infinitesimal generator of the process L (see [1],
[14] and [25]), that is

LQk(x) = λkQk(x), k ∈ N. (1.1)

The polynomials {Qk(x), k ≥ 0} are orthonormal with respect to the weight w(y) and hence
the Kolmogorov equation leads to the following expression for the semigroup densities:

pt(x, y) =

∞
∑

k=0

eλktQk(x)Qk(y)w(y). (1.2)
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More recently Schoutens [23] revealed another probabilistic property of certain polynomials in
the Askey scheme. Polynomials that satisfy a generating function relation of the form

∞
∑

k=0

Qk(x)
zk

k!
= f(z) exp(x u(z)), (1.3)

for u(z), f(z) analytic, u(0) = 0, u′(0) 6= 0 and f(0) 6= 0, are called Sheffer polynomials
[24]. We however focus on Sheffer polynomials that satisfy an orthogonality relation, which
were first characterized by Meixner [21] and eventually associated with his name. An extra
parameter t ≥ 0 can be introduced to the latter expression of the generating function to define
the Lévy-Meixner systems.

Definition 1.1. A Lévy-Meixner system is a system of orthogonal polynomials {Qk(x, t), k ≥
0} defined by two analytic functions f(z) and u(z) with u(0) = 0, u′(0) 6= 0 and f(0) = 1 such
that the generating function has the following form:

∞
∑

k=0

Qk(x, t)
zk

k!
= (f(z))

t
exp(x u(z)), (1.4)

for (f(τ(iθ)))
−1

an infinitely divisible characteristic function and τ(u(z)) = z the inverse
function of u(z).

As a consequence, Lévy-Meixner systems satisfy the following martingale relation:

E
[

Qk(Xt, t)
∣

∣ Xs

]

= Qk(Xs, s), (1.5)

for 0 ≤ s ≤ t, k ≥ 0 and {Xt, t ≥ 0} the Lévy process corresponding to the Lévy-Meixner
polynomials {Qk(x, t), k ≥ 0}. For the interest of the present note, we mention the Brownian-
Hermite system and the Gamma-Laguerre system, which are involved in the chaotic represen-
tation property of the Brownian motion and the Gamma process, respectively.
The matrix-valued counterparts of the classical Hermite, Laguerre and Jacobi polynomials
have gained increasing interest as natural multidimensional extensions. These polynomials
originated in conjunction with random matrix theory and multivariate statistics of the 2/α-
ensembles. The parameter α refers to the field over which the random matrix entries are
distributed and is usually confined to 2 for real, 1 for complex and 1/2 for quaternions. Herz
[10], Constantine [7] and Muirhead [22] provided a generalization of the hypergeometric func-
tions and exploited it to study the Hermite and Laguerre polynomials for α = 2. Further results
on their properties have been provided by James [13] and Chikuse [6] and Baker and Forrester
[2] for all α. Lasalle computed the generating functions for the three types of polynomials for
all α > 0 in [16], [17] and [18].
Following a different line of research, matrix-valued stochastic processes originated in the work
of Dyson [9], when eigenvalues of a random matrix were chosen to follow Brownian motions.
Bru in [4], [3] and [5] defined the matrix equivalent to the squared Bessel process as the
now celebrated Wishart process. König and O’Connell [15] showed that the eigenvalues of a
complex Wishart process evolve like independent squared Bessel processes conditioned never to
collide. Further extensions of the properties of squared Bessel processes to Wishart processes
have been achieved by Donati-Martin et al. [8], such as local absolute continuity relationships
between the laws of Wishart processes with different dimensions.
We propose to bring together these results and thus generalize (1.2) and (1.5) to their matrix
counterparts for the Hermite and Laguerre polynomials. The paper is organized as follows.
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Section 2 reviews the definitions and properties of the zonal, Hermite and Laguerre polyno-
mials. We prove in Section 3 that (1.2) corresponds to the joint semigroup densities of the
eigenvalue process for a matrix-valued Ornstein-Uhlenbeck process in case of the Hermite poly-
nomials and a matrix-valued generalized squared Ornstein-Uhlenbeck process in case of the
Laguerre polynomials. Section 4 gives the matrix equivalent of the martingale relation (1.5).
As an application, we also give the chaotic representation property of the eigenvalue process
of the Brownian matrix.

2 The Hermite and Laguerre polynomials

We restrict the framework to α = 2, that is we consider random matrices with entries dis-
tributed over the real line. In particular, we only consider the set of real m × m symmetric
matrices §m and the set of real positive definite m×m symmetric matrices §+m. The eigenvalues
of X ∈ §m or X ∈ §+m will be noted (x1, . . . , xm).

2.1 Zonal polynomials and hypergeometric functions

Let κ be a partition of k, written symbolically κ ⊢ k, such that κ = (k1, . . . , km), k1 ≥ . . . ≥

km ≥ 0 and k =

m
∑

i=1

ki. The first step towards the construction of orthogonal polynomials of

matrix argument is to generalize of the monomial xk.

Definition 2.1. For X ∈ Sm, the zonal polynomial Cκ(X) is a symmetric polynomial in the
eigenvalues (x1, . . . , xm) of X. It is the only homogeneous polynomial eigenfunction of the
Laplace-Beltrami operator

D∗ =

m
∑

i=1

x2
i

∂2

∂x2
i

+
∑

i<j

x2
i

xi − xj

∂

∂xi
, (2.1)

with eigenvalue
m

∑

i=1

ki(ki − i) + k(m − 1), (2.2)

having highest order term corresponding to κ.

The zonal polynomial was defined by James [12] and corresponds to the special case α = 2 of
the Jack polynomial [11]. For some Y ∈ S+

m, it moreover satisfies

Cκ(Y X) = Cκ(
√

Y X
√

Y ). (2.3)

By analogy to single variable hypergeometric functions, we have the following (with the same
notation as Muirhead [22]):

Definition 2.2. The hypergeometric functions of matrix argument are defined by

pFq(a1, . . . , ap; b1, . . . , bq;X) =

∞
∑

k=0

∑

κ

(a1)κ · · · (ap)κ

(b1)κ · · · (bq)κ

Cκ(X)

k!
, (2.4)
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where the second summation is over all partitions κ = (k1, . . . , km), k1 ≥ · · · ≥ km ≥ 0, of

k =

m
∑

i=1

ki, k! = k1! · · · km! and the generalized Pochhammer symbols are given by

(a)κ =

m
∏

i=1

(

a − i − 1

2

)

ki

, (a)k = a(a + 1) · · · (a + k − 1), (a)0 = 1. (2.5)

The hypergeometric functions of two matrix arguments X,Y ∈ Sm are defined by

pF
(m)
q (a1, . . . , ap; b1, . . . , bq;X,Y ) =

∞
∑

k=0

∑

κ

(a1)κ · · · (ap)κ

(b1)κ · · · (bq)κ

Cκ(X)Cκ(Y )

k!Cκ(I)
, (2.6)

where I = diagm(1).

Two important special cases of (2.4) are

0F0(X) = etr(X) and 1F0(a;X) = det(I − X)−a, (2.7)

where etr(X) = exp
(

tr(X)
)

is the exponential trace function. The relation between (2.4) and
(2.6) is given by

∫

Om

pFq(a1, . . . , ap; b1, . . . , bq;XHY H ′)(dH) = pF
(m)
q (a1, . . . , ap; b1, . . . , bq;X,Y ) (2.8)

where (dH) denotes the invariant Haar measure on the orthogonal group Om and H ′ the
transpose of H.

2.2 The class of Meixner polynomials of matrix argument

The classical Meixner polynomials have the following generalization to polynomials with matrix
arguments (see [6]):

Definition 2.3. A multivariate symmetric Meixner system is a system of orthogonal poly-
nomials {Pκ(X)} defined by two analytic m × m symmetric matrix-valued functions U with
U(0) = 0 and F such that

∞
∑

k=0

∑

κ

Pκ(X)
Cκ(Z)

k! Cκ(I)
= F (U(Z))

∫

Om

etr
(

HXH ′U(Z)
)

(dH) (2.9)

for Z a m × m symmetric matrix.

We focus on two families of orthogonal polynomials, for which we give the definition along
with the main properties.

2.2.1 The Hermite polynomials

The system of matrix-valued Hermite polynomials {Hκ(X)} is defined by the generating func-
tion in Definition 2.3 for U(Z) = Z and F (Z) = etr

(

− 1
2Z2

)

, that is

∞
∑

k=0

∑

κ

Hκ(X)
Cκ(Z)

k! Cκ(I)
= etr

(

−Z2

2

) ∫

Om

etr (HXH ′Z) (dH) (2.10)



Hermite and Laguerre polynomials and matrix-valued stochastic processes 71

for X,Z two m × m symmetric matrices.
They form a complete orthogonal system in §m with respect to the weight

WH(X) = etr

(

−X2

2

)

, (2.11)

such that
∫

§m

Hκ(X) Hσ(X) WH(X) (dX) = N (H)
κ δκσ, (2.12)

with normalization factor
N (H)

κ = k! Cκ(I) 2
m
2 π

m(m+1)
4 . (2.13)

The Hermite polynomials Hκ(X) are essentially m-dimensional functions of the eigenvalues
(x1, . . . , xm) of the matrix X. They satisfy an eigenvalue equation,

L(H)Hκ(X) = λκHκ(X), (2.14)

for the m-dimensional operator

L(H) =

m
∑

i=1





∂2

∂x2
i

− xi
∂

∂xi
+

∑

j 6=i

1

xi − xj

∂

∂xi



 (2.15)

and the eigenvalues λκ = −k.
Another useful representation of the Hermite polynomials is that of the so-called Rodrigues
formula,

Hκ(X) etr

(

−X2

2

)

=
1

2
m
2 π

m(m+1)
4

∫

Sm

Cκ(iT ) etr

(

−T 2

2
− iXT

)

(dT ), (2.16)

which is first proved by Chikuse in [6]. An immediate consequence is the inverse Fourier
transform relation,

Cκ(iT ) etr

(

−T 2

2

)

=
1

2
m
2 π

m(m+1)
4

∫

Sm

Hκ(X) etr

(

−X2

2
+ iXT

)

(dX), (2.17)

which can be proved rigorously using the Rodrigues formula with Theorem 3.4 in [6].

2.2.2 The Laguerre polynomials

The system of matrix-valued Laguerre polynomials {Lγ
κ(X)} is defined by the generating func-

tion

∞
∑

k=0

∑

κ

Lγ
κ(X)

Cκ(Z)

k! Cκ(I)
= (det(I − Z))

−γ−m−1
2

∫

Om

etr
(

−HXH ′Z(I − Z)−1
)

(dH) (2.18)

for X,Z ∈ Sm.
The matrix-valued Laguerre polynomials can be expressed in terms of the zonal polynomials
as follows:

Lγ
κ(X) =

(

γ +
m + 1

2

)

κ

Cκ(I)

k
∑

s=0

∑

σ

(−1)s
(

κ
σ

)

(γ + m+1
2 )σ

Cσ(X)

Cσ(I)
. (2.19)
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where the generalized binomial coefficients

(

κ

σ

)

are defined as follows:

Cκ(X + I)

Cκ(I)
=

k
∑

s=0

∑

σ⊢s, σ⊆κ

(

κ

σ

)

Cσ(X)

Cσ(I)
, (2.20)

with σ ⊆ κ meaning si ≤ ki, ∀i.
They form a complete orthogonal system in §+m with respect to the weight

WL(X) = etr(−X) (detX)
γ

, (2.21)

such that
∫

S+
m

Lγ
κ(X) Lγ

σ(X) WL(X) (dX) = N (L)
κ δκσ, (2.22)

with normalization factor

N (L)
κ = k! Cκ(I) Γm

(

γ +
m + 1

2

)(

γ +
m + 1

2

)

κ

. (2.23)

The Laguerre polynomial Lγ
κ(X) is moreover eigenfunctions of the m-dimensional operator

L(L) =

m
∑

i=1



xi
∂2

∂x2
i

+ (γ + 1 − xi)
∂

∂xi
+

∑

j 6=i

xi

xi − xj

∂

∂xi



 (2.24)

for the eigenvalue −k.

Remark 2.4. We have the following limit relation between the Laguerre and Hermite polyno-
mials:

lim
γ→∞

γ−k/2Lγ
κ(γ +

√
γX) = (−1)kHκ(X). (2.25)

3 Eigenvalue processes

Baker and Forrester investigate in [2] the properties of certain Schrödinger operators of Calogero-
Sutherland-type quantum systems that have the Hermite or Laguerre polynomials as eigen-
functions. As an application, they derived semigroup densities for m-dimensional diffusions. In
this section, we show that these processes relate to the eigenvalue processes of the generalized
Ornstein-Uhlenbeck (OU) and the generalized squared Ornstein-Uhlenbeck (OUSQ) processes
respectively.

3.1 The generalized OU process and Hermite polynomials

Definition 3.1. We call the generalized OU process the matrix-valued process, (Xt, t ≥ 0),
solution to the stochastic differential equation

dXt =
√

2 dβt − λXtdt, X0 = X, (3.1)

for a Brownian matrix (βt, t ≥ 0).
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Similarly as in the one-dimensional case, the semigroup densities Q(t,X, Y ) of the generalized
OU process are related to the symmetric m × m Brownian matrix with semigroup densities
P(τ,X, Y ) as follows:

Q(t,X, Y ) = eλt
m(m+1)

2 P

(

e2λt − 1

λ
,X, Y eλt

)

(3.2)

The semigroup densities of the Brownian matrix have the form (see [20])

P(τ,X, Y ) =
τ−

m(m+1)
4

2
m
2 π

m(m+1)
4

etr

(

− (Y − X)
2

2τ

)

, (3.3)

which yields for the generalized OU process,

Q(t,X, Y ) =
λ

m(m+1)
4

2
m
2 π

m(m+1)
4

(

e2λt

e2λt − 1

)

m(m+1)
4

etr

(

−λ
(

X2 + Y 2e2λt
)

2(e2λt − 1)

)

0F0

(

λXY eλt

e2λt − 1

)

.

(3.4)
The latter densities are expressed with respect to the Haar measure (dY ) on §m. Now Y has
the representation

Y = HLY H ′ (3.5)

with some H ∈ Om and LY the diagonal matrix composed of the ordered eigenvalues (y1 >
y2 > . . . > ym) of Y . Following Muirhead [22], the measure (dY ) decomposes to

(dY ) = (dH)(dLY ), (3.6)

where (dH) is the invariant Haar measure on Om and (dLY ) is the measure over the eigenvalues:

(dLY ) =
π

m2

2

Γm

(

m
2

)

m
∏

i<j

(yi − yj)
m
∧

i=1

dyi, (3.7)

with
∧

the exterior product. The joint semigroup densities of the eigenvalue processes with
respect to the measure (dLY ) are then obtained by integration over the orthogonal group Om,
which gives

q(t,X, Y ) =
λ

m(m+1)
4

2
m
2 π

m(m+1)
4

(

e2λt

e2λt − 1

)

m(m+1)
4

etr

(

−λ
(

X2 + Y 2e2λt
)

2(e2λt − 1)

)

0F
(m)
0

(

λeλt

e2λt − 1
X;Y

)

.

(3.8)
These semigroup densities have however an equivalent formulation using the Hermite polyno-
mials as follows:

Proposition 3.2. Let (Xt, t ≥ 0) be the generalized OU process. The joint semigroup densities

of the eigenvalue processes can be expressed as

q(t,X, Y ) = λ
m(m+1)

4

∞
∑

k=0

∑

κ

e−kλt

N (H)
κ

Hκ(
√

λX) Hκ(
√

λY ) WH(
√

λY ) (3.9)

with respect to the measure (dLY ) on the eigenvalues (y1 > y2 > . . . > ym) of Y .
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Proof. We show that the characteristic function of the eigenvalue process coincide with the
characteristic function expressed using the Hermite polynomials in (3.9). The characteristic
function of the process is expressed as

G1(t,X,W ) =

∫

Sm

etr (iWY )Q(t,X, Y )(dY ),

which leads to

G1(t,X,W ) = etr

(

iWXe−λt − W 2

2λ

(

1 − e−2λt
)

)

,

using the fact that

∫

Sm

etr

(

−Y 2

2

)

(dY ) = 2
m
2 π

m(m+1)
4 . By projection on the orthogonal

group, the characteristic function of the eigenvalue process thus reads

g1(t,X,W ) = etr

(

−W 2

2λ

(

1 − e−2λt
)

)

0F
(m)
0

(

iW,Xe−λt
)

.

On the other hand, one could use equation (3.9) to write the characteristic function as

g2(t,X,W ) =

∫

Sm

etr (iWY ) λ
m(m+1)

4

∞
∑

k=0

∑

κ

e−kλt

N (H)
κ

Hκ(
√

λX) Hκ(
√

λY ) etr

(

−λY 2

2

)

(dY ).

The integral over the Hermite polynomial is easily evaluated using the inverse Fourier transform
formula (2.17), which yields

g2(t,X,W ) =
∞
∑

k=0

∑

κ

e−kλt

k! Cκ(I)
Hκ(

√
λX) Cκ

(

iW√
λ

)

etr

(

−W 2

2λ

)

.

By definition of the generating function in (2.10), the expression reduces to

g2(t,X,W ) = etr

(

W 2

2λ
e−2λt

)

0F
(m)
0

(

iW ;Xe−λt
)

etr

(

−W 2

2λ

)

.

which matches g1(t,X,W ) and thus concludes the proof.

The proof of the theorem contains a result, which extends to matrices a summation formula
first derived by Baker and Forrester in [2] as Proposition 3.9. Indeed, by comparing the
semigroup densities of the eigenvalue processes in (3.9) and (3.8), we have

Corollary 3.3.
∞
∑

k=0

∑

κ

e−kλt

k!Cκ(I)
Hκ(

√
λX)Hκ(

√
λY )

=

(

e2λt

e2λt − 1

)

m(m+1)
4

etr

(

−λ(X2 + Y 2)

2(e2λt − 1)

)

0F
(m)
0

(

λeλt X

e2λt − 1
;Y

)

. (3.10)

Note that the Hermite polynomials in [2] are defined with a different normalization as 2
k
2 Hκ(

√
2X).
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3.2 The generalized OUSQ process and Laguerre polynomials

Definition 3.4. Let (Xt, t ≥ 0) be the matrix-valued process solution to the stochastic dif-
ferential equation

dXt =
√

Xtdβt + dβ′
t

√

Xt + (δI − 2λXt)dt, X0 = X, (3.11)

for a Brownian matrix (βt, t ≥ 0). Xt is called the generalized OUSQ process.

The semigroup densities of a Wishart process, given by

P(τ,X, Y ) =
1

(2τ)
δm
2 Γm( δ

2 )
etr

(

− 1

2τ
(X + Y )

)

(detY )
δ−m−1

2
0F1

(

δ

2
;
XY

4τ2

)

, (3.12)

relate to the semigroup densities of the generalized OUSQ process as follows (see Bru [5]):

Q(t,X, Y ) = eλm(m+1)tP

(

e2λt − 1

2λ
,X, Y e2λt

)

, (3.13)

which yields

Q(t,X, Y ) =
1

Γm( δ
2 )

(

λ e2λt

e2λt − 1

)

δm
2

etr

(

−λ(X + Y e2λt)

e2λt − 1

)

(detY )
δ−m−1

2

· 0F1

(

δ

2
;

XY λ2e2λt

(e2λt − 1)2

)

. (3.14)

As for the OU process, the semigroup densities of the eigenvalue processes are derived by
integration over the orthogonal group Om, such that

q(t,X, Y ) =
1

Γm( δ
2 )

(

λ e2λt

e2λt − 1

)

δm
2

etr

(

−λ(X + Y e2λt)

e2λt − 1

)

(detY )
δ−m−1

2

· 0F
(m)
1

(

δ

2
;X,

Y λ2e2λt

(e2λt − 1)2

)

(3.15)

with respect to the measure (dLY ) on the eigenvalues (y1 > y2 > . . . > ym) of Y . Alternatively,
the latter densities can be expressed using the Laguerre polynomials as shown in the following
proposition.

Proposition 3.5. Let (Xt, t ≥ 0) be the generalized OUSQ process. The joint semigroup

densities of the eigenvalue processes can be expressed as

q(t,X, Y ) = λ−
m(m+1)

2

∞
∑

k=0

∑

κ

e−2λkt

N (L)
κ

Lγ
κ(λX) Lγ

κ(λY ) WL(λY ) (3.16)

for γ = δ−m−1
2 and with respect to the measure (dLY ) on the eigenvalues (y1 > y2 > . . . > ym)

of Y .

Proof. For the proof, we show that the Laplace transforms of (3.15) and (3.16) coincide and

thus conclude by unicity. For convenience, we set τ = e2λt−1
2λ . For all W ∈ §+m, the Laplace

transform of the semigroup densities of the process is defined as

G1(t,X,W ) =

∫

§+m

etr(−Y W ) Q(t,X, Y ) (dY )
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which reads

G1(t,X,W ) =
etr

(

− X
2τ

)

eλδmt

(2τ)
δm
2 Γm( δ

2 )

·
∫

§+m

etr

(

−Y W − Y e2λt

2τ

)

(det(Y ))
δ−m−1

2
0F1

(

δ

2
;
XY e2λt

4τ2

)

(dY )

With Z = 4τ2e−2λtX−1/2(W + e2λt

2τ I)X−1/2 and the change of variables Ȳ = e2λt

4τ2 X1/2Y X1/2,
we get

G1(t,X,W ) =
etr

(

− X
2τ

)

eλδmt

(2τ)
δm
2 Γm( δ

2 )

(

det

(

X
e2λt

4τ2

))− δ
2

·
∫

§
+
m

etr
(

−Ȳ Z
) (

det(Ȳ )
)

δ−m−1
2

0F1

(

δ

2
; Ȳ

)

(dȲ ).

From Theorem 7.3.4 in Muirhead [22], we obtain

G1(t,X,W ) =
etr

(

− X
2τ

)

eλδmt

(2τ)
δm
2

(

det

(

X
e2λt

4τ2

))− δ
2

(det(Z))
− δ

2
0F0

(

Z−1
)

,

which is equivalent to

G1(t,X,W ) =

(

det

(

I +
1 − e−2λt

λ
W

))− δ
2

etr

(

−XWe−2λt

(

I +
1 − e−2λt

λ
W

)−1
)

.

On the other hand, the Laplace transform of (3.16), defined by

g2(t,X,W ) =

∫

§+m

etr (−Y W ) q(t,X, Y ) (dY ),

gives

g2(t,X,W ) = λ−
m(m+1)

2

∞
∑

k=0

∑

κ

e−2λkt

N (L)
κ

Lγ
κ(λX)

∫

§+m

etr (−Y W ) Lγ
κ(λY ) WL(λY )(dY ).

With the change of variables Ȳ = λY , we get

g2(t,X,W ) =

∞
∑

k=0

∑

κ

e−2λkt

N (L)
κ

Lγ
κ(λX)

∫

§+m

etr

(

−Ȳ

(

W

λ
+ I

))

Lγ
κ(Ȳ )

(

det(Ȳ )
)γ

(dȲ ).

which yields by Theorems 7.6.2 in Muirhead [22],

g2(t,X,W ) =

(

det

(

I +
W

λ

))−γ−m+1
2

∞
∑

k=0

∑

κ

e−2λkt

k!Cκ(I)
Lγ

κ(λX) Cκ

(

W (λI + W )−1
)

.

From the generating function of the Laguerre polynomials given by (2.18), we obtain

g2(t,X,W ) =

(

det

(

I +
1 − e−2λt

λ
W

))− δ
2

0F
(m)
0

(

−X,We−2λt

(

I +
1 − e−2λt

λ
W

)−1
)

.
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Now, by the property of the hypergeometric functions given in (2.8), we have the following
relation between the two Laplace transforms:

∫

Om

G1(t,HXH ′,W )(dH) = g2(t,X,W ),

which concludes the proof by unicity of the Laplace transform.

As a corollary, we state the following result, which is equivalent to Proposition 4.12 in [2].

Corollary 3.6.
∞
∑

k=0

∑

κ

e−2λkt

N (L)
κ

Lγ
κ(λX)Lγ

κ(λY )

=
λm(m+1)

Γm( δ
2 )

(

e2λt

e2λt − 1

)

δm
2

etr

(

−λ (X + Y )

e2λt − 1

)

0F
(m)
1

(

δ

2
;

λXeλt

e2λt − 1
,

λY eλt

e2λt − 1

)

. (3.17)

Proof. The proof is immediate by comparing (3.15) and (3.16).

4 Martingale polynomials

By analogy to the work by Schoutens [23], we define the extension of the Lévy-Meixner systems
to systems of orthogonal polynomials over symmetric random matrices.

Definition 4.1. A multivariate symmetric Lévy-Meixner system is a system of orthogonal
polynomials {Pκ(X, t)} defined by two analytic m × m symmetric matrix-valued functions U
with U(0) = 0 and F such that

∞
∑

k=0

∑

κ

Pκ(X, t)
Cκ(Z)

k! Cκ(I)
= F (U(Z))t

∫

Om

etr
(

HXH ′U(Z)
)

dH (4.1)

for X,Z m × m symmetric matrices and t > 0.

4.1 The Hermite-Gaussian system

The extension of (2.10) to a Lévy-Meixner system yields:

∞
∑

k=0

∑

κ

Hκ(X, t)
Cκ(Z)

k! Cκ(I)
= etr

(

−Z2

2
t

) ∫

Om

etr (HXH ′Z) dH. (4.2)

Proposition 4.2. For X ∈ Sm, let {Hκ(X, t)} be the Hermite space-time polynomials defined

by

Hκ(X, t) = tk/2 Hκ

(

X√
t

)

. (4.3)

Then for a symmetric m × m Brownian matrix (Xt, t ≥ 0), the following martingale equality

holds (s < t):

E
[

Hκ(Xt, t)
∣

∣

∣ Xs

]

= Hκ(Xs, s). (4.4)
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Proof. From the characteristic function of a GOE ensemble (see [22]), we deduce

E
[

etr
(

H(Xt − Xs)H
′Z

)

∣

∣

∣ Xs

]

= etr

(

Z2

2
(t − s)

)

,

for H ∈ Om, Z ∈ Sm and s < t. Taking the conditional expectation of (4.2), we get

∞
∑

k=0

∑

κ

E
[

Hκ(Xt, t)
∣

∣

∣ Xs

] Cκ(Z)

k! Cκ(I)
= etr

(

−Z2

2
t

) ∫

Om

E
[

etr (HXtH
′Z)

∣

∣

∣ Xs

]

(dH).

Since the process Xt has independent increments, we obtain

∞
∑

k=0

∑

κ

E
[

Hκ(Xt, t)
∣

∣

∣ Xs

] Cκ(Z)

k! Cκ(I)
= etr

(

−Z2

2
s

) ∫

Om

etr (HXsH
′Z) (dH).

The RHS is thus the generating function of the Hermite polynomials as described by (4.2), so
that

∞
∑

k=0

∑

κ

E
[

Hκ(Xt, t)
∣

∣

∣ Xs

] Cκ(Z)

k! Cκ(I)
=

∞
∑

k=0

∑

κ

Hκ

(

Xs√
s

)

Cκ(
√

sZ)

k! Cκ(I)
.

Equating the terms of the sum yields

E
[

Hκ(Xt, t)
∣

∣

∣ Xs

]

= sk/2 Hκ

(

Xs√
s

)

and hence (4.3) follows.

4.2 The Laguerre-Wishart system

Let Qδ
x be the law of a Wishart distribution Wm(δ, x) on C(R+, S+

m). If Wm(δ′, y) is another
Wishart distribution, then it is well-known (see [22]) that Wm(δ + δ′, x + y) is also a Wishart
distribution. The laws Qδ

x are however not infinitely divisible. The variable δ must indeed
belong to Tm = {1, 2, . . . ,m − 1} ∪ (m − 1,∞), the so-called Gindikin’s ensemble, and not
R+, as was showed by Lévy in [19]. This remark restricts the matrix-valued extension of the
Gamma process as follows:

Definition 4.3. The matrix-valued Gamma process is defined as (Xt, t ∈ Tm) with Xt ∼
Wm(t, 1

2I).

The one-dimensional Gamma process is recovered for m = 1, since T1 = R+ and the Wishart
distribution reduces to the Gamma distribution. It follows that (2.18) extends to

∞
∑

k=0

∑

κ

Lκ(X, t)
Cκ(Z)

k! Cκ(I)
= (det(I − Z))

t
2

∫

Om

etr
(

−HXH ′Z(I − Z)−1
)

(dH), (4.5)

which leads to the following proposition.

Proposition 4.4. For X ∈ Sm, let {Lκ(X, t)} be the Laguerre space-time polynomials defined

by

Lκ(X, t) = L
( t−m+1

2 )
κ (X) . (4.6)
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Then for a matrix-valued Gamma process (Xt, t ∈ Tm), Xt ∼ Wm(t, 1
2I), the following mar-

tingale equality holds (s < t ∈ Tm):

E
[

Lκ(Xt, t)
∣

∣

∣
Xs

]

= Lκ(Xs, s). (4.7)

Proof. The additivity property of the Wishart distribution implies independence of the incre-
ments with Xt − Xs ∼ Wm(t − s, 1

2I) (see [5]). From the characteristic function of a Wishart
distribution (see [22]), we deduce

E
[

etr
(

− H(Xt − Xs)H
′Z(I − Z)−1

)

∣

∣

∣ Xs

]

= (det(I − Z))
t−s
2 ,

for H ∈ Om, Z ∈ Sm and s < t ∈ Tm. Taking the conditional expectation of (2.18), we get

∞
∑

k=0

∑

κ

E
[

Lκ(Xt, t)
∣

∣

∣
Xs

] Cκ(Z)

k! Cκ(I)

= (det(I − Z))
− t

2

∫

Om

E
[

etr
(

−HXtH
′Z(I − Z)−1

)

∣

∣

∣ Xs

]

(dH).

Since the process Xt has independent increments, we obtain

∞
∑

k=0

∑

κ

E
[

Lκ(Xt, t)
∣

∣

∣ Xs

] Cκ(Z)

k! Cκ(I)
= (det(I − Z))

− s
2

∫

Om

etr
(

−HXsH
′Z(I − Z)−1

)

(dH).

The RHS is thus the generating function of the Laguerre polynomials as described by (2.18),
so that

∞
∑

k=0

∑

κ

E
[

Lκ(Xt, t)
∣

∣

∣
Xs

] Cκ(Z)

k! Cκ(I)
=

∞
∑

k=0

∑

κ

L
( s−m+1

2 )
κ (Xs)

Cκ(Z)

k! Cκ(I)
.

Equating the terms of the sum yields

E
[

Lκ(Xt, t)
∣

∣

∣
Xs

]

= L
( s−m+1

2 )
κ (Xs)

and hence (4.6) follows.

5 A chaos representation property

Let W = (Wt, t ≥ 0) be a one-dimensional Brownian motion. The Wiener chaos Kn(W ) of
order n ≥ 1 is defined as the subspace of L2

(

FW
∞

)

generated by the stochastic integrals

∫ ∞

0

dWt1

∫ t1

0

dWt2 . . .

∫ tn−1

0

dWtn
fn(t1, . . . , tn), (5.1)

with fn : ∆n → R a measurable function such that

∫

∆n

dt1 . . . dtnf2
n(t1, . . . , tn) < ∞ (5.2)
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and ∆n = {(t1, . . . , tn); 0 < tn < tn−1 < . . . < t1}. The L2 space of the Brownian motion has
then the direct sum decomposition,

L2
(

FW
∞

)

=

∞
⊕

n=0

Kn(W ), (5.3)

where K0(W ) is the subspace of constants. It is also classicaly known that the one-dimensional
Hermite space-time polynomials,

Hn(Wt, t) = tn/2Hn

(

Wt√
t

)

, n = 0, 1, 2, . . . (5.4)

form a basis of L2
(

FW
∞

)

. In order words, we have that

Kn(W ) = span

{

Hn

(∫

∆n

fn(t)dWt, ||fn||L2(∆N )

)

∣

∣

∣
fn ∈ L2(∆n)

}

, n ≥ 1

K0(W ) = R. (5.5)

The result extends to the eigenvalue processes of the Brownian matrix. We first prove key
properties of the Hermite space-time polynomials of matrix arguments:

Proposition 5.1. The Hermite space-time polynomials are space-time harmonic, i.e.

(

∂

∂t
+ L

)

Hκ(X, t) = 0, (5.6)

for L the infinitesimal generator of the eigenvalue process of the Brownian matrix, given by

L =
1

2

m
∑

i=1

∂2

∂x2
i

+
∑

i<j

1

xi − xj

∂

∂xi
. (5.7)

Proof. It suffices to show that the generating function of the polynomials, given by (4.2), or
equivalently by

∞
∑

k=0

∑

κ

Hκ(X, t)
Cκ(Z)

k! Cκ(I)
= etr

(

−Z2

2
t

)

0F
(m)
0 (X,Z), (5.8)

is space-time harmonic. From Lemma 3.1 in [2], we immediately have

L 0F
(m)
0 (X,Z) etr

(

−Z2

2
t

)

=
1

2
Tr(Z2) 0F

(m)
0 (X,Z) etr

(

−Z2

2
t

)

, (5.9)

which is clearly canceled by the time derivative,

∂

∂t
etr

(

−Z2

2
t

)

0F
(m)
0 (X,Z) = Tr

(

−Z2

2

)

etr

(

−Z2

2
t

)

0F
(m)
0 (X,Z). (5.10)

Proposition 5.2. For s ≤ t, we have

E
[

Cκ(Xt) | Fs

]

= Hκ(Xs, t − s). (5.11)
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Proof. From the explicit knowledge of the semigroup density of the Brownian matrix, we have

E
[

Cκ(Xt) | Fs

]

=

∫

Sm

Cκ(X)
(t − s)−

m(m+1)
4

2
m
2 π

m(m+1)
4

etr

(

− (X − Xs)
2

2(t − s)

)

dX. (5.12)

The change of variable Y =
X√
t − s

yields

E
[

Cκ(Xt) | Fs

]

=
(t − s)

k
2

2
m
2 π

m(m+1)
4

∫

Sm

Cκ(Y ) etr

(

−1

2

(

Y − Xs√
t − s

)2
)

dY. (5.13)

Using the Rodrigues formula for the Hermite polynomials (see (3.22) in [6]), which we recall
here,

Hκ(Z) =
1

2
m
2 π

m(m+1)
4

∫

Sm

Cκ(Y ) etr

(

−1

2
(Y − Z)

2

)

dY, (5.14)

concludes the proof.

Proposition 5.3. For u ≤ s ≤ t, we have

Hκ(Xs, t − s) = Hκ(Xu, t − u) +

m
∑

i=1

∫ s

u

H(i)
κ (Xr, t − r)dW (i)

r , (5.15)

where (W
(i)
t , t ≥ 0) are m independent one-dimensional Brownian motions and

H(i)
κ (X, t) =

∂

∂xi
Hκ(X, t) (5.16)

with xi an eigenvalue of X.

Proof. The Itô formula gives

Hκ(Xt, t) = Hκ(X0, 0) +

∫ t

0

∂

∂s
Hκ(Xs, s)ds +

m
∑

i=1

∫ t

0

H(i)
κ (Xs, s)dX(i)

s

+
1

2

∑

i,j

∫ t

0

∂2

∂xix2
j

Hκ(Xs, s)d〈X(i),X(j)〉s. (5.17)

The single eigenvalue process satisfies

dX
(i)
t = dW

(i)
t +

∑

j 6=i

1

X
(i)
t − X

(j)
t

dt. (5.18)

Using the infinitesimal generator L of the joint eigenvalue process, the Itô formula is equivalent
to

Hκ(Xt, t) = Hκ(X0, 0) +

∫ t

0

(

∂

∂s
+ L

)

Hκ(Xs, s)ds +

m
∑

i=1

∫ t

0

H(i)
κ (Xs, s)dW (i)

s (5.19)

Space-time harmonicity of the Hermite polynomials yields the result.
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By analogy to the Wiener chaos Kn(W ), we define for the eigenvalue process X the chaos
Kn(X) as the subspace of L2(FX

∞) generated by the stochastic integrals

∫ ∞

0

dX
(i1)
t1

∫ t1

0

dX
(i2)
t2 . . .

∫ tn−1

0

dX
(in)
tn

fn(t1, . . . , tn), (5.20)

for (i1, . . . , in) ∈ {1, . . . ,m}n with fn : ∆n → R a measurable function such that

∫

∆n

dt1 . . . dtnf2
n(t1, . . . , tn) < ∞ (5.21)

and ∆n = {(t1, . . . , tn); 0 < tn < tn−1 < . . . < t1}.

Theorem 5.4. The L2 space of the eigenvalue process has the direct sum decomposition,

L2
(

FX
∞

)

=

∞
⊕

n=0

Kn(X), (5.22)

where K0(W ) is the subspace of constants.

Proof. For p(x1, . . . , xl) a polynomial on (Rm)l, l ∈ N
∗, the subspace generated by the random

variables p(Xt1 , . . . ,Xtl
), 0 ≤ t1 < . . . < tl, is dense in L2(FX

∞). Since any polynomial of that
form has a decomposition in a linear combination of zonal polynomials, the random variables

Z =

l
∏

i=1

Cκi
(Xti

), (5.23)

with κ1, . . . , κl ∈ N
m, form a total subset of L2(FX

∞).
Now by Proposition 5.2, we have Cκl

(Xtl
) = Hκl

(Xtl
, 0). Then, using Proposition 5.3 with

s = t = tl and u = tl−1, we get

Cκl
(Xtl

) = Hκl
(Xtl−1, tl − tl−1) +

m
∑

i=1

∫ tl

tl−1

H(i)
κl

(Xr, tl − r)dW (i)
r . (5.24)

The random variable Z can thus be expressed as the sum of a random variable

Z1 = Hκl
(Xtl−1, tl − tl−1)

l−1
∏

j=1

Cκj
(Xtj

)

and a sum of stochastic integrals with respect to dW
(i)
r , (i = 1, . . . ,m and tl−1 ≤ r ≤ tl) with

integrands

Z
(i)
2 (r) = H(i)

κl
(Xr, tl − r)

l−1
∏

j=1

Cκj
(Xtj

).

The chaos decomposition then follows by a decreasing induction on l.

Remark 5.5. Equation (5.18) implies that the multidimensional Brownian motion is adapted
to the filtration of the eigenvalue process. Theorem 5.4 gives the converse, which implies that
the eigenvalue process has the same filtration as the m-dimensional Brownian motion.
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6 Conclusion

Hypergeometric orthogonal polynomials have proven increasingly useful in describing impor-
tant properties of stochastic processes. Polynomials classified in the Askey scheme for instance
provide a way to construct semigroup densities of some Markov processes in closed form. Some
of these polynomials moreover create martingale processes when combined with specific Lévy
processes.
Far from generalizing these two properties to all matrix-valued polynomials, we specialize to
the Hermite and Laguerre polynomials. We show their relation with joint semigroup densities
of the eigenvalue processes of the generalized matrix-valued Ornstein-Uhlenbeck and squared
Ornstein-Uhlenbeck processes. We also extend Lévy-Meixner systems of orthogonal polynomi-
als to symmetric random matrices. The results are again restrictive to Hermite and Laguerre
polynomials, but could lead the way to a general theory of hypergeometric polynomials and
matrix-valued processes.
As an application of these results, we derive a chaos representation property for the eigenvalue
process of the Brownian matrix. This merely shows that the eigenvalue process enjoys the
chaos representation property, but further research could uncover a wider class of matrix-
valued processes with the same representation property.
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